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Abstract

Retinal imaging is a powerful tool for detecting and diagnosing various health con-
ditions. Locating retinal vessels is important because it allows for the specification of
different tissues of the vascular structure. Ophthalmologists use images with binary
segmentation of retinal fundus to analyze and predict diseases such as hypertension
and diabetes. However, blood vessel segmentation in retinal images can be challenging
due to several factors such as low contrast, background illumination inhomogeneity,
and noise.

The main objective of this dissertation is to study and propose effective methods
for automatic retinal vasculature segmentation. Our first contribution involved study-
ing the performance of improved FCM algorithms, including FCM, EnFCM, SFCM,
FGFCM, FRFCM, DSFCM_N, FCM_SICM, and SSFCA, to recommend the best ones
for the segmentation of retinal blood vessels. We evaluated their performance based on
three criteria: noise robustness, blood vessel segmentation performance, and execution
time.

In our second contribution, we proposed a new unsupervised method that ensures
high-accuracy detection compared to previous studies. It depends on hybrid filtering
and adaptive thresholding. We validated our proposed studies using two benchmark
databases: STARE and DRIVE.

This dissertation also includes contributions related to the segmentation of MR
brain images to identify tumors and different tissues. These contributions involve the
development of new methods that have been evaluated using various databases and
have shown promising results. These contributions are included in the appendices of
the dissertation.

Overall, this dissertation aims to contribute to the field of medical image segmen-
tation by proposing effective new methods, which can help in disease detection and
monitoring.

Keywords: image processing, segmentation, classification, retinal, blood vessels.
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Résumé

L’imagerie rétinienne est un outil puissant pour détecter et diagnostiquer diverses
état de santé. La localisation des vaisseaux rétiniens est importante car elle permet de
spécifier différents tissus de la structure vasculaire. Les ophtalmologistes utilisent des
images avec une segmentation binaire de la rétine pour analyser et prédire des mal-
adies telles que l’hypertension et le diabète. Cependant, la segmentation des vaisseaux
sanguins dans les images rétiniennes peut être difficile en raison de plusieurs facteurs
tels que le faible contraste, l’inhomogénéité de l’éclairage du fond d’œil et le bruit.

Le principal objectif de cette thèse est d’étudier et de proposer des méthodes ef-
ficaces pour la segmentation automatique de la vascularisation rétinienne. Notre pre-
mière contribution consiste à étudier les performances des algorithmes FCM améliorés,
notamment FCM, EnFCM, SFCM, FGFCM, FRFCM, DSFCM_N, FCM_SICM et
SSFCA, pour recommander les meilleurs pour la segmentation des vaisseaux sanguins
rétiniens. Nous avons évalué leur performance sur la base de trois critères : la ro-
bustesse au bruit, la performance de segmentation des vaisseaux sanguins et le temps
d’exécution.

Dans notre deuxième contribution, nous avons proposé une nouvelle méthode non
supervisée qui garantit une détection de haute précision par rapport aux études précé-
dentes. Elle dépend du filtrage hybride et du seuillage adaptatif. Nous avons validé nos
études proposées en utilisant deux bases de données de référence : STARE et DRIVE.

Cette thèse comprend également des contributions liées à la segmentation des im-
ages cérébrales en IRM pour l’identification des tumeurs et des différents tissus. Ces
contributions impliquent le développement de nouvelles méthodes qui ont été évaluées
à l’aide de différentes bases de données et ont montré des résultats prometteurs. Ces
contributions sont incluses dans les annexes de la thèse.

Dans l’ensemble, cette thèse vise à contribuer au domaine de la segmentation des
images médicales en proposant de nouvelles méthodes efficaces, qui peuvent aider à la
détection et au suivi des maladies.

Mots-clés : traitement d’images, segmentation, classification, rétine, vaisseaux
sanguins.
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General introduction

The ability to view the inside of the human body without performing surgery has
always fascinated people. This is now made possible due to advancements in

science and technology in the healthcare industry, where medical imaging has greatly
improved, and various forms have been created [1].

Over the past few decades, fundus images have been used by eye specialists to
diagnose and treat eye conditions. As a result, it’s crucial for experts to utilize digital
image processing techniques on retinal images to identify various features of the retina,
optic disc, blood vessels, and macula [2, 3].

The use of computer-based image analysis has played a major role in detecting
imbalances in the ocular retina, including bleeding, aneurysms, secretions, and disc
disorders. Furthermore, this analysis enables the detection and prediction of serious
diseases such as diabetes, glaucoma, blindness, and macular edema.

Retinal image segmentation, the process of dividing an image into different seg-
ments or regions, is a crucial task in ophthalmology. It involves separating the different
structures in a fundus image, such as blood vessels, optic disk, and other features. Seg-
mentation is necessary for various applications, including disease diagnosis, monitoring,
and treatment planning.

However, manual segmentation is often the preferred method for retinal images and
can be challenging. It is labor-intensive, time-consuming, and prone to human error,
particularly for large-scale screenings. Although most pixels in the image can be easily
rated by an ophthalmologist, some pixels, such as those at the border of the vessel,
those near pathologic vessels, and those of small vessels, are difficult to distinguish
accurately [4–6].

Therefore, there is a need for methods that can reduce manual supervision while
improving speed and accuracy. This has led to a significant amount of research effort to
address the problem of retinal image segmentation. The methods used in the literature
can be broadly classified into two categories: supervised and unsupervised. Supervised
methods rely on labeled data to train a model that can segment vessels. In contrast,
unsupervised methods use unlabeled data to learn the underlying structure of the
images and segment the vessels. These efforts aim to develop algorithms that can
accurately and efficiently segment the vessels in retinal images, improving the accuracy
of diagnosis and treatment of eye diseases.
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Contributions

The field of retinal vessel segmentation in fundus images has received much attention
due to its importance in diagnosing numerous diseases. Despite advances in image
processing techniques, retinal vessel segmentation still remains a persistent challenge.
Our research focuses on improving the accuracy of retinal vessel segmentation through
the use of matching filter techniques, clustering methods, and the development of a
field-of-view mask. The goal is to increase the efficiency of segmentation and analysis
procedures using the DRIVE and STARE image databases.

The first contribution of this dissertation the analysis of performance of various
improved fuzzy c-mean (FCM) algorithms for the segmentation of retinal blood ves-
sels. Eight different variants of the FCM algorithm, including FCM, EnFCM, SFCM,
FGFCM, FRFCM, DSFCM_N, FCM_SICM, and SSFCA, are evaluated in terms of
three main criteria: noise robustness, blood vessel segmentation performance, and com-
putational time. A range of metrics was used to assess performance, and the study
results are used to recommend the best algorithm for retinal vessel segmentation.

The second contribution is the development of an unsupervised method for reti-
nal blood vessel segmentation that provides high-accuracy detection. This method is
based on a new hybrid combination of well-known tools such as Contrast Limited Adap-
tive Histogram Equalization (CLAHE), Bottom-Hat (BTH) filtering, Jerman filtering,
and Bowler-Hat (BLH) filtering. The method first performs contrast enhancement and
detail preservation of the retina image using CLAHE and BTH filtering. Then, the
vessel tree structure was extracted using Jerman filtering, the improved retinal im-
age was denoised and delicate vessels are enhanced in appearance using reconstruction
operations and BLH filtering. A Field-of-View (FoV) mask was also generated to pre-
vent background pixels from overlapping in the segmentation process. Finally, adaptive
thresholding was performed to binarize the enhanced images, resulting in improved seg-
mentation accuracy compared to other methods.

In conclusion, this dissertation presents a comprehensive and effective approach for
retinal vessel segmentation, which combines various techniques and tools to achieve
improved accuracy and efficiency in the segmentation and analysis procedures using
the STARE and DRIVE image databases.

In addition to the contributions outlined in the main body of this dissertation,
other related contributions have been made that concern the segmentation of MR
brain images for the identification and analysis of tumors and different tissues [7–9].
These contributions include the development of novel methods. The proposed methods
have been evaluated using various databases and have shown promising results in terms
of accuracy, sensitivity, and specificity in detecting brain tumors and different types
of tissues. They represent important and valuable research that contributes to the
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objectives of this dissertation, which are focused on developing effective and efficient
methods for medical image segmentation.

Dissertation outline

All the chapters in this dissertation reflect our articles published in scientific jour-
nals. It contains five chapters divided into two main parts: Background and Contribu-
tions. The background part overviews retinal images and discusses their segmentation
methods, importance, and challenges. The contributions part presents our proposed
techniques that improve image segmentation of retinal vessels. This dissertation is or-
ganized as follows:

Part 1 Background

Chapter 1: Entitled "Clinical Context," this chapter serves as an introduction to
the anatomy and imaging techniques utilized in the examination of the human eye. It
delves into the significance of fundus photography, emphasizing the precise identifica-
tion of landmarks for accurate diagnosis and monitoring of ocular conditions. Addi-
tionally, the chapter addresses the challenges associated with automated retinal blood
vessel segmentation. It offers a comprehensive overview of ocular anatomy, medical
imaging techniques, and provides a brief overview of MRI images of the brain.

Chapter 2: titled "Literature review: Retinal vessel segmentation," presents a de-
tailed analysis of the diverse approaches used to segment blood vessels in retinal fundus
images. The chapter thoroughly discusses the techniques used for enhancement in seg-
menting retinal vessel images. Furthermore, it evaluates the retinal databases that are
currently available and the metrics used for retinal vessel segmentation.

Part 2 Contributions

Chapter 3: titled "Performance Analysis of Improved FCM Algorithms for Retinal
Image Segmentation," is the first contribution that presents the performance evalua-
tion of eight improved FCM algorithms for retinal blood vessel segmentation. The
algorithms evaluated are FCM, EnFCM, SFCM, FGFCM, FRFCM, DSFCM_N,
FCM_SICM, and SSFCA. The chapter recommends the best algorithms based on their
performance. The evaluation mainly focuses on noise robustness, blood vessel segmen-
tation performance, and running time.

Chapter 4: titled "An improved retinal image segmentation method based on
hybrid filters and adaptive thresholding" presents the second contribution of vessel
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segmentation in retinal images. The proposed method addresses two major challenges:
low and varied levels of image contrast and noise. To enhance visibility of the vessels,
CLAHE and morphological filters were used, and to highlight both wide and thin ves-
sels, the Jerman filtering technique was used. In addition, a mask was created to reduce
computations and increase the efficiency of the vessel detection process. Finally, adap-
tive thresholding was used for vessel extraction. The obtained results were compared
with other methods using two databases STARE and DRIVE.

Chapter 5: titled "Contributions to Brain Image Segmentation," presents our
methodologies for segmenting brain images, addressing key challenges in accuracy and
efficiency. Three segmentation methods are explored: multi-Otsu thresholding with
morphological reconstruction, fast K-means clustering with histogram enhancement,
and DPSO-K-means with morphological reconstruction. Experimental validation show-
cases superior performance in tumor detection and brain tissue segmentation, con-
tributing to the advancement of medical image analysis.

Chapter 6: Presents conclusions and suggestions for further work.
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Chapter 1

Clinical context

1.1 Introduction

Medical imaging plays a pivotal role in modern healthcare, enabling clinicians and
researchers to visualize internal structures, diagnose diseases, and monitor treat-

ment responses with unprecedented precision. Among the diverse modalities available,
imaging of the eye and brain holds particular significance due to the intricate and vital
nature of these organs.

Eye exams are crucial in several areas of medicine, serving as a starting point for
detecting local eye issues in ophthalmology and providing insight into the impact of
systemic diseases in internal medicine. For instance, eye exams can indicate a person’s
risk of developing cardiovascular disease in cardiology. Certain diseases, such as hyper-
tension, diabetes, arteriosclerosis, cardiovascular disease, and stroke, can be detected
through examination of the retinal vasculature. Concurrently, MRI (Magnetic Reso-
nance Imaging), the ability to non-invasively visualize the structures and functions
of the brain has transformed our understanding of neurological disorders. MRI pro-
vides detailed insights into brain anatomy, pathology, and connectivity, aiding in the
diagnosis of conditions ranging from tumors diseases like Alzheimer’s.

This chapter aims to provide background information on retinal images by cover-
ing the medical aspects, including the anatomy of the eye and the different imaging
techniques utilized to capture these images, while also providing a concise overview of
brain imaging.

1.2 Eye anatomy

The eye is a complex organ that plays a critical role in our ability to see. Its
anatomy includes several vital structures, such as the cornea, iris, lens, retina, optic
nerve, sclera, and retinal vessels, as show in Figure 1.1 . The cornea is the transparent
outer layer of the eye that helps to focus incoming light. The iris is the colored part
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of the eye that controls the size of the pupil, which regulates the amount of light that
enters the eye. The lens is a flexible, transparent structure behind the iris that helps
focus light onto the retina. The retina is a thin layer of tissue at the back of the eye
that contains photoreceptor cells that detect light and transmit visual information to
the brain via the optic nerve. The sclera is the tough, white outer layer of the eye that
helps to protect the delicate structures inside [10].

The blood vessels in the eye play a vital role in maintaining the health and proper
functioning of the eye. They supply oxygen and nutrients to the various structures of the
eye. The retinal vessels help remove waste products and regulate fluid pressure within
the eye, which is crucial for maintaining the proper shape of the eye and preventing
damage to delicate structures [11].

Figure 1.1: Anatomy of the eye
[12].

1.2.1 Retinal vessels

The human eye’s retinal blood vessels, consisting of arteries and capillaries, supply
blood to the retina. The central retinal artery enters the eye through the optic nerve and
branches into smaller vessels, eventually reaching the capillaries, which then connect to
veins to form the central retinal vein. The close connection between the retina and the
retinal blood vessels makes the retina a valuable tool for the non-invasive monitoring
of various disorders, as changes in the blood vessels can indicate health issues.

As shown in Figure 1.2, normal retinal blood vessels are commonly straight and
well-defined, with smooth walls and consistent diameters. In pathological conditions
such as diabetic retinopathy or hypertension, the blood vessels may become distorted,
have irregular walls, or show signs of stenosis or occlusion [13].
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Figure 1.2: An example of normal and abnormal blood vessels
[14].

One way to evaluate existing vessel detectors and develop robust vessel network
segmentation methods in medical imaging is by classifying blood vessels based on
their morphological features. Such features may include the vessel’s shape, size, and
branching pattern. Examples of vessel Classifications are Straight and Isolated Vessels,
Parallel Vessels, Crossing Vessels, Bifurcation, and Corkscrew-like vessels [15].

1.2.2 Eye pathologies

An eye pathology is a disease or disorder affecting the eye’s structure or function
[13]. It can range from mild issues like dry eyes or styes to severe conditions like retinal
detachment or glaucoma. Left untreated, some eye pathologies can result in vision loss.
In the following, we provide a brief overview of some common eye diseases:

• Cataracts: are a clouding of the lens in the eye that affects vision and are a
common condition, especially among older people. They can cause blurred vision,
sensitivity to light and glare, double vision, and faded colors [16].

• Glaucoma: is a group of eye diseases that can damage the optic nerve and result
in vision loss. It is often caused by increased pressure inside the eye but can also
occur without elevated pressure. Glaucoma typically has no early symptoms, and
vision loss is often gradual, so regular eye exams are important for early detection
and treatment [17].

• Age-related macular degeneration (AMD): is a condition that affects the
central part of the retina, known as the macula, causing vision loss. It is the
leading cause of blindness in people over the age of 60. There are two forms of
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AMD: "dry" and "wet." Dry AMD is the more common form and causes a gradual
vision loss. Wet AMD is less common but more severe and can cause rapid vision
loss [17].

• Diabetic retinopathy: a complication of diabetes that affects the eyes and can
lead to vision loss or blindness. It occurs as a result of damage to the blood vessels
in the retina and is caused by high blood sugar levels (Glycaemia) over time.
Symptoms may include blurred vision, floaters, and difficulty seeing at night. In
the early stages, diabetic retinopathy may not cause noticeable symptoms, so
regular eye exams are important for early detection and treatment [18].

• Retinal detachment: is a serious eye condition in which the retina, the light-
sensitive layer at the back of the eye, separates from its underlying supportive
tissue. This can cause vision loss or blindness. Symptoms may include a sudden
increase in floaters, flashing lights, and a shadow or curtain over part of your
vision. Retinal detachment can be caused by a tear or hole in the retina, which
allows fluid to accumulate and separate the retina from its underlying tissue [17].

• Dry eye syndrome: is a common condition in which the eyes do not produce
enough tears, or the tears produced are of poor quality, leading to dryness and
discomfort. Symptoms may include itching, burning, redness, and sensitivity to
light. Various factors, including aging, environmental conditions, certain medica-
tions, and medical conditions can cause it [16–18].

1.3 Fundus imaging

The imaging of the fundus examines the retina to visualize the eye’s internal struc-
tures, including the underlying blood vessels. The direct ophthalmoscope, invented by
Herman von Helmholtz in the 1851s, is the predecessor of modern fundus imaging de-
vices [19, 20]. The process involves illuminating the eye and capturing images of the
reflected light with a digital camera. To capture the images, the subject is seated com-
fortably in front of the camera in a dark room, and a flash lamp is directed into the
eye. The field of view can range from 35 to 60 degrees, and higher-resolution cameras
are preferred to capture more detailed images [21]. The resulting images are digital,
allowing for quantifiable analysis and easy data transfer through networks, as showed
in Figure 1.3.
There are several different types of fundus imaging techniques, each with its own
strengths and weaknesses. These techniques include:

1. Fundus photography: is a type of digital imaging that uses specialized cameras
to capture images of the retina. The subject is seated comfortably in front of the
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(a) (b)

Figure 1.3: (a) Sample fundus image. and (b) fundus camera
[22].

camera and a flash lamp is directed into the eye to illuminate the retina. The
reflected light is captured by the camera and a digital image is produced [23].

2. Optical coherence tomography (OCT): is a non-invasive imaging technique
that uses light waves to create detailed cross-sectional images of the retina. This
technique is commonly used to detect and monitor conditions such as macular
degeneration and glaucoma [23].

3. Fluorescein angiography: is an imaging technique that involves injecting a
fluorescent dye into the bloodstream and capturing images of the retina as the
dye circulates through the blood vessels. The images captured by this technique
are used to assess blood flow in the retina and identify any circulation issues [24].

However, the images produced by fundus imaging can suffer from non-uniform il-
lumination and varying quality due to factors such as age, retinal pathologies, and the
appearance of the retina. The illumination can cause the smallest vessels to appear
very faint relative to the surrounding background. The quality of the images can also
be impacted by anterior or posterior retinal pathologies. Despite these challenges, fun-
dus imaging is a non-invasive, relatively inexpensive, and widely accepted method for
examining the retina [25–27].

The imaging modality that will be used in this dissertation is color fundus photog-
raphy. Color fundus photography is a well-established modality, and there are many
publicly available databases that have been annotated for segmentation tasks. This
makes it an ideal choice for researchers who want to compare their results with exist-
ing literature and benchmark databases.

Overall, the use of color fundus photography for segmentation in ophthalmology is
a practical and effective imaging approach.
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1.3.1 Landmarks of fundus photography

In fundus photography, the interior of the eye is captured and several landmarks
are identified and evaluated. These landmarks serve as essential reference points for
evaluating the health and condition of the retina and are used to diagnose and mon-
itor various retinal diseases and conditions (subsection 1.2.2). They can also provide
important information about the progression of retinal diseases and the effectiveness
of treatments, including:

• Optic disc is a key landmark in fundus photography. The appearance of the
optic disc can provide information about the presence of optic nerve damage or
other conditions such as glaucoma [23].

• Macula is also a critical landmark in fundus photography. Changes in the mac-
ula can indicate the presence of age-related macular degeneration or other eye
diseases [23].

• Fovea Fundus photography captures images of the fovea and the surrounding
macula and retina, allowing for the detection and monitoring of eye diseases and
disorders [23].

• Vessels is also a crucial landmark in fundus photography. The appearance of the
blood vessels can indicate conditions such as diabetic retinopathy or retinal vein
occlusions (see Figure 1.4).

Figure 1.4: An example retinal image showing landmarks of fundus photography
[28].
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1.4 Automated Segmentation of Retinal Vessels

Semi-automatic segmentation of retinal blood vessels is a tedious and time-consuming
task that requires a high degree of expertise and skill. The process involves a visual
inspection of the retinal fundus image, followed by marking and tracing the boundaries
of the blood vessels. This process must be performed with high accuracy to ensure that
the results are usable for medical diagnosis. Semi-automatic segmentation is particu-
larly challenging due to the low contrast and inhomogeneity of the background lighting
in retinal fundus images and the presence of noise and color variations in the retina.
These factors can make it difficult to accurately distinguish the blood vessels from
other structures in the image [2, 23, 29–31].

Despite the difficulties, Semi-automatic segmentation is still widely used in ocular
screening, especially for diseases such as diabetes and hypertension, where regular
screening is necessary. However, Semi-automatic segmentation is not feasible for large-
scale screening as it is time-consuming and requires highly skilled professionals.

Therefore, there has been a growing demand for automated retinal blood vessel
segmentation methods to assist ophthalmologists and make the process more efficient
and reliable. Automated methods have the advantage of being faster and less prone to
human error, making them a valuable tool for medical diagnosis [32].

1.4.1 Challenges in retinal vessel segmentation

Retinal vessel segmentation is a challenging task due to the inherent characteristics
of the vessels in retinal fundus images. Where the vessels are tree-like and tubular
structures that are supposed to be connected. However, their appearance could be
more consistent against the background, which makes them difficult to distinguish
from the background.

The vessels’ color is typically dark red, while the background is close to orange, and
in a gray-level image, their appearance is close to the other elements in the background,
such as the macula. Additionally, the appearance of capillaries may be very similar to
that of the background.

The illumination of the image may also cause specular effects located on the center
of the vessel objects, further complicating the segmentation process. The gray level of
vessels is continuous and does not change abruptly, and the vessel shape is a piece-
wise linear shape with a relatively smooth curve without abrupt orientation changes.
The width of vessels can vary widely, covering a range of diameters, and they can be
extended along their length at any orientation. The cross-sectional intensity profile
of vessels approximates a Gaussian shape, making it difficult to distinguish between
vessels and non-vessel regions [5, 30, 33, 34].

These challenges make it difficult for automated algorithms to segment the reti-
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nal vessels accurately. Some common techniques used to overcome these challenges
include pre-processing techniques such as contrast enhancement, denoising, and back-
ground correction. Despite these efforts, retinal vessel segmentation remains a chal-
lenging problem, and there is ongoing research to improve these algorithms’ accuracy
and reliability.

1.5 Brain Magnetic Resonance Imaging (MRI)

Magnetic Resonance Imaging (MRI) is a powerful imaging technique that allows for
the non-invasive visualization of the brain’s internal structures with exceptional detail.
This section aims to provide an overview of brain MRI, discussing its utility in clinical
practice and research.

Brain MRI provides detailed insights into brain anatomy, pathology, and function.
It plays a pivotal role in diagnosing diseases such as brain tumors, stroke, multiple
sclerosis, Alzheimer’s, and Parkinson’s.

MRI scanners (Figure 1.5) generate images by utilizing strong magnetic fields and
radiofrequency pulses to create high-resolution images of the brain. Different MRI
sequences, such as T1-weighted, T2-weighted, FLAIR (Fluid-Attenuated Inversion Re-
covery), and diffusion-weighted imaging, provide complementary information about
various tissue properties, enabling clinicians to assess different aspects of brain struc-
ture and function.

Figure 1.5: MRI scanner
[35].
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1.5.1 Brain MRI segmentation

Brain MRI segmentation is an essential task in many clinical applications, including
measuring and visualizing different brain structures, delineating lesions, analyzing brain
development, and image-guided interventions and surgical planning. The segmentation
process involves dividing the brain MRI image into distinct regions, each representing
a specific tissue type or structure, such as white matter (WM), gray matter (GM), or
cerebrospinal fluid (CSF) [36]. There are various segmentation techniques, each with its

Figure 1.6: Brain MRI segmentation example
[36].

advantages, limitations, and appropriate use cases. Some traditional methods include
threshold-based methods, clustering-based methods, region-based methods, edge-based
methods, and graph theory-based methods. However, these methods may not always
provide accurate results, especially in complex cases with irregularly shaped structures
or varying intensities [37].

1.5.2 Challenges in brain MRI segmentation

Brain MRI segmentation is a crucial step in many clinical applications, including image-
guided interventions, surgical planning, and analyzing brain development. However, it
is a challenging task due to various factors, including the complexity of brain structures,
the presence of noise and artifacts, and the variability in image quality and contrast
[38].

One of the major challenges in brain MRI segmentation is the low tissue contrast,
particularly in infant brain MRI, where the intensity ranges of voxels in white matter
(WM) and gray matter (GM) are largely overlapping, especially around the cortical
regions. This creates the most challenge for tissue segmentation, making it difficult
to accurately distinguish between WM, GM, and cerebrospinal fluid (CSF). Another
challenge is the variability in image acquisition protocols, scanners, and imaging pro-
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tocols, which can affect the quality and consistency of the images . This can lead to
differences in image intensity, contrast, and noise, making it difficult to apply a single
segmentation algorithm to images acquired from different sites or scanners Addition-
ally, brain MRI segmentation can be time-consuming and prone to errors due to inter-
or intraoperator variability studies, making it difficult to obtain accurate and consis-
tent results. To address these challenges, various segmentation techniques of different
accuracy and degree of complexity have been developed and reported in the literature
[38, 39].

1.6 Conclusion

In conclusion, this chapter has provided an overview of the clinical context surround-
ing retinal imaging and brain MRI. We explored the anatomy of the eye, common eye
pathologies, fundus imaging techniques, and challenges in automated retinal vessel seg-
mentation. Additionally, we discussed the utility of brain MRI in diagnosing various
neurological conditions and the challenges associated with brain MRI segmentation.

The next chapter presents a comprehensive review of the literature on retinal vessel
segmentation, focusing on recent advancements, methodologies, and challenges in this
field.
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Chapter 2

Literature review: Retinal vessel
segmentation

2.1 Introduction

Retinal vessel segmentation is a crucial step in analyzing retinal images for di-
agnosing and monitoring eye diseases. The process involves dividing the retinal

image into different segments, each corresponding to a specific structure within the eye,
such as the blood vessels. In recent years, various techniques have been proposed for the
automatic segmentation of retinal vessels. These techniques can be broadly classified
into supervised and unsupervised methods.

This literature review aims to provide an overview of the different retinal image
databases, the components of retinal images, and various methods for retinal vessel
segmentation. Additionally, we discuss the different techniques used for retinal vessel
enhancement and the metrics used to evaluate segmentation performance.

2.2 Retinal image databases

A retinal image processing database is a collection of retinal images and associated
data, used for research and development of algorithms for analyzing and processing
retinal images. These databases are used for various purposes such as developing algo-
rithms for detecting and grading diabetic retinopathy, evaluating algorithms for retinal
vessel segmentation, feature extraction, and for retinal image registration. The images
in these databases may come from different sources such as digital fundus cameras or
other imaging devices, and may be annotated with information such as retinal features,
diagnosis, or image quality. The use of these databases helps to standardize research
and enables comparison and benchmarking of different algorithms.

There are several publicly available databases that can be used for retinal image
segmentation such as: STructured Analysis of the REtina (STARE) [40], Digital Retinal
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Images for Vessel Extraction (DRIVE) [41] , Chinese Academy of Sciences, Huazhong
University of Science and Technology, and Eye Hospital DataBase 1 (CHASE_DB1)
[42], High-Resolution Fundus (HRF) [43] and the Indian Diabetic Retinopathy Image
Dataset (IDRiD) [44], etc.

2.2.1 STARE database

The STARE database for blood vessel segmentation contains 20 retinal color images
(10 with pathology) captured using TopCon TRV-50 camera with 35◦ Field of View
(FoV), 700×605 pixels, 8 bits per channel, in PPM format. Includes two sets of manually
segmented ground truth images by two specialists, with the performance of algorithms
evaluated using the first observer’s ground truth [40].
It should be noted that FoV stands for "Field of View," which refers to the visible area
captured by a camera or other imaging device.

2.2.2 DRIVE database

The DRIVE database contains 40 retinal color images, 7 with diabetic retinopathy,
captured using Canon CR5 camera, with 45◦ FoV, 768×584 pixels, 8-bits per channel,
in JPEG format. It is divided into training (20 images with FoV masks and ground
truth images) and test sets (20 images with FoV masks and two sets of ground truth
images). Performance of algorithms is evaluated using the first observer’s ground truth
images [41].

Table 2.1 summarizes the characteristics of the STARE and DRIVE databases which
are used as the basis for evaluating performance in our research.

Table 2.1: Characteristics of STARE and DRIVE databases.

Database STARE DRIVE
Number of image 20 40
Camera TopCon TRV-50 Canon CR5
FoV 35° 45°
Spatial resolution 605 × 700 565 × 584
Format PPM JPEG
Ground truth available available
FoV mask unavailable available

• In the context of a database of retinal images, the FoV mask is a way to indicate
which part of the image corresponds to the actual retina and which part is outside
of the field of view. The FoV mask is a binary mask that indicates which pixels
in the image are part of the retina and which are not. It is used to remove any
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extraneous information outside of the FoV and to focus only on the relevant parts
of the image for analysis or processing.

2.3 Retinal image Components

The color retinal image (RGB) consists of three channels red, green, and blue,
as shown in Figure 2.1. Each channel captures different aspects of the retina, but
the red channel is often over-saturated, and the blue channel lacks sufficient light to
clearly reveal the blood vessels. In contrast, the green channel provides a better balance
between highlighting the blood vessels and suppressing the background noise, which
can improve the accuracy of the segmentation results. Additionally, the green channel
is less sensitive to noise and artifacts compared to other channels, making it more
reliable for segmentation. This is crucial because the quality of the retinal image can
be affected by various factors such as the imaging device’s quality, the patient’s age,
and the presence of certain eye conditions. Using the green channel can minimize the
impact of these factors on the segmentation results [45].

(b) (c) (d)(a)

Figure 2.1: Color retinal image and its channels on STARE database. (a) RGB input
image. (b) Red channel. (c) Green channel. (d) Blue channel.

2.4 Retinal vessel segmentation methods

A crucial aspect of retinal image analysis is determining important features of
blood vessels with precision, largely determined by the effectiveness of blood vessel
segmentation. The classification of retinal vessel segmentation methods into systematic
categories based on their methodology has been an ongoing effort. At first, methods
were divided into either contour-based or region-based categories. However, as the field
has progressed, new techniques incorporating advancements have emerged, forming
various subcategories [41, 46]. In recent years, researchers have combined algorithms in
hybrid approaches, blurring the boundaries between methods. It is helpful to examine
the surveys published in the literature to understand the field comprehensively [30, 47].
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It is important to note that the categorization of retinal blood vessel segmentation
methods in this review is not meant to be a rigid classification system. Many recent
methods often incorporate techniques previously proposed by earlier researchers to
address specific challenges, such as image smoothing, feature extraction, and pattern
recognition. Some methods even employ hybrid techniques. This research adopts the
classification of vessel segmentation methods into supervised and unsupervised meth-
ods.

2.4.1 Supervised methods

Supervised methods rely on prior labeling information to determine if a pixel belongs
to a vessel or not. The algorithm learns a rule for vessel extraction based on a training
set of reference images that have been manually segmented by an ophthalmologist or
related professional, also known as the ground truth. However, obtaining a ground
truth can be challenging in real-life applications [48].

Supervised techniques operate a set of samples to train a classifier that distinguishes
between the vessel and non-vessel pixels, known as the training set. These techniques
have evolved into machine learning and deep learning algorithms, such as Random
Forest, Support Vector Machine (SVM), K Nearest Neighbors (KNN), and Artificial
Neural Networks (ANN), which are widely used in the medical field [49].

Deep-learning networks trained on labeled data can be applied to unstructured
data, allowing them to process much more input than traditional machine learning
based approaches, resulting in higher performance [50–52]. However, a large training
database with corresponding annotations is required to achieve high performance in
deep learning models, which can be a challenge in retinal vessel segmentation.

2.4.2 Unsupervised methods

Unsupervised learning approaches utilize inherent patterns of blood vessels in retinal
images to identify whether a particular pixel belongs to the vessel structure or not. In
such methodologies, the algorithm design is not directly influenced by the ground truth
[33]. Unsupervised learning approaches aim to automatically learn and extract these
inherent patterns from the data without the need for explicit human annotation or
labeling. The extracted patterns can then be used to segment the retinal images into
regions of interest, such as the blood vessels, and to identify abnormalities or diseases
that may be present in the retina.

The unsupervised methods reviewed for retinal vessel segmentation are primar-
ily divided into six categories: matched filtering, mathematical morphology approach,
multi-scale approach, model-based approach, vessel tracing approach, and other gen-
eral approaches [2, 31]. Compared to supervised methods, unsupervised methods offer
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the advantage of higher speed and lower computational complexity. For these reasons,
we will focus on the unsupervised methods.

2.4.2.1 Matched filtering

The technique of using matched filtering to detect vasculature in retinal images
involves convolving a 2D kernel with the image. This kernel is specifically designed to
model a feature in the image, such as a vessel, with unknown orientation and position.
The matched filter response obtained indicates the presence of this feature in the image.
The design of the kernel takes advantage of three key properties of vasculature: vessels
tend to have limited curvature and can be approximated by linear segments, their
diameter decreases as they move away from the optic disk, and their cross-sectional
intensity profile approximates a Gaussian curve.

However, applying the convolution kernel at multiple rotations can result in a sig-
nificant computational overhead, and the kernel may only respond optimally to vessels
that have the same standard deviation as the Gaussian function specified by the kernel.
Other vessels with a different profile may not be detected, and the presence of retinal
background variation or pathologies in the image can also increase the number of false
responses, as these may exhibit similar local attributes as the vessels. Therefore, to
improve the accuracy of this method, additional processing techniques should be used
in conjunction with the matched filter response.

In this context, Chaudhuri et al. [53] proposed the use of the matched filter ap-
proach as the initial method. They asserted that the grey distribution of the vascular
profile conforms to Gaussian properties and suggested convolving the image with a fil-
ter to isolate the target object. In their study, Hoover et al. [48] put forward a threshold
descent search algorithm for extracting blood vessels post-matched filtering. The algo-
rithm takes into account both the local features of the retinal vessels and the regional
characteristics of the vascular network distribution. While this approach significantly
reduces errors, it also complicates the overall calculation process.

Moreover, several researchers have made advancements to the matched filtering
method, one of which is the approach proposed by Zhang et al. [54]. The authors utilized
a double-sided thresholding model to enhance the results of matched filtering, thereby
reducing false positives in pathological images. Additionally, they introduced a method
that combines matched filtering and the first-order derivative of the Gaussian filter to
improve the accuracy of vascular segmentation and identify vascular boundaries.

Li et al. [55] also presented a novel method for vessel extraction using multi-scale
adaptations of the matched filter. This allowed for contrast enhancement of the image
while suppressing noise, before applying a double thresholding method to detect the
vessels. A method proposed by Neto et al. [56] aims to enhance the contrast of the
inverted green layer of a raw image, followed by the application of a local threshold
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based on the cumulative distribution. The results are then refined using morphological
processes that aim to reduce noise and any remaining roughness in the image.

It is worth noting that the efficacy of the matched filter algorithm depends on the
degree of matching between the template and the blood vessel, which can be influenced
by various factors such as central light reflection, radius change, noise interference, and
lesion interference [57].

2.4.2.2 Mathematical Morphology Approach

The mathematical morphology approach is a set of theories derived from mathemat-
ics that applies lattice theory to spatial constructions in image analysis. Unlike other
methods, it focuses on the shapes present in an image rather than the intensity of pix-
els. Essentially, it treats pixel intensities as topographical highs. Initially, this approach
was used in paired images but later became a general processing framework applied
to grayscale and color images through morphological operators. In this context, Zana
and Klein [58] developed a method for extracting the vascular tree using mathemat-
ical morphology that took into account the connectivity and local linear distribution
of retinal vessels. However, this method had some limitations as it heavily relied on
structural elements. Building on this method, Ayala et al. [59] proposed an improved
approach that defined the averages of a given fuzzy set using a different definition of
the mean of a random compact set.

Moreover, Soares et al. [60] employed morphological reconstruction and a regional
growth method, followed by Gabor wavelet transformation to extract blood vessels.
Mendonca and Campilho [46] utilized a multi-scale top hat transformation to enhance
retinal blood vessels, followed by the extraction of vascular centerlines to obtain vessel
segmentation. To further improve this implementation, Fraz et al. [61] combined vessel
centerline detection with morphological bit plane slicing to achieve the final segmenta-
tion.

An unsupervised segmentation technique was proposed by Wang et al. [62] to en-
hance the texture contrast between the retinal vessels and background in fundus images.
This method utilizes corrected morphological and fractal dimensions. Initially, the mor-
phological factor, in conjunction with linear structural elements, removes any lesions
and light reflections present in the image. Then, the blood vessels are extracted through
the use of multi-threshold and fractal dimensions. The efficacy of this approach was
tested on several publicly available databases, including STARE, DRIVE, and HRF.

2.4.2.3 Multi-scale approach

The use of multi-scale techniques involves varying image scales to facilitate vessel
extraction, with a primary objective of improving execution speed. Such approaches
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generate a scale space from the input image to identify various structures. Major vessel
structures are identified from low-contrast images, whereas fine vasculatures are de-
tected from high-contrast ones, which enhances robustness. The application of multi-
scale methods is often employed in vessel extraction to address the challenge of vessel
width variation in fundus images [33].

Frangi et al. [63] introduced a method for developing a vessel enhancement filter
by analyzing the multi-scale second-order local structure of an image, specifically the
Hessian matrix. By analyzing the eigenvalues of the Hessian matrix, this method allows
for the detection of the principal directions in which the local second-order structure of
the image can be decomposed. As a result, it can detect the direction of small intensity
curvature along a vessel. Martinez-Perez et al. [64] also used a multi-scale approach
to obtain information about the size, orientation, and width of vessels. They used two
geometrical features that accounted for the first and second derivatives of the intensity
to infer the topology of the image.

2.4.2.4 Model-based approach

Model-based approaches to retinal image analysis consist of vessel profile models
and deformable models. Vessel profile models involve modeling the vessel cross-sectional
intensity profile as a Gaussian-shaped curve or a mixture of Gaussians in the case of
circular vessel ratio (CVR), which is a measure of the circularity of a blood vessel in
a retinal image. The CVR is calculated by dividing the vessel area by the area of the
smallest circle that can be fit around the vessel. Deformable models utilize both active
contour and level set-based approaches.

In this category of segmentation methods, Xiao et al. [65] developed a Bayesian-
based approach that takes spatial information into account, resulting in improved per-
formance in detecting narrow and low-contrast vessels. For extracting major and minor
vessels separately, Zhao et al. [66] employed a level set method based on region-scalable
fitting energy function and a region-growing approach, respectively. Recently, Zhao
et al. [67] proposed an inhomogeneity correction method based on Retinex theory and
Local Polynomial (LP) analysis for vessel enhancement, and applied a segmentation
approach based on an infinite perimeter active contour model using hybrid region infor-
mation of the image. Notably, the latter authors evaluated their segmentation technique
on Fluorescein Angiography (FA) images, which could pave the way for further research
in retinal image analysis. In the study by Mahtab and Hossein [68], an improved ac-
tive contour method was developed to accurately extract thin vessels and ridges from
images. The method uses a discrete wavelet transform to reduce energy, and segmen-
tation is divided into foreground and background using a minimization formula. The
authors found that foreground pixels are more important than background pixels, so
they modified the minimization formula to prioritize the foreground. The second part
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of the innovation is an optimization procedure that replaces reinitialization to prevent
the evolution process from becoming unstable. To maintain the contour on the image’s
edges, an optimization method formula was employed. The study evaluated the efficacy
of the method on the DRIVE database and found that it has limitations in providing
highly accurate detection.

2.4.2.5 Vessel tracing approach

Retinal segmentation using the vessel tracing method requires seed points, which
can be selected either manually or through an automated process. Seed points are
selected for the edges and the center of blood vessels. These seed points are then used
to trace the entire vessel tree based on the available details. Since all vessels in the
retina are interconnected, the use of this method results in better connectivity and
allows for earlier diagnosis of diseases.

There have been several implementations using the vessel tracking approach. One
of the earliest implementations was developed by Can et al. [69] in 1999, which uses
directional templates to track vessels from initial seed points in real-time. The direc-
tional templates are designed to give the maximum response for an edge in a specific
direction, and the algorithm takes a step in the direction of maximum response and
repeats this procedure until the segmentation is complete. Another approach, proposed
by Vlachos and Dermatas [70], uses multiscale line-tracking and post-processing with
morphological operations.

Adel et al. [71] initially presented an approach that uses the maximum a posteriori
probability criterion to perform the segmentation based on the vascular diameter, which
was later improved by Yin et al. [72]. The proposed improvements include using a semi-
ellipse as the dynamic search window to obtain local grey level statistical information.
Delibasis et al. [73] proposed an algorithm that uses a parametric model to exploit
geometrical properties for parameter definitions.

2.4.2.6 General approaches

General approach in unsupervised methods for retinal vessel segmentation includes
a variety of methods that do not fit neatly into the other categories, such as hybrid
methods that combine techniques from different categories to improve accuracy and
robustness, and clustering-based methods that group pixels in the image based on
similarity such as the two-level optimization method proposed by Hassanien et al. [74].
The method involves finding vessel clusters in the first level using artificial bee colony
swarm optimization with a Fuzzy C-Means (FCM) fitness function, and enhancing
the pattern search algorithm in the second level by adding shape descriptors as an
additional feature in the fitness function. Other methods include thresholding [75],
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graph-based approaches, dimensionality reduction techniques like Principal Component
Analysis (PCA) [76] and Independent Component Analysis (ICA) [77].

The Table 2.2 presents an overview of the different techniques used to segment
blood vessels in the retina.

2.5 Retinal vessel enhancement techniques

Retinal vessel enhancement methods are techniques used to improve the visibility
and clarity of blood vessels in retinal images. The goal of retinal vessel enhancement
is to make it easier to diagnose and monitor various eye diseases, such as diabetic
retinopathy, age-related macular degeneration, and glaucoma.

In the following subsection, we will examine the most effective techniques used in
our research.

2.5.1 Contrast limited adaptive histogram equalization

Contrast Limited Adaptive Histogram Equalization (CLAHE) is an advanced version
of traditional histogram equalization, which is a technique for adjusting the contrast
of an image. Traditional histogram equalization adjusts the overall histogram of the
image to span the full range of possible intensities. However, this approach can result in
over-saturation of certain areas and loss of detail in the image. CLAHE improves upon
this by dividing the image into small, non-overlapping tiles and performing histogram
equalization on each tile separately. This ensures that the local structure of the image
is preserved, as the contrast is only adjusted within each small tile [94]. The equations
for CLAHE are as follows:

Histogram computation: The first step in CLAHE is to divide the image into small
overlapping tiles, and compute the histogram of each tile. Let’s consider a tile t of
size m × n pixels. The histogram ’h’ of the tile can be computed using the following
equation:

h(i) = number of pixels in tile t with intensity value i.

Cumulative histogram computation: The next step is to compute the cumulative his-
togram of each tile. The cumulative histogram ’H’ is calculated as

H(i) =
∑

h(j) where j <= i. (2.1)

Histogram scaling: The cumulative histogram is then scaled to a specified maximum
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Table 2.2: Summary of techniques for retinal blood vessel segmentation.

Author (s) Year Database Approach Method
Marín et al. [78] 2010 ST DR

Supervised

Tuba et al. [79] 2017 DR Machine learning
Bandyopad [80] 2018 DR
Melinscak et al. [81] 2015 DR
Balasubret al. [51] 2021 ST DR Deep learning
Saravanan et al. [52] 2022 PRL
Chaudhuri et al. [53] 1989 -

Unsupervised

Hoover et al. [48] 2000 ST
Zhang et al. [54] 2010 ST DR
Azzopardi et al. [45] 2015 ST DR CHA
Li et al. [55] 2012 ST DR Matched filtering
Oliveira et al. [82] 2016 ST DR
Zhang et al. [83] 2016 ST DR CHA
Neto et al. [56] 2017 ST DR
Roy et al. [84] 2019 ST DR
Zana and Klein [58] 2001 -
Ayala et al. [59] 2005 ST
Mendonca et al. [46] 2006 ST DR
Fraz et al. [61] 2012 ST DR MESS Morphology
Soomro et al. [85] 2018 ST DR
Wang et al. [62] 2019 ST DR HRF
da Rocha et al. [86] 2020 ST DR HRF
Frangi et al. [63] 1998 -
Martinez et al. [64] 2007 HOOVER
Fathi et al. [87] 2013 ST DR Multi-scale
Khomri et al. [88] 2018 ST DR
Shah et al. [89] 2019 ST DR HRF
Xiao et al. [65] 2013 ST DR
Salazar et al. [90] 2014 ST DR
Zhao et al. [67] 2015 ST DR VAMP Model-based approach
Zhao et al. [91] 2017 ST DR
Mahtab et al. [68] 2022 ST DR HRF CHA
Can et al. [69] 1999 -
Vlachos et al. [70] 2010 DR
Adel et al. [71] 2010 DR Vessel tracing
Delibasis et al. [73] 2010 DR
Yin et al. [72] 2012 HRIS
Hassanien et al. [74] 2015 ST DR
Jebaseeli et al. [92] 2019 DR General approaches
Sindh et al. [93] 2022 DR

Note: ST, DR and CHA are abbreviations for each STARE, DRIVE and CHASE_DB1,
respectively.
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value, typically 255 for 8-bit images. The scaling equation is:

H(i) = H(i)∗(L − 1)/(m × n), (2.2)

where L is the number of intensity levels and (m × n) is the number of pixels in the
tile.
Histogram equalization: The final step is to perform histogram equalization on each
tile, mapping the intensity values to their corresponding cumulative histogram values.
The equation for histogram equalization is:

g(x, y) = H(f(x, y)) (2.3)

where f(x, y) is the original intensity value of the pixel at position (x, y).
It is important to note that CLAHE is a contrast limited method, meaning that

it limits the amplification of contrasts to prevent over-amplification of noise. This is
achieved by clipping the histogram of each tile at a specified clip limit before scaling.
The clip limit determines the maximum number of pixels allowed to be mapped to a
single intensity value [95].
In retinal vessel segmentation, CLAHE is often used as a pre-processing step to enhance
the contrast of the retinal images and make the vessels more visible (Figure 2.2). This is
particularly useful in cases where the vessels are not easily visible due to poor contrast
in the image.

Figure 2.2: The concept of the CLAHE operation. (a) Before CLAHE. (b) After
CLAHE.
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2.5.2 Morphological operations

Morphological operations are techniques in image processing that analyze and change
the image’s structure based on its shapes and pixel relationships. They are frequently
utilized in tasks such as image segmentation, noise reduction, and object extraction.
Morphological image processing uses a mathematical approach to modify or extract
information about the image’s (I) shape and structure using a small matrix known as
the structural element (S). This element is typically a binary matrix of zeros (0) and
ones (1) that can be any size and shape. There are various morphological processes
like dilation (⊕) erosion (⊖), etc. and all morphological processes are made up of a
combination of these two basic operations like morphological opening (◦) and closing
(·) [96], which are defined as:

2.5.2.1 Dilation

Dilation (⊕) is a morphological image processing operation that is used to increase the
size of the objects in an image. It works by adding pixels to the object boundaries and
filling in gaps within the object. The added pixels are determined by the structural
element, which is a small, pre-defined shape. During dilation, the structural element
is placed over the image and moved across it as see in Figure 2.3. If any part of the
structural element overlaps with an object in the image, a new pixel is added to the
object in that location. The dilation equation is as follows:

δS(I) = I ⊕ S (2.4)

Figure 2.3: Dilation of a square by a disk element
[97].

2.5.2.2 Erosion

Erosion (⊖) is a morphological image processing operation that is used to shrink or
thin the objects in an image. It works by removing pixels from the object boundaries
and reducing the size of the objects. The pixels that are removed are determined by the
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structural element, which is a small, pre-defined shape. During erosion, the structural
element is placed over the image and moved across it as see in Figure 2.4. If all of the
pixels under the structural element are part of the object, then the central pixel of the
structural element is set to zero (or removed). The Erosion equation is as follows:

ϵS(I) = I ⊖ S (2.5)

Figure 2.4: Erosion of a square by a disk element
[97].

2.5.2.3 Opening

Opening (◦) is a morphological image processing operation that is a combination of
erosion followed by dilation. It is used to remove small, isolated pixels or noise from an
image while preserving the overall shape of the objects. The opening operation works
by eroding the image to remove the small, unwanted pixels, then dilating the image to
restore the size of the objects to their original state (Figure 2.5). The result is an image
with reduced noise and preserved object boundaries. The choice of structural element,
its size and shape, and the number of iterations performed during the dilation and
erosion steps determine the results of the opening operation. The opening equation is
as follows:

γS(I) = δS (ϵS(I)) = (I ⊖ S) ⊕ S = I ◦ S (2.6)

2.5.2.4 Closing

Closing (·) is a morphological image processing operation that is a combination of
dilation followed by erosion. It is used to fill small gaps or holes within objects while
preserving the overall shape of the objects. The closing operation works by dilating the
image to fill in the small gaps or holes, then eroding the image to restore the object
boundaries to their original state Figure 2.6. The result is an image with filled gaps and
preserved object boundaries. The choice of structural element, its size and shape, and
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Figure 2.5: Opening of a square by a disk element
[97].

the number of iterations performed during the dilation and erosion steps determine the
results of the closing operation [97]. The closing equation is as follows:

ϕS(I) = ϵS (δS(I)) = (I ⊕ S) ⊖ S = I · S (2.7)

Figure 2.6: Closing of a square by a disk element
[97].

In retinal vessel segmentation, morphological operations are used to remove noise
and smooth the vessels, making them easier to detect and segment. The Figure 2.7
below is a simple example of applying dilatation and erosion operations to the gray
retinal image by square element.

Where, the role of opening operation (◦) is to keep patterns dark and features on the
one hand, and to suppress bright appearances on the other hand. The closing operation
(·) preserves the bright features while suppressing the dark scores. Figure 2.8 shows
an example of opening and closing operations on a retinal image. Figure 2.8(a) shows
the original grayscale retinal image. Figure 2.8(b) and (c) show the results of applying
opening and closing operations to the image, respectively.

2.5.3 Filtering

In retinal vessels segmentation, filtering methods are commonly used to pre-process
the retinal images and enhance the visibility of the vessels. There are several filtering
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Figure 2.7: An example of morphological operation on a gray retinal image by square
element.
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Figure 2.8: An example of opening and closing operations on a retinal image: (a) the
gray retinal image, (b) the result of the opening operation, and (c) the result of the
closing operation.

methods that can be used for this purpose, such as: gaussian filtering, bilateral filtering,
median filtering, anisotropic filtering, morphological filtering and, adaptive filtering,
etc.

These filtering methods can be used alone or in combination to improve the visi-
bility of the retinal vessels in the image and increase the accuracy of the segmentation
results. The choice of filtering method will depend on the specific requirements of the
application and the characteristics of the retinal images. In this dissertation, we will
focus on morphological filtering.
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Figure 2.9: Bottom-Hat Filtering (BTH) process.

2.5.3.1 Bottom-Hat Filtering (BTH)

Bottom-Hat Filtering is used for various tasks such as background equalization, image
enhancement, feature extraction, and others. The purpose of its use in improving the
images of the retina is its effective ability to enhance the appearance of the eye’s
retinal vessels that appear black in a background that is considered less black. Bottom-
hat filtering (BTH) process based on subtract the input image (I) from the result
ϕS(I) of performing a morphological closing operation (·) on the input image (I). The
closure performs a dilation (⊕) followed by Erosion (⊖). The result is filling holes and
connecting objects nearby [98]. The equation of the BTH filtering is given as follows:

BTH = ϕS(I) − I (2.8)

2.5.3.2 Bowler-Hat Filtering (BLH)

Bowler-Hat Filtering combines the outputs of morphological opening processes, which
are executed on the image (I), as they are executed in two parallel tracks using different
structural elements [99]. The first track uses the structural elements of the disk (Sd)
with varying radii (d), is obtained:

Idisk = I ◦ Sd : ∀d ∈ [1, dmax] (2.9)

where, (Sd) is the structural elements of diameter d ∈ [1, dmax] and dmax is the expected
maximum vessel size and the parameter specified by the user. The second track uses
the structural elements of line (Sd,θ) with varying radii(d) and rotation(θ), it can be
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Figure 2.10: Bowler-Hat Filtering (BLH) process.

written as:
Iline = max

θ
({I ◦ Sd,θ : ∀θ}) : ∀d ∈ [1, dmax] (2.10)

where, (Sd,θ) structural elements of line and each line is of length d ∈ [1, dmax] with a
width of 1 pixel, and orientation θ ∈ [0, 180).

Then, the final results of the second track have been subtracted from those of the
first track. The results of the two tracks are taken and linked between as follows:

BLH = max
d

(|Iline − Idisk |) (2.11)

To test the effectiveness and the capacity of this filter in terms of promoting the
appearance of the vessels, the same experiments were repeated, in the same way as
with the previous filter, in order to prepare the image for the segmentation step.

2.5.3.3 Jerman Filtering

Jerman Filtering [100] is a filter that has been designed on the basis of enhancement
filters [63, 101–104]. This filter is able to differentiate between different local structures,
using the second order intensity derivatives for Hessian matrix at each point in the
image I(x, y) . To intensify the local structures of different sizes, the analysis is usually
carried out on a Gaussian scale space [105] of the image I(x, y).

G(x, y, s) = 1
2π2 e− x2+y2

s2 (2.12)
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The Hessian matrix of (2D) image I(x, y) at a scale (s) is defined as:

H(x, s) =
(

B · ∂2

∂x2 G(x, y, s)
)

∗ I(x, y) (2.13)

The eigenvectors of a Hessian matrix explain the main local directions of curvature
with eigenvalues (λ) corresponding to their magnitude. Selective improvement and
enhancement of local image structures, based on background brightness versus shape
and foreground, can be produced by studying and analyzing the magnitudes and the
signs of Hessian eigenvalues. Consequently, the latter can distinguish between tube-
like, blob-like, and plane-like features in a data set by decomposing the eigenvalue
of the Hessian matrix. The contrast is maximized by harmonizing the enhancement
function with eigenvalues, and it is performed by multiscale filtering on the extracted
vessels of different scales (s). The scaling factor (s) values are determined according to
the expected maximum and minimum size of the structures of interest. The modified
Frangi enhancement function for 2D images is given by:

F = exp
(

1 − (λ2
1 + λ2

2)
2k2

)
(2.14)

In the Frangi filtering [63], the improvement function is proportional to the magni-
tude of the squared eigenvalues. A modified form of Jerman filter for (2D) vascularity
enhancement is given by:

Vp =


0 if λ2 ≤ 0 ∨ λρ ≤ 0
1 if λ2 ≥ λρ/2 > 0
λ2

2 (λρ − λ2)
[

3
λ2+λρ

]3
otherwise

(2.15)

where, λρ(s) define as:

λρ(s) =


λ3 if λ3 > τ maxx λ3(x, s)
τ maxx λ3(x, s) if 0 < λ3 ≤ τ maxx λ3(x, s)
0 otherwise

(2.16)

where (τ) is tuned to obtain the enhancement independently of the relative brightness
of the structures. Often times, a value of (τ) is chosen between zero and one. A decrease
in (τ) generally leads to an increase in (λρ), since there is a higher probability that (λ2 >

λρ/2), for which (λρ) is set to (1). The result is, in general, a more consistent response
to the bright structures for (λ < 1) [106]. In the case of retinal vessel segmentation,
Jerman filtering is used to increase the clarity and contrast of the blood vessels in
the retinal image. Table 2.3 all the symbols that are used in the equations with their
meanings.
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Table 2.3: Meaning of symbols.

Symbol Meaning
B Normalization factor
G Gaussian function
s Scale (size) factor
λ1, λ2 Eigen values
k Controls the sensitivity
τ Regularization factor
λρ Regularized eigen value of λ2

2.6 Retinal vessel segmentation metrics

Retinal vessel segmentation metrics are used to assess the accuracy and reliability
of a retinal vessel segmentation algorithm by comparing the segmented vessels in an
image to the ground truth vessels (manually annotated vessels). The effectiveness and
efficiency of any retinal vessel segmentation method can be evaluated based on its
ability to correctly distinguish between the vessel and background pixels. Some of the
commonly used the performance metrics in retinal vessel segmentation are:

• TP: Number of pixels detected in the structures of interest (retinal vessels) cor-
rectly.

• TN: Number of background pixels detected correctly.

• FP: Number of background pixels detected as the structures of interest pixels
(retinal vessels).

• FN: Number of pixels in the structures of interest (retinal vessels) detected as
background pixels.

The Table 2.4 and Figure 2.11 have been created to illustrate the concepts of these
performance metrics. They demonstrate the relationship between the results of the
segmentation algorithm and the ground truth images, clarifying the meaning of the
performance metrics. The images in Figure 2.11(c, f) use different colors to represent
different types of pixels: The white color represents true positive (TP) pixels, which
correspond to blood vessels in the retina that have been correctly segmented. The
purple color represents false positive (FP) pixels, which are background pixels that have
been incorrectly identified as blood vessels. The green color represents false negative
(FN) pixels, which correspond to blood vessels that were missed by the segmentation
algorithm. By using these basic performance metrics, various metrics can be established
to evaluate the comparative performance of different methods.

• Sensitivity (Sn): measures the proportion of true positive pixels (correctly iden-
tified vessels) to the total number of ground truth vessels. Sensitivity ranges from
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Table 2.4: Semantics of the parameters between an algorithm’s results and the ground
truth.

Ground truth
Algorithm Vessel No vessel
Vessel True Positive False Positive
No vessel False Negative True Negative

TP

FP

FN

(e)(d) (f)

(c)(a) (b)

Figure 2.11: A comparison between the image obtained through a segmentation method
and the ground truth in the STARE and DRIVE databases. (a,d) ground truth in
STARE and DRIVE databases, respectively, (b,e) segmentation images results with
a segmentation method, and (c,f) images of congruence, and the difference between
ground truth and segmentation images results.

0 to 1, with 1 indicating perfect sensitivity (all vessels are correctly identified),
and 0 indicating poor sensitivity (no vessels are correctly identified). A high sen-
sitivity indicates that the retinal vessel segmentation algorithm has a low rate
of false negative errors (vessels incorrectly identified as non-vessels), while a low
sensitivity indicates that the algorithm has a high rate of false negative errors.
The equation for sensitivity (Sn) is:

Sn = TP

TP + FN
(2.17)

• Specificity (SP): is another performance metric used in the evaluation of reti-
nal vessel segmentation algorithms. It measures the proportion of true negative
pixels (correctly identified non-vessel pixels) to the total number of ground truth
non-vessel pixels. Specificity also ranges from 0 to 1, with 1 indicating perfect
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specificity (all non-vessels are correctly identified), and 0 indicating poor speci-
ficity (no non-vessels are correctly identified). A high specificity indicates that
the retinal vessel segmentation algorithm has a low rate of false positive errors
(non-vessels that are incorrectly identified as vessels), while a low specificity in-
dicates that the algorithm has a high rate of false positive errors. In other words,
specificity is a measure of how well the algorithm can correctly identify regions
that are not vessels, which is also an important aspect of its performance. The
equation for Specificity (SP) is:

Sp = TN

TN + FP
(2.18)

• Accuracy (Acc): refers to the proportion of correctly classified pixels in an
image, either as vessels or non-vessels. Accuracy is calculated as the ratio of the
number of correctly classified pixels to the total number of pixels in the image.
High accuracy indicates that the retinal vessel segmentation algorithm is able to
correctly identify the majority of vessels in the image, while low accuracy indicates
that the algorithm has difficulty distinguishing between vessels and non-vessels.
The equation for Accuracy (Acc) is:

Acc = TP + TN

TP + TN + FN + FP
(2.19)

• Matthews Correlation Coefficient (MCC): ranges from -1 to 1, with 1 in-
dicating perfect prediction, -1 indicating perfect mis-prediction, and 0 indicating
random prediction. Unlike other metrics such as accuracy, precision, and recall,
MCC takes into account both false positive and false negative errors, making
it a more robust measure of performance when the distribution of vessels and
non-vessels in an image is imbalanced. The equation for Matthews Correlation
Coefficient (MCC) is:

MCC = TP · TN − FP · FN√
(TP + FP ) · (TP + FN) · (TN + FP ) · (TN + FN) (2.20)

• Precision (Pr): measures the proportion of true positive pixels (correctly iden-
tified vessels) to the total number of pixels identified as vessels by the algorithm.
The equation for Precision (Pr) is:

Pr = TP

TP + FP
(2.21)

• F1 score: is the harmonic mean of precision and recall, and it ranges from 0
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to 1, with 1 being the best possible score. An F1 score of 1 indicates that the
algorithm has both perfect precision and recall, while an F1 Score of 0 indicates
that the algorithm has poor precision and recall. The equation for F1 score is:

F1 = 2TP

2TP + FP + FN
= 2 × Sn × Pr

Sn + Pr
(2.22)

These metrics provide valuable information about the performance of a retinal vessel
segmentation algorithm and can be used to guide further improvements and optimiza-
tions.

2.7 Conclusion

This chapter has carried out an extensive examination of the literature on the
methods used for segmenting blood vessels in the eye. The methods were critically
evaluated to identify their strengths and weaknesses, with particular emphasis on the
enhancement methods relevant to our contributions to the field. Additionally, the dif-
ferent databases used for vessel segmentation were described in detail. Furthermore,
the metrics used to evaluate the proposed methods and verify their effectiveness were
discussed. The literature review provided in this chapter offers valuable insights into
the current state of the art in this field. It lays the foundation for further advancements
and explorations in the future.
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Chapter 3

Retinal image segmentation using
improved FCM algorithms:

performance analysis

3.1 Introduction

The blood vessels in retinal images are essential structures and critical indicators
for diagnosing eye diseases. However, their classification presents challenges such

as low contrast in the fundus image, varying background lighting, and noise. Fuzzy
C-Means (FCM) clustering is a widely used algorithm in medical image segmentation
because of its effectiveness. This has led to the development of various FCM method
derivatives for improved noise robustness and efficiency.

This chapter aims to assess the performance of these improved FCM algorithms
and recommend the best ones for retinal blood vessel segmentation. The study eval-
uates the following FCM algorithm derivatives for retinal blood vessel segmentation:
FCM, EnFCM, SFCM, FGFCM, FRFCM, DSFCM_N, FCM_SICM, and SSFCA.
The evaluation focuses on noise robustness, blood vessel segmentation performance,
and running time. It uses synthetic images with varying noise levels and real images
from the STARE and DRIVE databases. The results and observations are discussed
at the end. It is mentioned that the results of this study have been published in an
international journal [107].

3.2 Preliminary

Clustering is a technique used in image segmentation to group similar pixels into
disjoint clusters. The number of clusters is either set or determined through a criterion.
Clustering is unsupervised and does not use labels or prior knowledge. The resulting
clusters represent regions or objects in the image. Common algorithms include k-means,
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hierarchical clustering, and fuzzy c-means. In medical imaging, clustering algorithms
have been used for tasks like blood vessel segmentation and tissue classification, pro-
viding more accurate results than manual segmentation. In this context, some com-
parative studies of different clustering algorithms on retinal image segmentation are
conducted. Wiharto et al. [108] compared the effectiveness of fuzzy c-means and k-
means for retinal blood vessel segmentation and found that fuzzy c-means performed
better in terms of AUC. Our paper [109] studied the ability of various clustering algo-
rithms to segment retinal images and isolate blood vessels. The process involved two
phases: pre-processing to enhance image contrast and clustering segmentation of the
pre-processed image. The algorithms studied were k-means (KM), k-medoids (KD),
Gaussian Mixture Model (GMM), and fuzzy c-means (FCM). The results show that
KD had better results on the DRIVE database and FCM on the STARE database in
terms of accuracy. Depending on these studies, FCM is more flexible in cluster for-
mation and better suited for more complex image segmentation tasks. Hence, we have
chosen FCM for our study based on these findings. The Appendix A contains a detailed
presentation of the work, allowing for thorough review and evaluation.

The fuzzy set theory suggested by Zadeh [110] provides a mighty tool for such soft
partitioning. Based on this theory, Dunn [111] developed Fuzzy c-means clustering,
and then Bezdek et al. [112] adapted it for image segmentation. The FCM algorithm,
while widely used, has some limitations in image segmentation. To address these issues,
various extensions of the FCM algorithm have been proposed. These extensions of the
FCM algorithm can significantly improve its performance in image segmentation and
other pattern recognition tasks, depending on the type of images and the targeted
area. However, they may also increase the complexity of the algorithm and introduce
additional computational overhead. This section presents some extensions of the FCM
algorithm.

3.2.1 FCM

In image segmentation, FCM can categorize pixels into distinct regions or objects
based on features such as color and intensity. The membership grades allow for a soft
segmentation map to be generated, resulting in smooth transitions between regions
in the image. The effectiveness of the FCM algorithm in finding an optimal solution
is influenced by several factors, including the starting positions of the cluster centers
and the method used to calculate the membership degree for each data point. The
standard FCM method randomly initializes the cluster centers and only considers the
gray feature in calculating the membership measure. During the clustering process,
each data point is assigned a membership grade, indicating its degree of association
with each cluster. These grades are used to recalculate the cluster centroids[113, 114].
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Let’s consider an image I with P pixels. Since each image pixel often implies a
set of attributes (variables), I can be formulated as X = {x1, x2, · · · , xP } ⊂ RP . The
FCM algorithm divides X into several clusters C by minimizing the following objective
function:

JFCM = ∑c
i=1

∑P
j=1 um

ij ∥xj − vi∥2

Subject to∑c
i=1 uij = 1, for j ∈ {1, 2, · · · , P}, with 0 ≤ uij ≤ 1

(3.1)

where,
uij : is the degree of membership of xj in the cluster ci.
m : is the fuzzification exponent (m > 1) .
xj : is the ith of d-dimensional measured data.
vi : is the d-dimension center of the cluster.
∥ · ∥ : is the Euclidean distance.
The minimization of Equation 3.1 can be realized by iteratively updating the partition
matrix and the cluster centers:

um
ij = 1∑c

q=1

(
∥xj−vi∥
∥xj−vq∥

) 2
m−1

and vi =
∑n

j=1 um
ij · xj∑n

j=1 um
ij

(3.2)

By presetting a Non-negative threshold ε, (FCM) 1 iterates until maxij

{∥∥∥u(t+1)
ij − u

(t)
ij

∥∥∥} <

(ε) has been met. Here, t is an iteration index. This procedure converges to a local min-
imum or a saddle point of JF CM .

3.2.2 EnFCM

The Enhanced fuzzy c-means (EnFCM)2 algorithm was proposed by Szilagyi et al. [115]
on the basis of the research findings of [116], originally developed for the segmentation of
MR brain images. It executes clustering based on gray-level histograms (l) rather than
pixels of a summed image, which lessens the computational complexity. A linearly-
weighted sum image (ξ) is formed in advance from the original image and its local
neighbor average image in terms of:

ξl = 1
α + 1

xl + α

NR

∑
j∈Nl

xj

 (3.3)

where,
ξl : is the gray value of the lth pixel of the image (ξ).

1https://fr.mathworks.com/help/fuzzy/fcm.html
2https://github.com/marearth/fcm_m
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xj : is the neighbors of xl.
α : is the control of the effect of the neighbors’ terms (weight factor).
Nl represents the set of neighbors xj falling into a window around xl. Next, the clus-
tering process is running on the gray level histogram of the newly formed image (ξ).
As a result, the objective function, in this case is represented as:


JEnFCM = ∑c

i=1
∑q

l=1 γlu
m
il (ξl − vi)2

Subject to∑q
l=1 γl = N and ∑c

i=1 uil = 1
(3.4)

where,
vi : is the prototype of the ith cluster (c).
uil: is the fuzzy membership of gray value l with respect to cluster i.
q : is the number of gray levels of the addressed image, which usually much less N .
γl : is the total number of pixels with a gray value of l.
The JEnF CM is minimized using the following equations to calculate the membership
partition matrix and the cluster centers:

uil =
 c∑

j=1

(
ξl − vi

ξl − vj

) 2
m−1

1

(3.5)

vi =
∑q

l=1 γlu
m
il ξl∑q

l=1 γlum
il

. (3.6)

The iterative process of the EnFCM algorithm is similar to the FCM algorithm, but it is
applied to the linearly-weighted sum image (ξ) by using Equation 3.5 and Equation 3.6.
EnFCM does not automatically choose the weight factor value to achieve accurate
results for segmenting MR images with noise content and MR sequences. To avoid
this, some recent research have been used multi-objective particle swarm optimization
to control the weight parameter, leading to maximum segmentation accuracy [117].

3.2.3 SFCM

Chuang et al. [118] suggested a Spatial fuzzy c-means (SFCM)3 algorithm in which
spatial information can be integrated into fuzzy membership functions directly using:

hij =
∑

k∈Nb

uik (3.7)

3
https://fr.mathworks.com/matlabcentral/fileexchange/31068-spatial-fuzzy-clustering-and-level-set-segmentation
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where,
Nb : is the local window (w) centered around the image pixel n.
uik :is the memberships of xj in to ith cluster.
hij : is the probability that pixel xj belongs to ith cluster.
The memberships uij is updated using the following relationships:

uij =
up

ijh
q
ij∑c

k=1 up
kjh

q
kj

(3.8)

where,
p, q : two parameters controlling the respective contribution. The weighted uij and the
centroid vi are updated as usual according to Equation 3.2. In the literature, the SFCM
algorithm has been presented for the first time to segment brain T1 and T2-weighted
MR images. Similarly, this algorithm has been used for segmenting cerebrospinal fluid
(CSF), fat, gray matter (GM), white matter (WM), air, and bone. In addition, SFCM
has been combined with level set method to increase its effectiveness in automated
medical image segmentation [119].

3.2.4 FGFCM

Cai et al. [120] proposed the fast generalized fuzzy c-means clustering (FGFCM) 4 that
included a new factor Sij as a local similarity measure. Its permits to ensure both
detail preservation and noise-immunity for image segmentation. Another advantage,
it dispenses with the empirically-adjusted parameter α that EnFCM requires, and it
ultimately achieves gray-level histogram clustering. Its definition is given as follows:

Sij =

 exp
{
− max(|pi − pj|, |qi − qj|)/λs − ∥xi − xj∥2/λgσ2

i

}
i ̸= j ,

0 i = j .
(3.9)

where,
ith : is the center of the local window.
jth : is the set of the neighbors falling into the window around the ith pixel.
pi, qi : is the coordinates of pixel i.
xi : is the gray level the value i.
λs, λg: two scale factors playing a role similar to factor α in EnFCM.
σi is a function of the local density surrounding the central pixel, and its value indicates

4https://github.com/marearth/fcm_m
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the local window’s gray value homogeneity degree. σi is defined as:

σi =

√√√√∑j∈Ni
∥xi − xj∥2

NR

(3.10)

FGFCM algorithm integrates local and gray level information Equation 3.9 inside the
objective function producing a new image (ξi) defined as follows:

ξi =
∑

j∈Ni
Sijxj∑

j∈Ni
Sij

(3.11)

where,
ξi : is the gray level value of the ith pixel of the image ξ.
xj : is the gray level value of the neighbors of window center.
Ni : is the set of neighbors falling in the local window.
Sij : is the local similarity measure between the ith and the jth pixel.
FGFCM has been tested on a real brain MR image in order to study the effect of the
window size w on the algorithm’s effectiveness. A local window of 5 × 5 has proven to
be effective [120].

3.2.5 FRFCM

Lei et al. [121] suggested a fast and robust fuzzy c-means clustering algorithm (FR-
FCM)5, which is based on morphological reconstruction and membership filtering. They
could be considered as pre-processing and post-processing, respectively. FRFCM is
applied to gray level histogram in a similar manner to EnFCM. For the data point
(xj = RC(x)) and its membership value (uij), the objective function is minimized us-
ing the Lagrange function, where (RC(x)) is the morphological closing reconstruction
of original image (x). The objective function is written as follows:

JF RF CM =
N∑

j=1

c∑
i=1

γju
m
ij ∥xj − yi∥ − λ

(
c∑

i=1
uij − 1

)
(3.12)

where,
γl : is the number of the pixels having the gray value equal to l.
uij : is the fuzzy membership of gray value l.
xj : is the gray level of an image that has been reconstructed using MR (RC(x)).
yi : is the prototype of the ith cluster (c).
λ : is a Lagrange multiplier.
Instead of using the distance vector (between the pixel values and cluster centers), a
faster membership filtering is used. The following relationships are used to update the

5
https://github.com/jiaxhsust/Significantly-Fast-and-Robust-FCM-Based-on-Morphological-Reconstruction-and-Membership-Filtering
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memberships filtering:

uij = ∥xj − yi∥−2/(m−1) /
c∑

r=1
∥xj − yr∥−2/(m−1) (3.13)

The cluster centers (yi) is updated using the following relationships:

yi =
N∑

j=1
γju

m
ij xj/

N∑
j=1

γju
m
ij (3.14)

Motivated by the excellent performance of the FRFCM, [122] have suggested an optical
selective encryption scheme for the medical image based on the FRFCM algorithm and
face biometric.

3.2.6 DSFCM_N

In deviation-sparse fuzzy c-means with neighbor information (DSFCM_N) 6 algorithm,
Zhang et al. [123] take into account the deviations ek between measured values xk and
theoretical values x∆k. Thus, the accuracy of the calculated deviations would have a
great influence on the clustering results. To distinguish noise from outliers, the authors
imposed sparsity constraint on the deviations between measured and theoretical values.
Moreover, this sparsity could also ensure that the deviations would not diverge. The
objective function is denoted as:

JDSF CM−N =
c∑

i=1

N∑
j=1

um
ij

∑
k∈Nj

1
1 + dkj

∥xk − ek − yi∥2
2

+
l∑

t=1
λt

∑
k∈Nj

∑N
j=1 ∥ejt∥p

1 + dkj

(3.15)

where,
k : is the neighbor of pixel j in the local window Nj.
Nj : is the local window centralized in j.
Nk : is the neighbor pixels including j.
dkj : is the Euclidean distance between k and j.
ek : is the deviation vector of pixel k.
l : is the dimension of the data.
λ : is a regulating vector of length l.
ejt : represents the difference between xjt and its theoretical value.
The deviation matrix (ejt) is updated using the following relationships:

6https://github.com/zhangyuxuan1996/DSFCM_N
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ejt =
soft

(∑c
i=1

∑
k∈Nj

((uik)
m(xjt−viq)
1+dkj

)
, λq/2∑

k∈Nj
(1+dkj)

)
∑c

i=1
∑

k∈Nj

1
1+dkj

(uik)m (3.16)

The memberships (uij) is updated using the following relationships:

uij =
(∑c

r=1

(∑
k∈Nj

1
1+dkj

∥xk − ek − yi∥2 /∑
k∈Nj

1
1+dkj

∥xk − ek − yr∥2
)1/m−1

)−1 (3.17)

The cluster centers (yi) is updated using the following relationships:

yi =
 N∑

j=1
um

ij

∑
k∈Nj

1
1 + dkj

(xk − ek)
 /

∑
k∈Nj

1
1 + dkj

N∑
j=1

um
ij (3.18)

Real brain MR images were used by [123] to test the effectiveness of DSFCM_N algo-
rithm for segmenting white matter (GM), grey matter (GM), and cerebrospinal fluid
(CSF).

3.2.7 FCM_SICM

Robust fuzzy c-means clustering algorithm with adaptive spatial, constraint, and mem-
bership (FCM_SICM)7 linking for noisy image segmentation has been proposed by
[124]. Firstly, the fast bilateral filter is applied to obtain local spatial and intensity
information. Secondly, an absolute difference image between the original image and
the bilateral filtered one is used, and the reciprocal of the different image whereas the
different image itself constrain conventional FCM, as well as, the local spatial and in-
tensity information, respectively. Finally, membership linking is reached by summing
each membership degree calculated from the earlier iteration within every cluster in
squared logarithmic form as the denominator of the objective function as follows:


J

(t)
FCM−SICM = ∑K

i=1

∑N
j=1

1
∆yj

(u
(t)
ij )m∥yj−c

(t)
i ∥2

+
∑N

j=1 ∆yj(u
(t)
ij )m∥ȳj−c

(t)
i ∥2

ln2(∑N
e=1 u

(t−1)
ie +1)

Subject to ∑K
i=1 u

(t)
ij = 1

(3.19)
where, I is the original image, I ′ is the bilateral filtered image. △I is the difference

between I and I ′ and △yj is the jth value of △I.
7https://github.com/wqshmzh/FCM_SICM-Algorithm
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uie : is the memberships degrees computed from previous iteration.
The center (ci) is updated using the following relationships:

c
(t)
i =

∑N
j=1

(
1

∆yj
yj + ∆yj ȳj

) (
u

(t)
ij

)m

∑N
j=1

(
1+∆y2

j

∆yj

) (
u

(t)
ij

)m (3.20)

The membership (uij) is updated using the following relationships:

u
(t)
ij =

1

∑K
r=1


1

∆yj

∥∥∥yj−c
(t)
i

∥∥∥2
+∆yj

∥∥∥ȳj−c
(t)
i

∥∥∥2

ln2(∑N

e=1 u
(t−1)
ie

+1)
1

∆yj
∥yj −c

(t)
r ∥2

+∆yj∥ȳj −c
(t)
r ∥2 ln2

(∑N

e=1 u
(t−1)
re +1

)


1
m−1 (3.21)

3.2.8 SSFCA

Self-Sparse Fuzzy Clustering Algorithm (SSFCA)8 was proposed by Jia et al. [125].
This algorithm is based on integrating into the objective function a regularization
under Gaussian metric. The objective is to obtain fuzzy membership with sparsity,
which reduces a proportion of noisy features and improves clustering results. The final
objective function is defined as:

JSSF CA =
c∑

i=1

n∑
j=1

uijΦ′ (xj | vi, Σi) + γ
c∑

i=1

n∑
j=1

u2
ij (3.22)

where,
γ : is a balance factor used for controlling the sparsity of memberships.
Σi : is covariance matrix.
Φ′ (xj | vi, Σi) : is the distance function between xj and vi.

By setting the value of (γ), fuzzy memberships with varying degrees of sparsity
can be obtained using the optimization approach suggested in [126] to to solve Equa-
tion 3.22. The memberships matrix can be rewritten as:


JSSFCA = min ∥uij − hij∥2

Subject to
hij = −Φ′ (xj | vi, Σi) /2γ

(3.23)

hij : the fuzzy memberships with different degrees of sparsity.
8

https://github.com/jiaxhsust/Robust-Self-Sparse-Fuzzy-Clustering-for-Image-Segmentation
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The cluster centers is updated using the following relationships:

vi =
∑n

j=1 uijxj∑n
j=1 uij

(3.24)

The covariance matrix is updated using the following relationships:

Σi =
∑n

j=1 uij (xj − vi)T (xj − vi)∑n
j=1 uij

(3.25)

In summary, after discussing the FCM algorithms used in this study, it is important
to note the following points:

• All the improved FCM algorithms are built on fuzzy theory and have some com-
mon parameters such as fuzzy exponent, convergence threshold, and maximum
iteration number. However, the specific parameters for each algorithm need to be
individually adjusted to achieve optimal results.

• The improved FCM algorithms are designed to overcome the limitations of the
conventional FCM, such as the neglect of spatial information in the objective
function.

• SFCM, FGFCM, FRFCM, and FCM_SICM algorithms have a similar approach
in that they include local spatial information in their objective function and use
a fixed-sized window to enhance image segmentation.

• On the other hand, DSFCM_N and SSFCA algorithms incorporate deviation
and sparsity into their objective function, making them more resilient to noise.

• To address the challenge of high computational complexity, EnFCM performs
clustering on gray levels and FRFCM uses morphological reconstruction and
membership filtering, resulting in faster processing time.

3.3 Noise robustness analysis

In this study, our objective is to comprehensively assess the ability of the improved
FCM algorithms to handle noise and other challenging factors in image segmentation.
For this purpose, we have selected a synthetic image as the test case and analyzed
several variants of the FCM algorithm. These variants include FCM, EnFCM, SFCM,
FGFCM, FRFCM, DSFCM_N, FCM_SICM, and SSFCA. Each of these algorithms
has its strengths and limitations regarding noise robustness and performance, and our
experiments aim to quantify and systematically compare these attributes.

48



Retinal image segmentation using improved FCM algorithms: performance analysis

3.3.1 Synthetic image

The synthetic images created by computers serve a valuable purpose in computer
vision tasks, such as image classification, instance segmentation, and anomaly detec-
tion. This synthetic image is designed to have a specific size, in this case, 269 × 260,
and is comprised of three classes, represented by tree intensity values of 75, 100, and
175 as shown in Figure 3.1(a) [121].

In order to conduct a comprehensive study, the synthetic image is intentionally
corrupted with varying degrees of two types of noise: Gaussian (2% & 4% intensity)
and Salt & Pepper (3% & 6% intensity). This allows us to evaluate the impact of these
noises on the performance of algorithms.

• Gaussian is a type of random noise that follows a normal distribution and is
often added to images to simulate real-world conditions. This type of noise is
characterized by a mean value and a standard deviation, affecting the image
pixels randomly. In the context of our study, Gaussian noise is added to the
synthetic image at varying levels to assess the impact on the performance of
improved FCM algorithms (see Figure 3.1(b)).

• Salt & Pepper also known as impulse noise, is another type of random noise
that is added to images. Unlike Gaussian noise, this type of noise affects only a
few pixels in the image and is characterized by random black and white pixels,
hence the name "Salt & Pepper." This type of noise is used to simulate real-world
scenarios where some pixels in an image may be corrupted or lost. In our study, we
introduce Salt & Pepper noise at various levels to the synthetic image to observe
its impact on the performance of computer vision algorithms (see Figure 3.1(c)).

(a)  (c) (b) 

Figure 3.1: Synthetic image with two types of noise. (b) with Gaussian noise. (b) with
Salt & Papper noise.

3.3.1.1 Parameter setting

The parameters for all improved FCM Algorithms were set as follows: the fuzzy
exponent was set to m = 2 the convergence threshold was set to e = 105, and the
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maximum iteration number was set to T = 100. These parameters were carefully
selected through numerous experiments to attain optimal results for all improved FCM
algorithms. The individual parameters for each algorithm are presented Table 3.1. The
experiments were conducted on a workstation with a 2.5 GHz Intel® Core (TM) i5-
2520 processor and 2G of memory, and computed using MATLAB software.

Table 3.1: Parameters used in all improved FCM.

Algorithms Parameters

EnFCM α = 4.2
SFCM w = 5 , p = 1, q = 1
FGFCM α (λs, λg) = 6.2
FRFCM w = 1, se = 1, shape = disk
DSFCM_N w = 3, λ = 10
FCM_SICM σ_d = 0.5, σ_r = 2
SSFCA γ = 3

3.3.1.2 Metrics

In order to evaluate the effectiveness of retinal blood vessels, we will employ
several metrics, including Precision (Pr), Sensitivity (Sn), Specificity (SP), F1 score,
and Accuracy (Acc), which are outlined in section 2.6. These metrics will enable us
to distinguish the blood vessels from the surrounding tissue accurately. By utilizing
these metrics, we can precisely identify and differentiate the blood vessels, allowing us
to make informed decisions during the segmentation process. Using these metrics will
guarantee efficient and effective segmentation of the blood vessels.

3.3.2 Results and Discussion

The objective of this subsection is to showcase the results and analysis of the valida-
tion experiments. Firstly, the segmentation outcomes achieved from various algorithms
are illustrated in Figure 3.2 and Figure 3.3. Moreover, a comprehensive overview of the
metric scores is presented in Table 3.2 and Table 3.3.

A closer look at Table 3.2 and Figure 3.2 reveals that the FRFCM and DSFCM_N
algorithms perform better in terms of segmentation results on synthetic images cor-
rupted by Gaussian noise with 2% and 4% intensity. This is attributed to the fact that
the FRFCM algorithm includes local spatial information by incorporating morphologi-
cal reconstruction, ensuring noise immunity and detail preservation. On the other hand,
the DSFCM_N algorithm reduces noise by considering the sparsity of deviations be-
tween measured and theoretical values, without imposing any limitations on artifacts,
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resulting in a better visual outcome.
Furthermore, when the improved FCM algorithms were tested on synthetic images

corrupted by Salt & Pepper noise with 3% and 6% intensity, the results shown in
Table 3.3 and Figure 3.3 demonstrate that the FRFCM and DSFCM_N algorithms are
more effective. This confirms the findings from the first experiment, further solidifying
the superiority of the FRFCM and DSFCM_N algorithms in terms of segmentation
results on images corrupted by Gaussian and Salt & Pepper noise.

Table 3.2: The metrics values achieved by different algorithms on the synthetic images
corrupted by various ratios of Gaussian noise.

Gaussian noise
Ratio Algorithms Pr Sp Sn F_1 Acc

2%

FCM 0.9380 0.9711 0.7269 0.8793 0.8191
EnFCM 0.9848 0.9914 0.9225 0.9655 0.9526
SFCM 0.95861 0.9794 0.7890 0.9079 0.8656
FGFCM 0.9855 0.9917 0.9342 0.9701 0.9592
FRFCM 0.9991 0.9994 0.9962 0.9982 0.9977
DSFCM_N 0.9951 0.9970 0.9986 0.9976 0.9968
FCM_SICM 0.9465 0.9759 0.7082 0.8753 0.8102
SSFCA 0.7305 0.8193 0.8137 0.8172 0.7698

4%

FCM 0.8512 0.9361 0.6066 0.8123 0.7084
EnFCM 0.9564 0.9786 0.7792 0.9037 0.8588
SFCM 0.8857 0.9521 0.6159 0.8258 0.7266
FGFCM 0.9588 0.9795 0.7909 0.9086 0.8668
FRFCM 0.9928 0.9957 0.9749 0.9879 0.9838
DSFCM_N 0.9762 0.9854 0.9900 0.9872 0.9831
FCM_SICM 0.8563 0.9401 0.5926 0.8095 0.7005
SSFCA 0.7300 0.8175 0.8199 0.8184 0.7724

3.4 Blood vessel segmentation analysis

This section provides a quantitative comparison of the effectiveness and speed of
vessel segmentation using improved FCM algorithms. We compare the performance
of these algorithms to evaluate their suitability for this task. The analysis focuses
on several key metrics, including accuracy, sensitivity, specificity, and computational
time. By comparing the results of the different algorithms, we aim to identify the most
effective approach for vessel segmentation.

3.4.1 Methodology

The methodology for analyzing the enhanced FCM algorithms is outlined in this
section. As previously stated, several variations of the FCM clustering algorithm were
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(a) (a')  

(b)  (c) (d)  (e) 

(h) (g) (i) 

(a" ) 

(f) 

Figure 3.2: Comparison of segmentation results on the synthetic image. (a) Original
image. (a’) Noisy image (Gaussian noise with zero mean and 2% variance). (a") Ground
truth. (b) FCM result. (c) EnFCM result. (d) SFCM result. (e) FGFCM result. (f)
FRFCM result. (g) DSFCM_N result. (h) FCM_SICM result. (i) SSFCA result.

Table 3.3: The metrics values achieved by different algorithms on the synthetic images
corrupted by various ratios of Salt & Pepper noise.

Salt & Pepper noise
Ratio Algorithms Pr Sp Sn F_1 Acc

3%

FCM 0.9753 0.9850 0.9851 0.9850 0.9802
EnFCM 0.9673 0.9803 0.9673 0.9754 0.9673
SFCM 0.9886 0.9931 0.9933 0.9932 0.9910
FGFCM 0.9688 0.9812 0.9669 0.9759 0.9679
FRFCM 0.9996 0.9997 0.9998 0.9998 0.9997
DSFCM_N 0.9985 0.9991 0.9829 0.9930 0.9907
FCM_SICM 0.9754 0.9850 0.9841 0.9847 0.9797
SSFCA 0.9744 0.9844 0.9851 0.9847 0.9797

6%

FCM 0.9519 0.9704 0.9704 0.9704 0.9611
EnFCM 0.9409 0.9644 0.9408 0.9555 0.9409
SFCM 0.9886 0.9931 0.9933 0.9932 0.9910
FGFCM 0.9394 0.9636 0.9357 0.9531 0.9375
FRFCM 0.9996 0.9998 0.9997 0.9997 0.9996
DSFCM_N 0.9944 0.9967 0.9692 0.9864 0.9816
FCM_SICM 0.9514 0.9702 0.9697 0.9700 0.9605
SSFCA 0.9517 0.9704 0.9701 0.9703 0.9608
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(a) (a')  

 (e) 

(a" ) 

(g) 

 (c) (b) 

(f) (h) (i) 

(d) 

Figure 3.3: Comparison of segmentation results on the synthetic image. (a) Original im-
age. (a’) Noisy image (Salt & Pepper, the noise intensity is 6%). (a") Ground truth.(b)
FCM result. (c) EnFCM result. (d) SFCM result. (e) FGFCM result. (f) FRFCM result.
(g) DSFCM_N result. (h) FCM_SICM result. (i) SSFCA result.

tested, including FCM, EnFCM, SFCM, FGFCM, FRFCM, DSFCM_N, FCM_SICM,
and SSFCA. Note that FCM_SICM and SSFCA were also tested.

The flowchart of the retinal image segmentation process using the improved FCM
algorithms is depicted in Figure 3.4. It comprises five stages: retinal image acquisi-
tion from the database, extraction of the green channel, image enhancement, image
segmentation, and separation of the vascular structure.

3.4.1.1 Pre-processing phase

Various techniques and Algorithms are employed in the pre-processing stage prior
to the segmentation of retinal images in order to enhance their quality and make them
more suitable for segmentation. The pre-processing stage includes extracting the green
channel from the original image as part of the image enhancement process. This is
followed by two techniques, namely, CLAHE (Contrast Limited Adaptive Histogram
Equalization) subsection 2.5.1 and the bottom-hat filter subsection 2.5.3 , respectively,
to improve the final segmentation outcome. The filter settings are chosen after many
experiments, and at the end, the value 11 is chosen for the structural element with the
square shape, for it gives satisfactory results. These techniques enhance the image and
make it more appropriate for accurate and effective segmentation.
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Figure 3.4: Flowchart of the retinal image segmentation phases.

3.4.1.2 Segmentation phase

The segmentation phase involves using improved FCM algorithms to categorize
retinal images into three distinct groups: background, retinal vessels, and other tissues.
The retinal vessels, known as the region of interest, are given particular attention.
The performance of each improved FCM algorithm is measured by its capability to
accurately separate the pixels belonging to the retinal vessels from those in the back-
ground. The accuracy of segmentation between the vessels and background is essential
to determining these algorithms’ effectiveness.

In order to highlight the interest in the retinal image pre-processing phases before
the segmentation process, we conducted several experiments by employing the improved
FCM algorithms. The main idea is to show retinal image segmentation results before
and after each pre-processing step.

Figure 3.5(a-d) illustrates the results of this study. Some algorithms like FCM, En-
FCM, SFCM, and FGFCM have poor segmentation result on the color images because
they are designed to segment only the grayscale images.

The images in Figure 3.5(a) are the segmentation results performed on the three
channels illustrated on one image. Moreover, the images Figure 3.5(a-c) demonstrate
the inability of the improved FCM algorithms to segment retinal images and their
need for pre-processing phases. The images in Figure 3.5(d) demonstrate that the

54



Retinal image segmentation using improved FCM algorithms: performance analysis

FC
M

En
FC

M
SF

CM
FG

FC
M

FR
FC

M
DS

FC
M

_N
FC

M
_S

IC
M

SS
FC

A
(a) (b) (c)

Pr
ep

ro
ces

sin
g 

ste
ps

(d)

Figure 3.5: The algorithms results from different pre-processing on the retinal image.
(a) Results of algorithms on the color image of the retina. (b) Results of algorithms on
the green channel image of the retina. (c) Results of algorithms after CLAHE process.
(d) Results of algorithms after bottom-hat filtering process.
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proposed pre-processing operations (CLAHE and bottom-hat filter) have contributed
to achieving the desired segmentation.

3.5 Results and Discussion

3.5.1 Image database

A comprehensive examination was performed on the STARE and DRIVE database
in order to validate the improved version of the FCM algorithm. The details of the
database can be found in the chapter entitled "Literature review: Retinal vessel seg-
mentation" section 2.2.

3.5.2 Blood vessel extraction

As mentioned above, the experiments have been conducted on two well-known open-
access databases, STARE and DRIVE. Hence, the results obtained on the STARE
database are illustrated in Table 3.4. As indicated in this table, the FGFCM algorithm
has the highest value in terms of the segmentation accuracy (Acc = 0.9517), which is
a little higher compared with the FRFCM algorithm (Acc = 0.9511). Moreover, the
highest F1 score is reached by the FRFCM algorithm. However, the SFCM algorithm
achieved the highest specificity value (Sp = 0.9911), and the best precision value is
obtained by the EnFCM algorithm (Pr = 0.8831). Figure 3.6 depicts the comparison
of the segmentation results on the STARE database.

However, the results obtained on the DRIVE database are illustrated in Table 3.5
and Figure 3.7. As shown in Table 3.5, the DSFCM_N algorithm has the highest values
in terms of the segmentation accuracy (Acc = 0.9522) and F1 score (F1 = 0.3323).
This latter is followed by the conventional FCM algorithm with an accuracy value of
(Acc= 0.9504) and the FRFCM algorithm (Acc = 0.9499), while the highest specificity
value is achieved by the SFCM algorithm (Sp = 0.9971), and the best sensitivity value
is obtained by the SSFCA algorithm (Sn = 0.7289).

It should also be mentioned that the results of this performance analysis are fully
compatible with those obtained in the section dealing with noise robustness analysis. In
fact, the algorithms DSFCM_N, FRFCM, and FGFCM provide the best segmentation
accuracy since these algorithms use several mathematical tools such as morphological
reconstruction and membership filters to suppress noises and achieve a better visual
effect and segmentation accuracy.

Broadly speaking, the performance in terms of segmentation accuracy of the im-
proved FCM algorithms is close to each other, even though the objective functions are
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Figure 3.6: Comparison of segmentation results on STARE database. (a) Ground truth,
(b) FCM result. (c) EnFCM result. (d) SFCM result. (e) FGFCM result. (f) FRFCM
result. (g) DSFCM_N result. (h) FCM_SICM result. (i) SSFCA result.
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Figure 3.7: Comparison of segmentation results on DRIVE Database. (a) Ground truth,
(b) FCM result. (c) EnFCM result. (d) SFCM result. (e) FGFCM result. (f) FRFCM
result. (g) DSFCM_N result. (h) FCM_SICM result. (i) SSFCA result.

58



Retinal image segmentation using improved FCM algorithms: performance analysis

different. Consequently, we tend to say that there is a significant similarity between
the improved FCM algorithms.

Table 3.4: Segmentation precision (Pr), sensitivity (Se), specificity (Sp), F_1 score,
and accuracy (Acc) achieved by different algorithms on the STARE database.

STARE
Algorithms Pr Sp Sn F_1 Acc
FCM 0.7322 0.9788 0.5727 0.3214 0.9474

MATLAB

EnFCM 0.8831 0.9802 0.5654 0.3447 0.9482
SFCM 0.8146 0.9911 0.4632 0.2952 0.9509
FGFCM 0.7804 0.9854 0.5464 0.3214 0.9517
FRFCM 0.7525 0.9815 0.5870 0.4201 0.9511
DSFCM_N 0.7264 0.9742 0.6059 0.3303 0.9455
FCM_SICM 0.7749 0.9847 0.5026 0.3048 0.9475
SSFCA 0.4872 0.9194 0.7919 0.3016 0.9089

Table 3.5: Segmentation precision (Pr), sensitivity (Se), specificity (Sp), F_1 score,
and accuracy (Acc) achieved by different algorithms on the DRIVE database.

DRIVE
Algorithms Pr Sp Sn F_1 Acc
FCM 0.8913 0.9939 0.4944 0.3180 0.9504

MATLAB

EnFCM 0.8831 0.9935 0.4902 0.3152 0.9497
SFCM 0.9331 0.9971 0.4012 0.2805 0.9453
FGFCM 0.7748 0.9819 0.5979 0.3374 0.9492
FRFCM 0.8803 0.9929 0.4996 0.3187 0.9499
DSFCM_N 0.8762 0.9922 0.5354 0.3323 0.9522
FCM_SICM 0.9231 0.9965 0.4165 0.2870 0.9460
SSFCA 0.6516 0.9581 0.7289 0.3440 0.9377

3.5.3 Running time

To evaluate the practicability of improved FCM algorithms, their execution times
are compared in this subsection. All experiments are executed on a workstation with
an Intel ® Core (TM) i5-2520. 2.5GHz CPU and 2G memory and by using MATLAB.
The Table 3.7 and Table 3.6 show the running times of different algorithms measured
on the STARE and DRIVE databases, respectively. The running time is the average
value calculated by executing each algorithm five times on the databases.

As indicated in the tables, it is obvious that the SSFCA algorithm is the slower
one (243,31 s on STARE and 165.73 s on DRIVE ). Since the SSFCA integrates into
the objective function the regularization under Gaussian metric to obtain fuzzy mem-
bership with sparsity. However, the running time of the algorithms SFCM, FGFCM,
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Table 3.6: Comparison of execution times (in seconds) performed by different algo-
rithms on STARE database.

Algorithms FCM EnFCM SFCM FGFCM FRFCM DSFCM_N
Average time 11,73 7,29 31,15 21,80 0.40 13,78

FCM_SICM SSFCA
14,05 243,31

Table 3.7: Comparison of execution times (in seconds) performed by different algo-
rithms on DRIVE database.

Algorithms FCM EnFCM SFCM FGFCM FRFCM DSFCM_N
Average time 8.15 5.79 22.03 17.29 0.32 10.96

FCM_SICM SSFCA
10.93 165.73

DSFCM_N, FCM_SICM are very close to each other. They are around of 10 to 22
seconds. The best running times are achieved by the FRFCM and EnFCM algorithms.
In fact, working on gray level, which is significantly less than the number of pixels in
an image, makes EnFCM fast. As regard the FRFCM algorithm, its timeliness is due
to the incorporation of the morphological reconstruction and membership filtering in
the objective function.
Furthermore, the FRFCM algorithm employs the concept of the histogram. Therefore,
the objective function of FRFCM converges rapidly. Given the previous experiments,
we feel that the FRFCM algorithm, and to a lesser degree, the DSFCM_N algorithm,
represent the best possible compromise in terms of the noise robustness, the retinal
vessel segmentation effectiveness, and the time-consuming.

3.6 Conclusion

In this chapter, the performance of some improved FCM algorithms have been ana-
lyzed and compared in terms of the retinal vascular segmentation. Sereval derivatives of
the FCM algorithm have been detained in this study: FCM, EnFCM, SFCM, FGFCM,
FRFCM, DSFCM_N, FCM_SICM and SSFCA. The performance analysis have been
conducted from three viewpoints: noise robustness, blood vessels segmentation perfor-
mance, and time-consuming. The algorithms have been compared on the basis of several
metrics like segmentation precision, sensitivity, specificity, F_1 score and accuracy. As
a result, the FRFCM algorithm, and to a lesser degree the DSFCM_N algorithm,
represent the best possible compromise between the three comparison criteria.

The experiments demonstrate that the FRFCM and DSFCM_N algorithms achieve
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better results in terms of noise robustness and blood vessels segmentation. Regarding
the running time, the FRFCM algorithm requires less time than other algorithms in
the segmentation of retinal images.

Although the obtained results are satisfactory, retinal vessels segmentation based
on the FCM algorithms could be further improved to achieve more accurate results.
As a future scope, it will be interesting to focus on improving the pre-processing phase
through the use of filters whose work is appropriate to the structure of the retinal
vessels, such as Jerman filtering, morphological reconstructions, etc. Another avenue
that could be explored is the use of the Field-of-View mask (FoV) to create an image
without background pixels on the one hand, and to decrease the time-consuming by
reducing the mathematical operations on the other hand. The next chapter presents
the second contribution ,a high accuracy segmentation method for retinal blood vessel
detection based on hybrid filters and an adaptive thresholding.
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Chapter 4

An improved method for
segmentation of retinal images

based on hybrid filters and adaptive
threshold

4.1 Introduction

Recently, different methods of segmenting retinal vessels have been proposed to
improve their segmentation accuracy. This chapter presents a new unsupervised

retinal vascular segmentation method that addresses challenges such as pseudo vascu-
larization, difficulty detecting vessels, and enhancing low-resolution images. The pro-
posed method utilizes a hybrid combination of well-known intensity transformations,
filters, and an adaptive thresholding algorithm. The method involves applying CLAHE
and BTH filtering to increase image contrast and Jerman filtering to bring up the ves-
sel tree structure against a non-uniform image background. Reconstruction processes,
BLH filtering, and a generated Field of View (FoV) mask are also used to remove noise
and preserve image details. The proposed method is evaluated on the STARE and
DRIVE databases. The chapter concludes with a discussion of the results and observa-
tions. The results of this study have been published in an international journal [127].

4.2 Methodology

The proposed methodology for retinal vessel segmentation involves a series of steps
aimed at enhancing the quality of the image and increasing the visibility of vessels to
achieve accurate segmentation, as outlined in the flow chart in Figure 4.1. The process
comprises three phases: mask generation, pre-processing, and segmentation.
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Figure 4.1: The flow chart of the proposed method for retinal image segmentation.

4.2.1 Mask generation phase

4.2.1.1 L*a*b image

The initial image has been captured using the RGB (Red, Green, Blue) color space.
This color space is commonly used in image processing but is not always the best
option for the task at hand. Converting an image from one color space to another can
enhance the properties or characteristics of the objects in the image, making them
easier to distinguish from their surroundings. In this study, we explore the process of
converting an RGB image to the L*a*b color space. The L*a*b color space is based
on the CIE XYZ tristimulus values, which consist of three components: a luminosity
channel represented by L*and two chromaticity channels represented by a* and b*.
The a* channel represents the green-red Channel, while the b* channel represents the
blue-yellow Channel. These two channels contain all the color information that the
image holds [96, 128]. The aim of converting the image to the L*a*b color space is
to reduce the number of color dimensions, which in turn leads to a better separation
between the intensity groups. This will allow us to create a mask for the original image,
improving our image analysis results (see Figure 4.2) [129].

Figure 4.2: (a) Original Image and (b) converted L*a*b Image.
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4.2.1.2 FoV mask process

Researchers often focus on the structures of interest and exclude the dark background
from the analysis. To enhance efficiency and simplify mathematical operations, a mask
image is typically generated as a binary image consisting of two values: zero (0) for the
background and one (1) for the structures of interest.

In this study, the proposed method employs a Field-of-View (FoV) mask created by
converting the RGB fundus image to the L*a*b color space, as mentioned above. The b
chromaticity channel is then selected and converted into a binary image (0,1). Finally,
a morphological erosion operation is performed using a disk-shaped structure element
with a size of 6. This operation helps achieve the desired mask results by removing
unwanted pixels in the image’s background.

An illustration of the FoV mask generated using the proposed method is shown
in Figure 4.3. This mask generation method has been tested and applied to both the
STARE and DRIVE database.

Figure 4.3: Mask generate. (a,b) RGB images of STARE and DRIVE databases, (c,d)
FoV mask generated with our proposed method for the STARE and DRIVE databases,
respectively.

4.2.2 Pre-processing phase

The first step of the pre-processing involves extracting the green channel of the RGB
retina image with the highest contrast, followed by a series of enhancements applied
to it.
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4.2.2.1 Enhancement

Most of the time, using only the green channel is insufficient for a successful retinal
image segmentation process. To improve the image quality, intensity transformations
and filters are used. The CLAHE intensity transformation is used to clarify vessels and
the background as outlined in subsection 2.5.1. Moreover, the low and varying contrast
of retinal images poses a significant challenge for precise vessel segmentation in retinal
image analysis. To overcome this challenge, it is necessary to enhance the quality of
the retinal image by preserving details, improving poor contrast, and removing noise.
This can be achieved through the application of a series of well-known filters, including
BTH, BLH, and Jerman filtering. A complete explanation of the operation of each of
these filters and their distinctive features that make them useful in the filtering process
is provided in subsection 2.5.3.

4.2.2.2 Reconstruction

In image processing, reconstruction refers to the process of building or restoring an
image from smaller parts or elements. Moreover, in morphological image processing,
reconstruction is a technique for creating a new image from a given mask (I) and marker
(h) image. The mask (I) image defines the desired properties for the final image, while
the marker (h) image serves as the starting point for the reconstruction process. This
process can be used to remove unwanted features, enhance objects, and count objects
in an image, as the following equation:

Mr = I − h (4.1)

Reconstruction is typically performed on binary or grayscale images and has a variety of
applications in fields such as medical imaging, computer vision, and pattern recognition
[121].

4.2.3 Segmentation phase

4.2.3.1 Adaptive thresholding

Thresholding is the process of converting a grayscale image into a binary image. There
are two main types of thresholding techniques: global and local adaptive thresholding.
Global thresholding has its limitations because images often have variable contrasts,
imaging artifacts, and illumination changes, which makes it difficult to segment an
image with a single global threshold. To overcome these limitations, local adaptive
thresholding was developed. This technique uses different thresholds for each pixel
location in the image, allowing for better segmentation of images with variable contrasts
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and lighting conditions. The local threshold value in adaptive thresholding can be based
on various statistics, such as the mean, which is calculated as:

T = mean +C (4.2)

Where (T) is the threshold of the local neighborhood of (W × W ) pixels surrounding
each pixel. The choice of W is critical. It must be large enough to cover enough back-
ground and foreground pixels at each point. However, it should not be so large that it
affects the threshold, and (C) sets the threshold above the general image noise variance
in uniform pixel areas [130].

Several attempts have been made to improve traditional thresholding techniques.
One example is the method proposed in [131], which is based on the Bradley algorithm
and uses fuzzy integrals for the optimization of the thresholding process. However,
this method is time-consuming and requires tuning of parameters to achieve optimal
results. After conducting experiments specifically on retinal images Appendix B, we
decided to use traditional adaptive thresholding due to its simplicity and effectiveness
in segmenting thick and thin blood vessels in retinal images, especially after thorough
pre-processing.

4.2.4 Combination phases

In the first step of our image processing phases, we create a FoV mask by converting
the color image to the L*a*b color space (explained in detail in subsection Figure 4.3).
The resulting mask is used in the penultimate stage before the vessels’ segmentation
and extraction, reducing calculation complexity and increasing segmentation accuracy.
Without the FoV mask, the accuracy rate is low.

Next, in the second step, we extract the green channel of the RGB retina image,
which has higher contrast than the other channels. However, we find that the green
channel alone is insufficient for successful clustering.

To further enhance the image and improve the assembly performance, we apply
some intensity transformations and enhancement filters. In the third step, we apply
the CLAHE intensity transformation (as shown in Figure 4.4(d)), which helps improve
image contrast while preserving image components.

In the fourth step, we apply the BTH and Jerman filtering to highlight the blood
vessels and make them more visible, as well as to define the edges and curves well.
The BTH filter helps to avoid the protrusion of the lens of the eye, while the Jerman
filtering makes both thin and large blood vessels stand out. We show the results of
these filters in Figure 4.4(e) and Figure 4.4(f), respectively.

In the fifth step, we reconstruct the image (using Figure 4.4(d) and Figure 4.4(f))
to preserve its objects, and apply the BLH filtering as a final tool before performing the
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segmentation (as shown in Figure 4.4(h)). This filtering eliminates noise significantly.
After that, we apply the generated FoV mask.
• It should be noted that in the image reconstruction step, the image size and shape
change, so it is important to apply the mask to the resulting image after this step to
ensure that only regions of interest are included in the segmentation.

Finally, in the last step, we apply adaptive thresholding for pixel classification
and retinal vessel extraction (as illustrated in Figure 4.4(i)). This step completes the
segmentation process and provides the final output. The steps are summarized in a
table (Table 4.1). The table provides a concise and easy-to-read overview of the entire
image processing phases.

(a) (b)

(g)

(e)

(c)

(i)(h)

(f)(d)

Figure 4.4: Sample image from the STARE database illustrating the various stages of
our method. (a) Original image, (b) FoV mask, (c) green channel, (d) CLAHE, (e)
image after bottom-hat filtering, (f) Jerman filtering, (g) image reconstruction, (h)
image after bowler-hat filtering, and (i) image segmentation results.

67



An improved method for segmentation of retinal images based on hybrid filters and
adaptive threshold

Table 4.1: The main steps of the proposed method.

Proposed method

1. Generate a mask based on the fundus images.
2. Extract the green channel.
3. Normalized image output and apply CLAHE.
4. Perform the BTH filtering and Jerman filtering on the resulting image.
5. Implement reconstruction on the image from step 3 with the image from step 4.
6. Use BLH filtering on the resulting image.
7. Apply the mask generated on the resulting image.
8. Segment the image using adaptive thresholding.

4.3 Experiments

4.3.1 Image database

As previously done in our contribution, we verified the method proposed in this
study using the STARE and DRIVE database, which served as the tool to validate the
efficacy of the proposed method.

4.3.2 Parameterization of the proposed method

The Table 4.2 comprises a comprehensive list of the different values employed in the
proposed method. The experiments conducted to test the method were carried out on a
workstation equipped with an Intel® Core (TM) i5-2520 processor with a clock speed
of 2.5 GHz and 2G of memory. The computations were performed using MATLAB
software.

Table 4.2: Parameters used in the proposed method.

Parameters Value

CLAHE Default parameters
Bottom-hat filtering (BTH) Shape (square)

SE (11)
Jerman filtering Default parameters
Bowler-hat filtering (BLH) Shape (default parameters)

σ=15, θ= 10
Adaptive thresholding WST ARE= 55 , WDRIV E= 150

CST ARE= 0.05 , CDRIV E = 0.01
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4.3.3 Metrics

In our second contribution, we adopted the same metrics used in the first contri-
bution. These metrics are crucial in evaluating the performance of the segmentation
algorithm. The metrics used in the first contribution include Sensitivity (Sn), Specificity
(SP), Accuracy (Acc), Precision (Pr), and F1 score (see section 2.6). In order to have
a more comprehensive analysis of the segmentation results, we added the Matthews
Correlation Coefficient (MCC) metric to the list. The utilization of these metrics will
provide us with a clear understanding of the performance of our segmentation algo-
rithm.

4.4 Results and discussion

This section presents the results of the experimental evaluations of our proposed
retinal vascular segmentation method. The experiments were conducted in MATLAB,
and a detailed analysis of the results is provided. We evaluated our method on two
well-known open-access databases, STARE and DRIVE, and compared the results with
those obtained by some of the unsupervised methods in the literature. We used sensi-
tivity (Sn), specificity (Sp), and accuracy (Acc) as the evaluation metrics for vascular
segmentation, where higher values of these coefficients indicate better performance

In Table 4.3, we compare the performance of different methods for retinal vessel
segmentation on the STARE database, including 16 works selected for this study [45,
56, 61, 62, 67, 68, 82–89, 91, 132]. Our proposed method achieves better specificity
and accuracy values than most of the other methods, with (Sp = 0.9810) and (Acc =
0.9618), respectively. It’s worth noting that [89] achieved a high sensitivity value (Sn
= 0.8949), but at the cost of reduced accuracy (Acc = 0.9354). In comparison, our
proposed method achieves a sensitivity index of (Sn = 0.7253), which is closer to the
typical values reported in the literature.

In the context of the DRIVE database, we have compared the performance of our
proposed method with related works methods [45, 56, 61, 62, 67, 68, 82–89, 91, 132],
as shown in Table 4.4. Our method achieves the highest specificity (Sp = 0.9874) and
accuracy (Acc = 0.9586) compared to the other works analyzed. However, it’s worth
noting that the sensitivity index achieved by our method (Sn = 0.6595) is relatively
lower than the other approaches tested.

To assess the effectiveness of our proposed method, we evaluated it using additional
metrics, namely, the Matthews Correlation Coefficient (MCC), Precision, and F1 score
as described in Table 4.5. The results show that our method achieves satisfactory MCC
values of (MCC = 0.7211, MCC = 0.7193) on STARE and DRIVE databases, respec-
tively, which is within the expected range since the MCC coefficient varies between -1
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Table 4.3: Comparison with related works methods on the STARE database.

STARE
Year Sn Sp Acc Method

Fraz et al. [61] 2012 0.7311 0.9680 0.9442
Fathi and Naghsh-Nilchi [87] 2013 0.8061 0.9717 0.9591
Azzopardi et al. [45] 2015 0.7716 0.9701 0.9497
Zhao et al. [67] 2015 0.7800 0.9780 0.9560
Oliveira et al. [82] 2016 0.8254 - 0.9532
Zhang et al. [83] 2016 0.7791 0.9758 0.9554
Neto et al. [56] 2017 0.8344 0.9443 0.8894
Zhao et al. [91] 2017 0.7890 0.9780 0.9560
Khomri et al. [88] 2018 0.7371 0.9620 0.9400 Unsupervised
Soomro et al. [85] 2018 0.7840 0.9760 0.9510 methods
Khawaja et al. [132] 2019 0.7980 0.9732 0.9561
Wang et al. [62] 2019 0.7654 0.9735 0.9502
Shah et al. [89] 2019 0.8949 0.9390 0.9354
Roy et al. [84] 2019 0.4317 0.9718 0.9488
da Rocha et al. [86] 2020 0.7932 0.9664 0.9533
Mahtab and Hossein [68] 2022 0.7336 0.9741 0.9430
Proposed method 2022 0.7253 0.9810 0.9618

Table 4.4: Comparison with related works methods on the DRIVE database.

DRIVE
Year Sn Sp Acc Method

Fraz et al. [61] 2012 0.7152 0.9759 0.9430
Fathi and Naghsh-Nilchi [87] 2013 0.7768 0.9759 0.9581
Azzopardi et al. [45] 2015 0.7655 0.9704 0.9442
Zhao et al. [67] 2015 0.7420 0.9820 0.9540
Oliveira et al. [82] 2016 0.8644 0.9464 0.7425
Zhang et al. [83] 2016 0.7743 0.9725 0.9476
Neto et al. [56] 2017 0.7806 0.9629 0.8718
Zhao et al. [91] 2017 0.7820 0.9790 0.9570
Khomri et al. [88] 2018 0.7390 0.9740 0.9450 Unsupervised
Soomro et al. [85] 2018 0.7450 0.9620 0.9480 methods
Khawaja et al. [132] 2019 0.8027 0.9733 0.9561
Wang et al. [62] 2019 0.7287 0.9771 0.9443
Shah et al. [89] 2019 0.7760 0.9724 0.9473
Roy et al. [84] 2019 0.4392 0.9622 0.9295
da Rocha et al. [86] 2020 0.8100 0.9593 0.9462
Mahtab and Hossein [68] 2022 0.7831 0.9553 0.9372
Proposed method 2022 0.6595 0.9874 0.9586
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and 1. In addition, the precision values of (Pr = 0.7625, Pr = 0.8381) and the F1 scores
of (F1 = 0.7389, F1 = 0.7315) achieved on the STARE and DRIVE databases are also
in line with typical values reported in the field of medical image segmentation.

Table 4.5: The results obtained using other metrics on STARE and DRIVE databases.

Database MCC Pr F1
STARE 0.7211 0.7625 0.7389
DRIVE 0.7193 0.8381 0.7315

In general, the proposed method has achieved good results in terms of accuracy and
specificity indexes in both databases, which confirms once again the reliability of the
proposed method.

4.5 Conclusion

This chapter introduces a novel unsupervised method for vessel segmentation in
medical images using hybrid filters, which addresses two main challenges: low and
varying image contrast levels and noise. To enhance the visibility of the vessels, we
utilized CLAHE and morphological filters, and for highlighting both wide and thin
vessels, we employed the Jerman filtering technique.

To improve the efficiency of the vessel detection process, we created a mask to reduce
the number of mathematical operations. Finally, we utilized adaptive thresholding to
extract the vessel features and segment the image pixels into vessels and non-vessels.

We evaluated our proposed method on two established clinical databases, STARE
and DRIVE, and found that it outperformed current methods, particularly in terms
of detection accuracy. This is a significant improvement and a promising result for our
proposed method, which demonstrates its potential for accurately detecting vessels in
medical images.
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Chapter 5

Contributions in brain images
segmentation

5.1 Introduction

In recent years, significant advancements have been made in the development of seg-
mentation algorithms for brain images. These advancements are driven by the in-

creasing availability of high-resolution imaging modalities such as magnetic resonance
imaging (MRI), coupled with the growing demand for automated and efficient image
analysis techniques. The quest for improved segmentation methods has led to the ex-
ploration of diverse computational approaches, ranging from traditional thresholding
techniques to sophisticated machine learning algorithms.

This chapter provides three brain image segmentation techniques: multi-Otsu thresh-
olding and morphological reconstruction, fast K-means clustering, and an advanced
clustering approach combining K-means with Darwinian Particle Swarm Optimization
(DPSO) and morphological reconstruction. Each method is meticulously designed to
address specific challenges encountered in brain image segmentation, such as tissue
heterogeneity, noise variability, and computational complexity.

The first method employs multi-Otsu thresholding and morphological reconstruc-
tion for tumor detection, demonstrating efficiency in contrast-enhanced preprocessing
and accurate segmentation of brain tissues [8]. The second method introduces a fast
K-means clustering algorithm enhanced with histogram information, offering improved
accuracy and reduced computational overhead compared to conventional K-means clus-
tering [9]. The third method presents an innovative integration of DPSO with K-means
clustering and morphological reconstruction, addressing issues like centroid initializa-
tion and noise sensitivity to achieve superior segmentation results [7].

Throughout the chapter, rigorous experimental validation is conducted to evaluate
the performance of each segmentation method. Comparative analysis with existing
algorithms further highlights the superiority of the proposed methods in terms of both
accuracy and computational efficiency.
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5.2 Automatic Brain Tumor Segmentation Using
Multi-OTSU Thresholding and Morphological
Reconstruction

Images segmentation aims to divide an image into several segments. They can be
selected according to the composition of the region of interest, the types of tissues,
and the functional zones [133]. In this contribution, we present a new segmentation
method, based on the multi-thresholding method and morphological reconstruction for
brain tumor separation from Magnetic Resonance Imaging (MRI). Firstly, we use a pre-
processing to enhance image contrast and quality by intensity adjustment. Secondly, the
improved image is segmented using the multi-Otsu method and finally, a morphological
reconstruction was performed with the appropriate structuring element parameter on
the segmented image to determine the tumor. A comparison with some state-of-the-art
algorithms demonstrated the efficiency of the proposed method with regard to accuracy.

5.2.1 Proposed Methodology

In this section, we explain in detail the proposed method for segmenting a brain tumor
in MRI. Firstly, we start by applying a pre-processing operation on the image that we
want to segment. The objective of this step is to improve the contrast of the considered
image by adjusting its intensity. After that, we apply a method based on multi-threshold
represented by the multi-Otsu method. It segments the image into several clusters by
determining the n-1 thresholds. Then, the morphological reconstruction process was
applied to the segmented image. The purpose of the last step is to detect the tumor
and isolate it from the rest of the brain tissues. Figure 5.1 is a clear explanation of
the proposed method. Based on the above described, the proposed algorithm can be
summarized as follows:

Algorithm 1: Proposed method
1. Input: Load Image MR.
2. Initialize: Number of thresholds (t=3) and structuring
element (SE=9).
3. Apply an intensity adjustment on the loaded image.
4. Multi-thresholding: Segment the image into clusters us-
ing the multi-Otsu method.
5. Morphological reconstruction operation: Apply mor-
phological closing reconstruction on the segmentation image.
6. Output: Tumor separation.
7. Evaluation: Performance indicators.
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Input image Pre-processing Segmenttion Results evaluation

Multi- Otsu MR Tumor extraction

Figure 5.1: The framework of the proposed algorithm.

5.2.2 Experimental

5.2.2.1 Database

Brain tumors are usually classified according to their source or degree of aggression.
Until, now the most used grading system presented by the World Health Organization
(WHO), where brain tumors are classified from grade 1 to grade 4 with increased
aggression. Among these tumors are WHO grade 4 gliomas, also known as glioblastoma
multiform (GBM). These are the most common primary malignant brain tumors in
humans, showing very rapid growth [133].

In this contribution, we use an improved T1-weighted MR image which is selected
from a set of images acquired from patients with multiple glioblastoma (GBM). The
segmentation of ground truth images has been performed by expert neurosurgeons
[134].

5.2.2.2 Validation

In this subsection, a comparative study is performed to clarify and demonstrate
the effectiveness of the proposed method for image segmentation of brain tumors.
Indeed, the results of the proposed method will be compared to some state-of-the-
art clustering algorithms such as multi-Otsu [135], K-means (KM), HKM [9], Fuzzy
c-means (FCM),FRFCM and PSO [136]. For all methods, the number of segmented
regions is four.

As regards the evaluation of medical image segmentation, we utilize some commonly-
used metrics: sensitivity, specificity ,precision and Accuracy section 2.6.

The experimental results conducted on the database used a MATLAB (2020a) soft-
ware and a computer with the following characteristics: an Intel Core i3-2328 MCPU@
2.20 GHz processor and 1.89 RAM system. The results and images obtained from our
experience of the proposed method and other methods have been shown in Table 5.1
and Figure 5.2 (The red arrow in the figures indicates the tumor region).

As regards the proposed method, we can observe in table 5.1 that the values of Sp,
Se and Pr indicators are better than the values obtained using multi-Otsu, K-means
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Figure 5.2: Segmentation results for different methods on the MR image (T1-weighted
Axial slice, number 190). (a) Original image and ground truth. (b) Result of the multi-
Otsu and tumor separation. (c) Result of the KM and tumor separation. (d) Result
of the HKM and tumor separation. (e) Result of the FCM and tumor separation.
(f) Result of the FRFCM and tumor separation. (g) Result of the PSO and tumor
separation. (h) Result of the proposed method and tumor separation.

HKM, FCM, FRFCM, and PSO algorithms. While, the value of Sp obtained by HKM is
slightly better than other values in the proposed method algorithm. Moreover, the value
of Se and Pr is much better than other methods, as we seeing the value of Se is equal
to 1, which means that the region of interest (tumor) is segmented almost correctly.
Furthermore, accuracy indicator values demonstrate that the proposed method is more
effective than other methods to isolate brain tumors in MR images.
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Table 5.1: The performance results of multi-Otsu, KM , HKM, FCM, FRFCM, PSO
and Proposed method,with Sp, Se, Pr and Ac.

Methods Sp Se Pr Ac
Multi-Otsu 0.9435 0.8922 0.0811 94.3180
KM 0.9987 0.6026 0.7286 99.6544
HKM 0.9993 0.6088 0.8259 99.7000
FCM 0.9985 0.6376 0.6985 99.6456
FRFCM 0.9783 0.8751 0.1837 97.7699
PSO 0.9987 0.6150 0.7226 99.6548
Proposed method 0.9988 1.000 0.8302 99.8772

5.2.3 Conclusion

Localization and discovery of the tumor are necessary to treat the tumor. Therefore,
an effective method with certain characteristics such as robustness and accuracy is
necessary to segment medical images. In this contribution, we used an image segmen-
tation technique based on threshold and some morphological reconstruction operation
to detect the brain tumor, contour, and calculate the tumor area. The performances
of the proposed method were compared with the multi-Otsu, K-means, HKM, FCM,
FRFCM, and PSO clustering algorithms using some indexes frequently utilized in the
field of medical image segmentation. The results obtained clearly indicate the effec-
tiveness of the proposed method, where the percentage of accuracy with the proposed
approach is higher than in other methods.

5.3 A Fast K-means Clustering Algorithm for Sep-
aration of Brain Tissues in MR

Efficient separation of brain tissues in Magnetic Resonance Imaging (MRI) is a very
important step for the quantitative diagnosis of brain diseases. To identify important
brain regions such as the gray matter (GM), white matter (WM) and the cerebrospinal
substance fluid spaces (CSF), we proposed in this contribution a new improved K-means
algorithm (called HKM: Histogram-based K-Means) based on the image histogram and
the median filter. The proposed algorithm is characterized by its ability to segment
image faster and robustness in the presence of noise and non-uniform tissues. Moreover,
it reduces the computational complexity and improves the performances of K-means
algorithm in terms of the Jaccard and Dice Indexes. The obtained results demonstrate
that the proposed HKM algorithm requires less times and achieves better results than
the standard K-means clustering algorithm.

76



Contributions in brain images segmentation

5.3.1 Proposed method

In this part, we show the contribution of this work. Differently from the computa-
tional procedure used in K-means algorithm, our idea consists in employing histogram
information to initialize randomly the clustering centers and calculate Euclidean dis-
tance between the center and each pixel of an image. Histogram information is able to
calculate distance in less time than classical method K- means. Distance between the
center and the gray level of an image I (x, y), can be written as:

D = ∥il − Cnk∥ (5.1)

where il are gray levels values of image I (x, y).
Updating centers Cnk again depends on gray levels values il and the number nl of

pixels in the image I (x, y) with the intensity value il. It can be said that it is the same
equation of the traditional K-means that was formulated by used the number of pixels
in the image nl and gray levels values il:

Cnk = 1
nl

∑
l∈Cnk

il × nl (5.2)

When we get the final centers through the equation above, we re-calculate the
distance between the centers and all the values of the image as follows:

D
′

k = ∥I(x, y) − Cnk∥ (5.3)

where D
′
k is the distance matrice which corresponds to the kth cluster. Thus, we

have k distance matrices.
Then, a median filter is used over the distance matrices to remove the different

noises found in the image. The size of filtering window used is (3 × 3).

D′′
k = med[D′

k] (5.4)

Distance filtering has the ability to correct misclassified pixels. It is implemented
only once on the final distance partition matrix.

The proposed algorithm HKM for medical image can be display as follows:

1. Image input normalization.

2. Set the prototype value k and the size of filtering window w.

3. Compute the histogram H (il) of image I (x, y) and initialize randomly the clus-
tering centers Cnk of the gray levels il.

4. Calculate the Euclidean distance between the centers and the gray levels of the
image I (x, y) using the equation (5.1).
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5. The position of the new centers Cnk updated by using the relationship (5.2).

6. Steps 4 and 5 are done until the center does not change.

7. Calculate the distance matrices D
′
k using the equation (5.3).

8. Implement median filtering on distances matrices D
′
k using the relationship (5.4).

9. Every pixels of the image is assigned to its nearest center based on distance
matrices D′′

k .

10. Reshape the pixels of each cluster into image.

5.3.2 Experiments

The performances of the proposed HKM algorithm in terms of the tissue segmentation
of brain MR image are evaluated in this section. The phases of the tests using the
proposed algorithm HKM are simplified in the figure Figure 5.3.

Figure 5.3: Phases of the segmentation using HKM.

Before performing the tests, some materials and mathematical tools are presented.

5.3.2.1 Image Base

The evaluation of our segmentation approach was performed on simulated MR images.
We built by the simulator Brainweb, a ghost (T1) of size 181 × 217 × 181, and the size
of voxel 1 × 1 × 1 mm3. The volume is affected by Gaussian noise (7%). the images
are accompanied by a ground truth which makes it possible to evaluate and compare
the proposed approach [137]. Moreover, skull removing (structures that are not in the
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interest) is a necessary steps to decrease the amount of memory used and to increase
the speed of treatment and segmentation quality. Skull removing is done by using an
automated cortical surface identification tool [138].

5.3.2.2 Data processing time

Experiments are performed on an Intel® Core™ i3-2328M CPU@ 2.20 GHz processor
and 1.89 RAM system using MATLAB R2019a. The final data obtained is the average
of the results after 30 times. Table 5.2 shows execution times of K-means and HKM
algorithms obtained on tested image. According to the Table 5.2, we can see that

Table 5.2: The performance results of the K-means and HKM algorithms in terms of
execution times.

Methods KM HKM
Running time [s] 2.9841 s 0.6948 s

HKM requires less time than K-means algorithm. Furthermore, in percentage terms,
the proposed approach reduces around of 76% the computation time of the standard
KM clustering algorithm. The reason behind the high performance of HKM is the use
of histogram information instead of using the entire image .

5.3.2.3 Quality of tissues brain MRI segmentation

In this section, a comparison study is performed to illustrate the performance of the
proposed HKM approach and to demonstrate its effectiveness. Indeed, the results of the
proposed HKM algorithm will be compared to those obtained by K-means clustering
algorithm and to the ground truth. The comparison is made for the three main brain
substances which are: gray matter (MG), white matter (WM) and Cerebrospinal fluid
(CSF). Figure Figure 5.4 shows segmentation results obtained by K-means and HKM.
Looking at figure Figure 5.4, It should be noted that the proposed HKM algorithm
is more robust than the standard K-means algorithm. Moreover, it may be mentioned
that HKM algorithm removes all parasitic noises on brain tissues contrary to results
obtained by K-means algorithm. In the sequel, Jaccard and Dice indexes are are used
to evaluate the performance of K-means and HKM algorithms.

• Jaccard Index is defined as the overlap measurement between the segmented C

image and ground truth D. It is expressed as [139]:

Jaccard = (C ∩ D)
(C ∪ D) (5.5)
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Figure 5.4: Illustration for the steps and results of the segmentation phase for K-means
(KM) and HKM algorithms. Segmentation results done on a T1-weighted Axial slice
(number 98) from SBD with 7% noise.

• Dice Index is the most used index in the validation of medical image segmentation.
This one compares directly between the automatic segmentation C of images and
truth of ground D, defined as:

Dice = 2 (C ∩ D)
(C) + (D) (5.6)

Indeed, the higher values of the Jaccard coefficients and Dice similarity can be
interpreted as better performance.

Table 5.3: Comparison of Jaccard Index for K-means (KM) and HKM algorithms.

Jaccard Index
Images KM HKM
GM 0.5894 0.7863
WM 0.9421 0.9578
CSF 0.0842 0.0596
Average % 53.85 60.12
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Table 5.4: Comparison of Dice Index for K-means (KM) and HKM algorithms.

Dice Index
Images KM HKM
GM 0.6978 0.8804
WM 0.9702 0.9784
CSF 0.1553 0.1125
Average % 60.77 65.71

Thus, the results of this study are summarized in the tables Table 5.3 and Table 5.4,
which present the performances of K-means and HKM clustering algorithms. As re-
gard the results presented in Table 5.3, we can observe that the values of the Jaccard
indicator for the HKM algorithm are better concerning the separation of GM and WM
tissues. However, K-means algorithm is a slightly better to separate the CSF tissue.

Moreover, Table 5.4 presents the values of the Dice index. Indeed, we clearly notice
that the values obtained by the proposed algorithm are better than one obtained by
using K-means algorithm for the separation of GM and WM tissues. However, for the
CSF tissue, K-means algorithm is a bit better. The reason that the Jaccard and Dice
indexes are better when using K-means for the case of CFS tissue is that the noise is
considered as CSF tissue.

In general, the average values of Jaccard and Dice indexes mount us that the pro-
posed HKM algorithm is more efficient than the K-means algorithm to the separation
of brain tissues in MRI.

5.3.3 Conclusion

In this contribution, an improved K-means clustering algorithm for tissue segmen-
tation of brain MR has been developed. The proposed approach permits to identify
important brain regions such as the gray matter (GM), white matter (WM) and the
cerebrospinal substance fluid spaces (CSF). Different performed tests validating the
performances of the proposed scheme have been operated on simulated MR images.
The performance of the proposed HKM algorithm was compared to K-means cluster-
ing algorithms using some indexes commonly used in the field of medical image. The
results of the experiment confirm that the proposed HKM algorithm has a a compu-
tation time less than K-means algorithm and it gives better segmentation results for
medical images.
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5.4 An Improved Clustering Method Based on K-
Means Algorithm for MR Brain Tumor Seg-
mentation

The field of medical image segmentation is incredibly broad. Several works has
been conducted on the study of such a field, especially Magnetic Resonance Imaging
(MRI). This contribution aims to perform brain tumor segmentation on MR images
using an improved clustering method based on K-Means (KM) algorithm. The pro-
posed approach deals with some limitations of the standard KM algorithm such as,
the random initialization of clusters centroids, and the noise sensitivity. The main idea
consists to combine the Darwinian Particle Swarm Optimization (DPSO) technique,
the KM algorithm and the Morphological Reconstruction (MR) operation. The DPSO
technique is applied to the MR medical images for initialization of cluster centroids.
Moreover, the MR filter is used to eliminate the noise and generate more compact and
well separated clusters. The performance of the proposed method was evaluated by
comparing it to some state of the art segmentation algorithms such as, standard KM
clustering algorithm and DPSO-based multilevel thresholding [140]. The results show
the effectiveness of the proposed method.

5.5 Proposed method

In this section, we describe the proposed method for brain tumor segmentation on
MR images. This method is particularly useful in remedying some serious limitations
of the KM clustering algorithm such as, the initialization of cluster centroids randomly
and the imprecise determination of the tumor shape. The proposed approach consists
in combining three types of algorithm such as, the DPSO algorithm, the KM clustering
algorithm and the morphological reconstruction as a post processing to achieve a good
detection of the tumor. Indeed, we chose MR operator and precisely reconstruction
morphological closing because it allows the preservation of object contours and it is
able to remove noise without knowing the noise type in advance [121].

Thus, the hybridization of these two methods (KM and MR) allows the extraction
of the tumor area with high precision and less noise. The main steps of the proposed
method are described as follows: firstly, the initial cluster centers are got by using
DPSO algorithm. This step allows to obtain optimized values for the initial cluster
centers. Then, the images are segmented using standard KM algorithm.

Afterwards, the MR is applied to the segmented image in order to separate correctly
the tumor shape. The Figure 5.5 shows the schema illustrating the different phases of
the proposed method.
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Figure 5.5: Different phases of the proposed method.

The pseudo-code of the proposed method algorithm is given as follows:

• Original image is normalized in the range [0 1].

• Adjust the parameters of the DPSO [140] ( Table 5.5).

• Perform the DPSO algorithm.

• The results of DPSO algorithm are used as the initial cluster centers of KM
algorithm.

• Run KM algorithm.

• Apply the MR operation on the image segmented by KM algorithm.

Noting that, a pseudo-color is added to output image in order to distinguish the
regions more readily. Moreover, the performance of the MR operator depends on the
selection of SE (a square with R=7), marker images and mask images.

5.5.1 Experimental validation

The performances of the proposed method approach in terms of the segmentation of
brain tumors are evaluated in this section. Before performing such tests, some materials
and mathematical tools are presented.

5.5.1.1 Database

The images operated in this section are T1-weighted MR images improved. They
are obtained from patients with multiple glioblastoma (GBM). The segmentation of
ground truth images has been performed by expert neurosurgeons. The datasets were
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Table 5.5: Initial parameters of the DPSO.

Parameter Value
R1 0.8
R2 0.8
C1 & C2 Random
W 1.2
Vmin −1.5
Vmax 1.5
Current population of the swarm 30

Minimum number of swarms 2
Maximum number of swarms 6
Minimum population 10
Maximum population 50
Stagnancy 10
Number of iteration 100

skull-stripped and the segmentation is executed only at the enhancing tumor and the
necrotic core [134].

5.5.1.2 Performance measure

Segmentation of medical image, which consists to extracting from the image one
or more regions forming the area of interest, represents one of the essential image
processing operations. Hence, the quality characterization of the segmentation method
is very necessary task. In the field of medical image segmentation, there are several
indices assessing the quality and reliability of the segmentation approach. Among these
indices, one cited accuracy, sensitivity, precision, specificity section 2.6, Jaccard and
Dice. where,

• True Positive (TP): tumor pixels detected correctly.

• False Positive (FP): healthy pixels detected as tumor pixels.

• False Negative (FN): Tumor pixels detected as healthy pixels.

• True Negative (TN): healthy pixels detected correctly.

5.5.1.3 Results and discussion

The purpose of this subsection is to report and discuss the results of the validation
experiment. We present also the analysis of the obtained results.
The algorithms were implemented with MATLAB 9.6 (R2019a) on an Intel® Core™
i3-2328M CPU@ 2.20 GHz processor and 1.89 RAM system.
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In order to assess the performance of the proposed segmentation method, we present
a comparison study between our method and some state of the art segmentation algo-
rithms such as, standard KM clustering algorithm and DPSO-based multilevel thresh-
olding [141].

Thus, the results of this study are summarized in the Tables Table 5.6, Table 5.7
and Table 5.8, which present the performance results of KM, DPSO-based multilevel
thresholding and proposed method algorithms for the number of classes equal to K=4.
Moreover, the final data of each metric index are calculated on the basis of the average
value of 50 running’s.

Furthermore, the resultants output images of the proposed segmentation approach
and the other methods are shown in Figure 5.6. Broadly speaking, we can notice that
the proposed method allows a precise characterization of the tumor compared to the
standard KM clustering and DPSO-based multilevel thresholding algorithms. These
latter classed a part of the healthy tissue as a tumor which means they over estimate
the size of the tumor. As shown in the Figure 5.6, these methods present a bad tumor
localization.

Indeed, that could lead to serious problems related to lesion removal in cranial
surgery or to over dose in radiotherapy.

Table 5.6: The performance results of KM, DPSO-based multilevel thresholding and
Proposed Method result for K= 4 with Jaccard and Dice indexes.

Methods JSC DSC
KM 0.5185 0.6829
DPSO 0.5175 0.6819
Proposed Method 0.8708 0.9309

Table 5.7: The performance results of KM, DPSO-based multilevel thresholding and
Proposed Method result for K= 4 with Specificity, Sensitivity ,Precision and Accuracy.

Methods Specificity Sensitivity Precision Accuracy
KM 0.9965 0.7345 0.6381 99.44
DPSO 0.9963 0.7493 0.6253 99.42
Proposed Method 0.9992 0.9502 0.9123 99.88

As shown in Table 5.6, the average values of Jaccard and Dice indicators for the
proposed method are better than those of the standard KM clustering and DPSO-based
multilevel thresholding algorithms. This means that our method presents the higher
value of TP (see Table 5.8). Therefore, the tumor shape and its localization are well
represented in the resulted segmentation.
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Table 5.8: TP, FP, FN and TN results of KM, DPSO-based multilevel thresholding and
Proposed Method for K= 4.

Methods TP FP FN TN
KM 797 452 288 131583
DPSO 813 487 272 131548
Proposed Method 1031 99 54 131936

Moreover, the Table 5.7 presents the average values of the following indexes: Speci-
ficity, Sensitivity, Precision and Accuracy. We can notice that all the metrics, calculated
for the proposed method, are betters. Indeed, Sensitivity and Precision values of the
proposed method are particularly higher comparing to the others methods. This means
that the proposed segmentation method decreases the values of FP and FN (see Ta-
ble 5.8), which involves that the overlap between the ground truth and the resultant
image has increased.

Hence, based on this comparison study, the improved segmentation method gives
better results comparing to the KM algorithm and the PSO-based multilevel threshold-
ing. Moreover, we can say that the proposed method is able to generate more compact
and well separated clusters.

Figure 5.6: Comparison between different segmentation methods on MR image (T1-
weighted Sagittal T slice, number 230). (a) Original image and ground truth. (b) Result
of the KM and tumor separation. (c) Result of the DPSO-based multilevel thresholding
and tumor separation. (d) Result of the proposed method and tumor separation.
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5.5.2 Conclusion

In this contribution, a new improved segmentation method based on K-means cluster-
ing algorithm and MR operator has been developed for MR brain tumor segmentation.
The DPSO algorithm was used as a pre-processing step to determine better centers
for initialization of the KM clustering algorithm. However, MR is applied as a post-
processing step to separate the brain tumor. Different performed tests validating the
performances of the proposed scheme have been operated on T1-weighted MR images
improved. The performance of the proposed method algorithm was compared to those
of KM clustering algorithm and DPSO-based multilevel thresholding by using some
indexes that commonly used in the field of medical image. Hence, the obtained re-
sults with different tests demonstrate that the proposed scheme guarantees the best
performances in terms of sensitivity, specificity ,Precision and accuracy of the segmen-
tation operation. Moreover, the proposed method approach is more efficient than other
methods and it is very effective.
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Chapter 6

Conclusion and Future Outlook

Conclusions

This dissertation covers the anatomy and functioning of the human eye and med-
ical techniques. It emphasizes the importance of accurate diagnosis and monitoring
through identifying landmarks in fundus photography and discusses the challenges of
automated retinal blood vessel segmentation. The literature review evaluates different
segmentation methods, databases, and metrics for vessel segmentation, paving the way
for future advancements in the field. In this dissertation, we investigated various meth-
ods for segmenting blood vessels in the retina. Following a review of existing research,
we presented two approaches. The main focus of this study was to address the following
questions:

• How effective are some improved FCM algorithms for segmenting retinal blood
vessels?

• What is the accuracy of the proposed methods for separating blood vessels from
fundus images?

• Do the proposed automated blood vessel extraction methods outperform current
methods?

There are different blood vessel segmentation algorithms available. However, to test
and evaluate the algorithms, fundus images are needed. Thus, the publicly available
image databases STARE and DRIVE play an essential role in evaluating and measuring
the performance of algorithms. In addition, these databases include the corresponding
ground truth images. Thanks to its availability to the general public, studying and
estimating the performance of vessel segmentation algorithms has become easy.

The first contribution analyzed and compared the performance of some improved
FCM algorithms in terms of retinal vascular segmentation. This study focused on eight
FCM algorithm derivatives: FCM, EnFCM, SFCM, FGFCM, FRFCM, DSFCM_N,
FCM_SICM, and SSFCA. The performance evaluation was carried out from three per-
spectives: noise robustness, blood vessel segmentation performance, and time-consuming.
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The algorithms were compared using metrics such as segmentation precision, sensitiv-
ity, specificity, F1 score, and accuracy. As a result, the FRFCM and, to a lesser extent,
the DSFCM_N algorithms represent the best possible compromise among the three
comparison metrics.

The experiments show that the FRFCM and DSFCM_N algorithms outperform
each other in terms of noise robustness and blood vessel segmentation. In terms of
running time, the FRFCM algorithm is faster than other algorithms for segmenting
retinal images.

The second contribution is a new unsupervised method that uses hybrid filters be-
fore the vessel segmentation step to improve low and varying contrast on the one hand
and reduce noise surges in devices on the other. As a result, CLAHE and morphological
filters have been used to reduce low-frequency noise and improve vessel performance.
Furthermore, Jerman filtering has been used to depict wide and thin vessels in im-
ages. Furthermore, the created mask was used to reduce mathematical operations and
increase the effectiveness of segmentation. Finally, adaptive thresholding was used to
extract vessel features as well as segment image pixels into the vessel and non-vessel
images. These steps significantly improve the effectiveness of vessel detection capabili-
ties. The proposed method has been validated using the established clinical databases
STARE and DRIVE. It significantly outperforms the most recent methods, particularly
in detection accuracy.

Beyond the main contributions of this dissertation, we have made advancements in
the segmentation of MR brain images for tumor and tissue identification. Our tech-
niques have been evaluated using diverse databases and have shown promising results
in accurately detecting brain tumors and different types of tissues with high sensitiv-
ity and specificity. These supplementary contributions have been outlined in a separate
chapter. Overall, our research makes valuable contributions towards developing efficient
and effective methods for medical image segmentation.

Future Outlook

The proposed work depends on the hybridization of the filters and the use of
unsupervised methods to divide and identify blood vessels in the eye to increase the
accuracy of the division and facilitate the task for experts.

Still, with the development in the field of deep learning and proving its effectiveness
and ability to provide good results, as a future scope, we hope to expand our research by
applying methods of deep learning to the image of the eye network, as well as attempts
to divide and identify the various parts of the eye that the expert is interested in
studying, not only the blood vessels [51, 52].

Furthermore, it will also be interesting to extend the results of our research to
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detect other ocular structures such as the optic disc, fovea and macula. Additionally,
predicting various retinal diseases such as glaucoma, diabetic retinopathy, age-related
macular degeneration, and others could be achieved by recording historical context data
to perform retinal blood vessel segmentation for disease prediction. This is a promising
avenue of research that could potentially improve the early detection and treatment of
these diseases [142–144].
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Appendix A

Retinal Image Segmentation Using
Clustering Methods: Performance

Analysis

Clustering is a popular method for segmenting retinal images due to its efficacy and
good performance. This paper analyzes the performance of some clustering algorithms
for retinal image segmentation in terms of their ability to segment and isolate blood
vessels. The flowchart of this study consists of two phases. The pre-processing phase
aims to increase the contrast and clarity of the image by applying a series of operations:
Contrast Limited Adaptive Histogram Equalization (CLAHE), median filtering, and
bottom-hat filtering. Furthermore, the second phase deals with the segmentation of
the preprocessed image using one of the clustering algorithms selected for this study:
k-means, k-medoids, Gaussian Mixture Model (GMMs) and fuzzy c-means. The exper-
imental part is carried out on the DRIVE and STARE databases, and the performance
measure of each algorithm is accomplished using sensitivity, specificity and accuracy
performance metrics. The running times of different algorithms are compared. The ob-
tained results are extensively discussed and some suggestions are proposed at the end
of this paper.

A.1 Experimental

On images acquired from two public databases Table 2.1. The flowchart for the
approach used to segment retinal vessels is presented in Figure A.1. The green channel
G of the RGB retinal image is extracted in the first stage due to its higher contrast,
and this channel is analyzed in the following steps. Despite its higher contrast rate, the
G channel alone is insufficient for successful clustering, as evidenced by the analyses.
As a result, the retinal image was subjected to three additional pre-processing steps.
The CLAHE is the initial phase, followed by median filtering, and finally bottom-hat
filtering. The k-means, k-medoids, GMMs, and fuzzy c-means clustering methods are
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used to segment retinal images produced after the pre-processing step (see Figure A.2
and Figure A.3). Different clustering algorithms were employed to segment the retinal
image into 2 clusters, which represent the background, and retinal vessels. Noting that
the retinal vessels are the region of interest that we aim to achieve. All experiments
are executed using MATLAB. We used to evaluate the effectiveness of the algorithms
sensitivity, precision and specificity, accuracy section 2.6.
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Figure A.1: Flowchart of the retinal image segmentation phases.

A.1.1 Results and Discussion

The performance of the k-means, k-medoids, GMMs, and fuzzy c-means algorithms
in metrics of specificity, sensitivity, and accuracy section 2.6 for retinal images from
the DRIVE and STARE databases section 2.2.

(a) (b) (c) (d) (e)

Figure A.2: Comparison of segmentation results on DRIVE Database. (a) ground truth,
(b) K-means result. (c) K-medoids result. (d) GMMs result. (e) Fuzzy c-means result.
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(e)(d)(c)(b)(a)

Figure A.3: Comparison of segmentation results on STARE Database. (a) ground truth,
(b) K-means result. (c) K-medoids result. (d) GMMs result. (e) Fuzzy c-means result.

Table A.1: The performance of clustering algorithms on the drive database.

Metrics DRIVE
K-means K-medoids GMMs Fuzzy c-means

Sp 0.9845 0.9668 0.9127 0.9837
Sn 0.6112 0.5906 0.8379 0.6349
Acc 0.9534 0.9563 0.9054 0.9531

It can be observed from Figure A.2 and Figure A.3, that the specificity (Sp) re-
sults of each algorithm is capable of distinguishing between the vessel and background
pixels and the sensitivity (Sn) results indicate that each method can achieve good per-
formance in terms of the ratio of correctly classified vessel pixels. Furthermore, when
the accuracy (Acc) the results demonstrated that each algorithm has a high ratio of cor-
rectly classified vessels and background pixels . In terms of values, the performance of
the k-means algorithm in the specificity (Sp) metric appears to be better compared to
GMMs and k-medoids algorithms. While, with fuzzy c-means algorithm the difference
appears to be small. Whereas, the value of k-means (Sp = 0.9845) and the value of fuzzy
c-means (Sp = 0.9837) on the DRIVE database and on the STARE database, the value
of k-means (Sp = 0.9703), and the value of fuzzy c-means (Sp = 0.9684). While, the
GMMs algorithm appears to do significantly better than that of the other algorithms in
metric of sensitivity on DRIVE and STARE databases with the values (Sn = 0.8379)
and (Sn = 0.8760), respectively. Moreover, the k-medoids algorithm showed the best
results in metric of accuracy (Acc = 0.9563) while the fuzzy c-means algorithm showed
the best performance with the STARE database with the value (Acc = 0.9506) . In
general, it can be seen that the clustering performance of the selected algorithms is

Table A.2: The performance of clustering algorithms on the stare database.

Metrics STARE
K-means K-medoids GMMs Fuzzy c-means

Sp 0.9703 0.9605 0.9108 0.9684
Sn 0.6813 0.7166 0.8760 0.7307
Acc 0.9501 0.9482 0.9143 0.9506
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Table A.3: Comparison of execution times of clustering algorithms on drive database

Algorithm K-means K- medoids GMMs Fuzzy c-means
Running time (s) 0.0617 1.1556 2.6991 0.6189

Table A.4: Comparison of execution times of clustering algorithms on stare database

Algorithm K-means K- medoids GMMs Fuzzy c-means
Running time (s) 0.1156 1.6641 3.1558 0.8729

successful and similar to each other and, that each of them is effective in one of the
metrics used.

To assess the feasibility of the clustering algorithms, the running times of the se-
lected algorithms were compared. Table A.3 and Table A.4 show running times of se-
lected algorithms on DRIVER and STARE databases, respectively. The average value
obtained was performed three (3) times for each algorithm. From Table A.3 and Ta-
ble A.4, it is clear that k-means is very fast compared to other clustering algorithms.

Table A.5 shows the computational complexity of various algorithms based on the
foregoing analysis, where N is the number of pixels in an image, K is the number of
clustering prototypes, and t is the number of iterations, D is the problem dimension.
According to Table A.5 k-means and fuzzy c-means have low computational com-
plexity and GMMs have high computational complexity compared to other clustering
algorithms.

Table A.5: Computational complexity of clustering algorithms

Algorithm Computational complexity
K-means O(N × K × t)
K-medoids O(N2 × K × t)
GMMs O(N × K × D2 × t)
Fuzzy c-means O(N × K × t)

A.2 Conclusion

In this study, The effectiveness and quality of various clustering algorithms for seg-
menting retinal images are compared. Different metrics such as specificity, sensitivity,
and accuracy are used to evaluate the algorithms. According to experimental results,
the k-means algorithm provides the best results on both the DRIVE and STARE
databases in term of sensitivity. While, the gaussian mixture model algorithm pro-
duces the best results on both the DRIVE and STARE databases in metric of speci-
ficity. Whereas, the k-medoids algorithm gets better results on the DRIVE database,
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while the fuzzy c-means algorithm provides better results on the STARE database in
metric of accuracy. On the other hand, in term of running times the k-means algorithm
requires less time than other algorithms for retina segmentation on both DRIVE and
STARE databases.

Based on this study, it can be seen that the selected clustering algorithms in reti-
nal vessel segmentation have challenges and drawbacks that must be addressed and
resolved, such as identifying and segmenting the retinal vessels in a better way, espe-
cially the thin vessels or the dendrites of vessels, and also more robust and durable in
the segmentation with the low contrast of the images of the retina.
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Appendix B

Results obtained using (CF1,2)

We have studied the segmentation phase using the Sugeno integral (CF1,2) at
the optimum. Following our flow chart Figure 4.1, the fuzzy-based adaptive threshold
method has been used instead of the traditional one. In addition, several metrics have
been used in the evaluation phase, like sensitivity, specificity, accuracy, Matthews cor-
relation coefficient, and F1 score. The study was carried out on retinal images from the
STARE and DRIVE databases. As indicated by the authors of the article "Sugeno
integral generalization applied to improve adaptive image binarization"-
Bardozzo et al., the adaptive thresholding method using Sugeno integral depends on
the choice of parameters a1 and a2. These two parameters affect the size of the sliding
window, and their value must be tuned to optimize the segmentation result. We chose
different values for each of a1 and a2: at first we chose small values, then bigger ones,
and we have noted their effect on the segmentation. The results obtained are presented
in the following Table E.1:

B.1 Discussion

The results obtained are shown in Table 1. We can remark that the value of metrics
varies depending on the variation of a1 and a2.

As regard the results with the STARE database, we can remark that sensitivity,
MCC, and F1 are better with a1 = 60 and a2 = 30. However, the best value of accuracy
is with a1 = 5 and a2 = 3. Whereas, the best specificity value is with a1 = 4 and a2 = 1.
While the DRIVE database, the best results were with a1 = 60 and a2 = 30, except
for specificity, which the best valued is with a1 = 2 and a2 = 1.
The experimental result shows that fuzzy adaptive binarization has a significant po-
tential and it can achieve good results. Noting that the value of metrics obtained by
fuzzy adaptive binarization are marginally weaker than obtained by the traditional
algorithms used in our method. It should also be noted that several experiments have
been conducted to improve the results obtained by fuzzy adaptive binarization. Un-
fortunately, we have not reached values that are better compared with those obtained
previously by the proposed method.
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Results obtained using (CF1,2)

Table B.1: The results obtained using (CF1,2) at the optimum.

STARE
Parameters Sn Sp Acc MCC F1
a1=2, a2=1 0.4626 0.9953 0.5539 0.6205 0.6021
a1=3, a2=1 0.4628 0.9952 0.9554 0.6206 0.6023
a1=4, a2=1 0,4668 0,9953 0,9552 0,6239 0,6061
a1=5, a2=3 0,4657 0,9952 0,9555 0,6223 0,6046
a1=16, a2=2 0,4513 0,9943 0,9538 0,5961 0,5823
a1=23, a2=25 0,5707 0,9862 0,9553 0,6498 0,6604
a1=60, a2= 30 0,8071 0,9581 0,9469 0,6791 0,6976
a1=150, a2=150 0.7724 0.9646 0.4133 0.6463 0.6684

DRIVE
Parameters Sn Sp Acc MCC F1
a1=2, a2=1 0.3460 0.9990 0.9409 0.5572 0.5047
a1=3, a2=1 0.3385 0.9967 0.9406 0.5493 0.4944
a1=4, a2=1 0,3435 0,9968 0,9400 0,5386 0,4950
a1=5, a2=3 0,3619 0,5681 0,9430 0,5214 0,5215
a1=16, a2=2 0,3669 0,9975 0,9442 0,5711 0,5248
a1=23, a2=25 0,6732 0,9752 0,9493 0,6711 0,6944
a1=60, a2= 30 0,7256 0,9751 0,9525 0,7078 0,7299
a1=150, a2=150 0.7125 0.9770 0.5382 0.7031 0.7244

It is worth mentioning that the proposed method is based on matched filters to
improve the quality of the initial image. These filter have been selected after sev-
eral experiments to increase the performance of the traditional adaptive thresholding
method. As future scope, it will be interesting to deepen our study by using other kind
of filters which correspond the best with fuzzy adaptive binarization method.

Moreover, a text addressing the highs, lows and reasons to use traditional adaptive
thresholding algorithms with respect to the fuzzy ones has been added to the revised
version in the subsection 3.5.
Remarks:
• The values presented in the previous table are selected among several tests.
• The final results obtained are the average values of 20 images in both the STARE
and DRIVE databases.
• Among the three suggested methods in the paper "Sugeno integral generalization
applied to improve adaptive image binarization"-Bardozzo et al.[131], we have
only presented the best algorithm in terms of results owing to time constraints.
• We did the same work with the Bradley method before choosing the traditional
method.
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