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INTRODUCTION GÉNÉRALE

D ennis Gabor a inventé le concept de l’holographie optique [1,2] en 1948 alors qu’il

travaillait pour améliorer la résolution et la qualité des images générées par mi-

croscopie électronique au sein de la société Thomson-Houston, située à Rugby, en An-

gleterre.Toutefois, avec l’arrivée du laser en 1962, cette technique a connu son véritable

développement car la nature unique de la source permet de générer des interférences

cohérentes.

L’holographie optique [1]est une méthode d’interférence permettant d’enregistrer

les ondes lumineuses diffractées par un objet illuminé par une lumière cohérente. Les

ondes diffractées interfèrent avec une onde de référence. Si les ondes sont très cohé-

rentes, la phase relative entre l’onde objet et l’onde de référence reste constante dans le

temps, produisant un effet observable sur la distribution d’intensité du motif d’inter-

férence résultant. L’enregistrement photographique de ce motif, l’hologramme, contient

suffisamment d’informations sur la phase et l’amplitude des ondes diffractées par l’objet.

La reconstruction du front d’onde a lieu, dans un deuxième temps, lorsque l’hologramme

est éclairé avec l’onde de référence

En raison de manque de moyens pratiques adéquats, l’holographie optique est peu

exploitée dans l’industrie.En effet, pour l’enregistrement et le développement d’une plaque

1
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holographique, il est essentiel de disposer, en plus des conditions de cohérence de la

source de lumière et des composants optiques adéquats, d’un espace spécifique ainsi que

de produits chimiques spécialisés. La configuration précise de l’hologramme est essen-

tielle pour la phase de restitution.

J.W. Goodman et R.W. Lawrence ont été les premiers à introduire le concept d’ho-

lographie numérique en 1967 [3, 4]. À cette époque, bien qu’ils enregistrassent encore

l’hologramme sur une plaque photographique, ils échantillonnaient numériquement les

données afin de reconstruire le front d’onde provenant de l’objet.

Cette technique poursuit son évolution en matière d’enregistrement et de recons-

truction numériques. En 1980, L. P. Yaroslavskii et N. S. Merzlyfakov ont présenté leurs

concepts innovants dans ce domaine.

Leurs travaux se sont concentrés sur la synthèse informatique d’hologrammes sur la base

de descriptions numériques d’un objet. L’enregistrement et la reconstruction hologra-

phiques ont été effectués numériquement par ordinateur. Le principe de la méthode est

qu’il faut connaître des descriptions mathématiques précises d’un objet, puis appliquer

les théories des ondes scalaires pertinentes pour simuler la propagation, l’interférence

et la diffraction des ondes. Plus tard, des travaux ont été réalisés pour reconstruire des

images holographiques à partir d’hologrammes photographiquement agrandis à l’aide

de méthodes mathématiques. U. Schnars et W. Juptner ont proposé le nouveau concept

d’holographie numérique en 1994. Les hologrammes de Fresnel hors axe étaient enregis-

trés par un CCD et reconstruits numériquement. Malgré sa courte période de dévelop-

pement, les potentiels de l’holographie numérique sont largement reconnus tant pour

les mesures et les tests non destructifs que pour l’imagerie et la visualisation. En holo-

graphie numérique, puisque les hologrammes sont échantillonnés numériquement, les

informations sur les ondes optiques interférées sont stockées sous forme de matrices.

Un traitement numérique peut ainsi être effectué pour simuler les processus optiques

d’interférométrie, de filtrage spatial, etc. Les distributions d’amplitude et de phase de

l’onde peuvent être extraites numériquement. De plus, le traitement numérique permet

de soustraire le bruit de fond et peut être utile pour éliminer le terme de diffraction

d’ordre zéro pour un système holographique en ligne. Ainsi, le traitement numérique

peut compenser le manque de résolution spatiale des capteurs numériques.
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Grace au développement technologique et informatique, l’holographie numérique

est présente dans un vaste champ d’applications, pour effectuer des tests sans contact

en particulier dans les domaines de la biologie et la médecine [5, 6], du contrôle indus-

triel [7] et de l’analyse d’écoulements [8, 9].

Un domaine spécifique où cette technique continue de progresser est la mécanique

des fluides, en particulier tous les phénomènes liés à l’environnement et au corps hu-

main. Il s’agit d’une méthode qui permet de surveiller les particules de type traceur en

temps réel ou différé, ce qui offre la possibilité d’analyser l’évolution des divers phéno-

mènes étudiés et de prévoir les différentes solutions envisageables.

L’utilisation de cette technique pour suivre ces particules présente certaines limita-

tions, comme la localisation précise en raison de la résolution limitée des capteurs nu-

mériques qui est cinquante fois inférieure à celle des plaques holographiques, ainsi que

de la grande profondeur de champ associée à cette méthode.

Plusieurs solutions ont été suggérées afin de remédier à cette difficulté, mais elles

restent inefficaces. La méthode de réduction d’ouverture appliquée semble pouvoir ap-

porter une amélioration significative.

L’objectif de cette étude est d’explorer cette méthode et de l’appliquer afin de sur-

monter cette problématique de localisation.

Le présent manuscrit est réparti trois chapitres :

Le premier chapitre aborde l’introduction à l’holographie digitale. Les principes de base

de l’holographie digitale, processus d’enregistrement, les différentes configurations d’en-

registrement, la phase de reconstruction et les différentes méthodes de reconstruction

sont exposés.

Le deuxième chapitre propose une analyse théorique et pratique des diverses approches

et techniques d’interpolation qui ont été évaluées en vue d’améliorer la résolution des

images holographique numériques dans le but d’atteindre la super-résolution. Dans une

première étape, nous présenterons la méthode d’interpolation et son principe et ses dif-

férentes approches ainsi que son application à l’imagerie numérique. Dans une seconde
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étape, nous verrons la possibilité d’appliquer la technique d’interpolation en imagerie

holographique pour augmenter la résolution des hologrammes numériques en dévelop-

pant des programmes sous environnement MATLAB. Les techniques sont donc program-

mées et la qualité des images interpolées est évaluée en calculant les paramètres mé-

triques SNR, PSNR, MSE et SSIM et le temps de traitement de chaque technique pour les

comparer et prédire quelle technique appropriée pour obtenir des résultats optimaux.

Le troisième chapitre se concentre sur l’utilisation de la méthode de réduction d’ouver-

ture en holographie digitale hors axe pour localiser des microparticules dans un volume.

Nous verrons également le principe de cette technique et sa compatibilité avec la tech-

nique d’holographie digitale hors axe à deux faisceaux et à deux vues. Nous commen-

cerons par une partie expérimentale qui vise à réaliser une installation d’holographie

digitale hors axe à deux faisceaux et à deux vues.

Nous aborderons ensuite la partie de simulation, réalisée sous MATLAB, où des pro-

grammes ont été développés pour localiser des microparticules dans un volume en utili-

sant la technique de la réduction d’ouverture.

Les conclusions principales de notre étude seront finalement présentées, et nous démon-

trons les possibilités d’amélioration du système d’imagerie, tant sur le plan matériel que

numérique.
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CHAPITRE

I

HOLOGRAPHIE DIGITALE

I.1 Introduction

L’holographie [1] a été inventé par Dennis Gabor en 1948 comme une technique

d’enregistrement et de reconstruction de l’amplitude et de la phase d’un front d’onde

optique, dans le but d’améliorer les images obtenues par microscope électronique.

Dans sa description originale, l’holographie est une méthode d’imagerie optique en

deux étapes. Dans un premier temps, une onde cohérente éclaire l’objet et est réfléchie,

diffusée par celui-ci ou éventuellement transmise à travers lui. La deuxième onde, dé-

signée comme faisceau de référence, interfère avec le faisceau objet dans le plan d’un

support d’enregistrement, qui était traditionnellement une plaque holographique. Par la

suite, la plaque holographique, après un traitement approprié, est remise dans sa posi-

tion initiale et éclairée à l’aide de l’onde de référence.

Le terme "hologramme" provient des mots grecs "holos" signifiant "complet" ou "en-

tier" et "graphien" signifiant "écrire". Il contient des informations relatives à la distri-
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I.1 Introduction

bution tridimensionnelle du champ d’onde optique sous la forme d’un motif d’interfé-

rences. L’objet est reconstruit en illuminant l’hologramme enregistré avec l’onde de réfé-

rence utilisée lors de l’enregistrement initial.

Avec l’apparition du laser (1960), l’holographie est devenue un outil métrologique

très utile en biologie, en médecine, en mécanique des fluides et en contrôle non des-

tructif. L’une des principales limitations de l’holographie et de ses approches associées a

été les procédures chimiques peu pratiques liées aux supports d’enregistrement hologra-

phiques. De plus, la reconstruction optique des images nécessite une mise au point sur

chacune des images.

En 1967 Goodman et Lawrence [2] ont démontré comment un front d’onde enre-

gistré par un détecteur électronique pourrait être reconstruit numériquement par un

ordinateur. C’était le premier exemple de l’holographie numérique. La première étape

dans le processus holographique est exécutée optiquement, mais le milieu traditionnel

d’enregistrement est remplacé par un dispositif électronique comme une caméra numé-

rique (CCD). Le front d’onde est digitalisé et stocké dans la mémoire d’un ordinateur.

Avec l’hologramme numérique comme base, la deuxième étape - la reconstruction – est

une simulation numérique de la propagation d’onde. L’obtention des hologrammes et la

reconstruction sont rapides et faciles ; aucun processus chimique encombrant n’est né-

cessaire.

Le développement de la technologie informatique a permis le transfert du proces-

sus de reconstruction à l’ordinateur. L’idée de la reconstruction numérique de l’holo-

gramme enregistré optiquement a été proposée dès les années 70 par Goodman [2] et

Lawrence, Yaroslavski et al [3, 4]. À la fin des années 1980, de nouveaux algorithmes et

des méthodes innovantes ont été proposés pour le traitement numérique et l’améliora-

tion des hologrammes numérisés. Dans les années 1990, les progrès technologiques dans

l’industrie des capteurs d’images numériques, notamment en matière de résolution et de

plage dynamique, ont permis l’enregistrement direct des hologrammes à l’aide de camé-

ras numériques. Ainsi, les hologrammes pouvaient désormais être capturés et traités de

manière numérique.

Le développement des capteurs d’image à semi-conducteurs et de la technologie in-
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formatique a permis d’enregistrer des hologrammes sur des capteurs CCD [5, 6]et de les

reconstruire numériquement sans l’utilisation des supports holographiques.

Cette nouvelle technique est nommée HOLOGRAPHIE NUMÉRIQUE, plus souple,

et répondant mieux à des contraintes de rapidité d’exécution, Ceci offre de nouvelles

possibilités pour une variété d’applications.

I.2 Principe de base de l’holographie digitale :

L’holographie numérique est une extension de l’holographie conventionnelle, repo-

sant sur le même principe fondamental d’enregistrement et de reconstruction. La dis-

tinction réside dans le fait que les hologrammes sont directement capturés et numérisés

à l’aide d’un capteur CCD, en combinaison avec un système d’analyse d’image.

I.2.1 Etape d’enregistrement :

Le principe de l’enregistrement des hologrammes numériques est représenté à la fi-

gure I.1. [7] Une onde de référence plane et l’onde réfléchie, diffusée par l’objet, inter-

fèrent à la surface d’un capteur CCD placé à une distance d de l’objet. L’hologramme

ainsi obtenu est enregistré et stocké de manière électronique.

Figure I.1 – Principe d’enregistrement d’hologramme digital
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I.2 Principe de base de l’holographie digitale :

L’amplitude complexe de l’onde diffractée par l’objet au niveau du plan d’enregistre-

ment est décrite par :

E0(x,y) = a0(x,y)exp(iϕ0(x,y)) (I.1)

Avec a0 représentant le module de l’amplitude complexe et ϕ0 la phase de l’onde objet.

ER(x,y) = aR(x,y)exp(iϕR(x,y)) (I.2)

est l’amplitude complexe de l’onde de référence avec aR le module et ϕ0R la phase.

Les deux ondes interfèrent sur le capteur CCD, l’intensité est définie par

I(x,y) = |E0(x,y) +ER(x,y)|2 (I.3)

I(x,y) = |E0(x,y)|2 + |ER(x,y)|2 +E0(x,y).ER(x,y)∗ +E0(x,y)∗ER(x,y) (I.4)

L’amplitude de la transmission h(x,y) du support d’enregistrement est proportionnelle à

I(x,y) . [7, 8]

h(x,y) = h0 + βτI(x,y) (I.5)

La constante β représente la pente de la courbe caractéristique reliant la transmittance en

amplitude à l’exposition lumineuse du matériau photosensible. Eh holographie classique

et dans le cas particulier des émulsions photographiques, cette constante est négative,

traduisant ainsi une diminution de la transmittance avec l’augmentation de l’exposition.

Le paramètre τ désigne la durée d’exposition, tandis que h0 correspond à la transmit-

tance en amplitude de la plaque avant exposition (état initial). La fonction h(x,y) est défi-

nie comme la fonction hologramme, décrivant la répartition spatiale de la transmittance

après enregistrement. En holographie numérique, lorsque l’enregistrement est réalisé à

l’aide de capteurs de type CCD, la transmittance initiale h0 est généralement négligée

I.2.1.1 Condition d’enregistrement d’un hologramme de manière digital

En plus les conditions d’enregistrement de l’holographie conventionnelle, il existe

également des critères relatifs à la distance d’enregistrement, aux dimensions de l’objet,

à la longueur d’onde, ainsi qu’aux dimensions des pixels du capteur CCD. [9–11]

— La distance d’enregistrement, à laquelle l’objet doit être positionné, doit être dé-

terminée avec soigneusement, en prenant en considération les dimensions de l’ob-

jet et l’angle maximal d’interférence, afin de limiter la taille des tâches de speckle

et d’assurer une qualité d’image optimale.
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— Cette distance est également choisie en fonction des dimensions du pixel de la

caméra CCD afin de résoudre les franges d’interférence des faisceaux objet et de

référence.

— Ces paramètres dépendent étroitement de l’angle maximum d’interférence.

— Pour que la caméra CCD puisse enregistrer des interférences, il faut que l’inter-

frange i soit supérieur à la largeur de 2 pixels (figure I.2) : i > ∆ξ et remplir la

condition :

i =
λ

sin
(
α(p)

2

) (I.6)

— Pour que le plan d’interférence soit enregistré, la relation suivante doit être rem-

plie :

α(p) <
λ

2∆ξ
(I.7)

Avec :

α(p) : l’angle d’interférence au point p de la caméra CCD.

∆ξ : dimension du pixel dans la direction ξ.

λ : longueur d’onde de la lumière utilisée.

Figure I.2 – Limitation du champ

Pour satisfaire l’approximation de diffraction de Fresnel [6,12, 13] il faut que la distance

entre le plan objet et le plan hologramme soit suffisante :

d3 >>
π
4λ

[
(x − ξ)2 + (y − η)2

]2
(I.8)

Où

d : distance d’enregistrement d’hologrammes digitales
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(x,y) : coordonnées de plan objet

(ξ,η) : coordonnées de plan hologramme

I.2.1.2 Montage d’enregistrement

Plusieurs montages sont exploités en holographie digitale, parmi ses montages nous

citons un montage basé sur l’architecture de l’interféromètre de Mach-Zehnder qui est

illustré sur la figure I.3. Ce montage travaille en réflexion comme il peut travailler en

transmission.

Le faisceau laser émet par la source est divisée en deux faisceaux fils à l’aide d’un

cube séparateur (CS1) après qu’il a subi une réflexion par le miroir (M1). Ensuite les

deux faisceaux sont élargis et collimatés à l’aide d’un système de collimation (filtres spa-

tiaux FS1 et FS2, lentilles L1 et L2). Le premier faisceau qui est considéré comme faisceau

de référence subi une réflexion par le miroir (M4) où il tombe sur un deuxième cube sé-

parateur (CS2) ce dernier qui le fait diriger vers la caméra CCD. Le deuxième faisceau

qui est considéré comme faisceau objet éclaire l’objet après qu’il subit une réflexion par

le miroir (M3). L’objet diffuse la lumière vers le cube séparateur (CS2) où elle passe di-

rectement vers la caméra CCD qui est reliée à un ordinateur.

Figure I.3 – Installation expérimentale pour enregistrer un hologramme numérique

M1, M2, M3, M4 : miroirs ; CS1, CS2 : cubes séparateurs ; OM1, OM2 : objectifs de

microscope ; FS1, FS2 : filtres spatiaux ; L1, L2 : lentilles.
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I.2.1.3 Les différentes configurations d’enregistrement

En holographie digitale, on distingue deux configurations d’enregistrement des ho-

logrammes en fonction de l’angle qui sépare les deux faisceaux lumineux objet et réfé-

rence :

I.2.1.3.1 Holographie digitale de Gabor :

Dans l’holographie de Gabor, l’objet est éclairé par un seul faisceau lumineux, sans

l’utilisation d’une onde de référence distincte (Figure I.4). La lumière incidente diffusée

par l’objet constitue l’onde objet, tandis que la portion non diffusée joue le rôle d’onde de

référence. Cette méthode est particulièrement efficace lorsque l’objet est de petite taille,

de manière à ce que l’onde de référence ne soit pas trop diffusée.

Compte tenu de la simplicité de sa configuration optique, l’holographie de Gabor s’avère

particulièrement adaptée à l’analyse des images de particules ou de fibres minces. De

plus, l’holographie numérique de Gabor offre de nouvelles opportunités et permet d’élar-

gir significativement le champ de ses applications.

Figure I.4 – holographie digitale de Gabor. a) enregistrement par un seul faisceau

lumineux qui sert à la fois faisceaux objet et faisceaux de référence. b) reconstruction du

point objet (ordre -1) et l’image jumelle (ordre+1). [14]

I.2.1.3.2 Holographie digitale en ligne :

Pour l’holographie en ligne, un faisceau de référence séparé est fourni dans un aligne-

ment général avec le faisceau objet, Figure I.5 (Certains auteurs se réfèrent à l’hologra-

phie de Gabor également comme holographie en ligne) Cela permet l’imagerie d’objets
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quelle que soit sa taille par rapport au champ visuel. Un avantage de l’holographie di-

gitale en ligne par rapport à l’holographie digitale de Gabor est qu’elle n’est pas limitée

aux petits objets. D’autre part, l’image focalisée est superposée à l’ordre zéro et d’image

jumelle. Par conséquent, il est généralement nécessaire de trouver des moyens pour ré-

duire ou éliminer les termes erronés.

Figure I.5 – holographie digitale en ligne. a) enregistrement par la superposition des

deux faisceaux objet et référence. b) reconstruction par superposition de l’ordre zéro et

l’image jumelle. [14]

I.2.1.3.3 Holographie digitale hors axe :

La configuration hors axe est une géométrie inventée par Emmett Leith et Juris Upat-

nieks pour scinder les trois ordres de diffraction (l’ordre -1, l’ordre 0 et l’ordre +1) dans

le processus de la reconstruction numérique de l’hologramme enregistré, les faisceaux

d’enregistrement objet et de référence sont incidents au support d’enregistrement à des

angles différents. La géométrie est illustrée à la Figure I.6.

Figure I.6 – holographie hors axe [15]
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En fonction de la nature, de la forme et de l’origine des fronts d’onde interférant

sur le capteur, les hologrammes ainsi que les géométries d’enregistrement peuvent être

classés en diverses catégories.

I.2.1.3.4 Holographie digitale de Fresnel :

I.2.1.3.4.1 Holographie digitale de Fresnel avec une onde de référence plane :

C’est le cas le plus utilisé en général, il implique à positionner l’objet à une certaine

distance (d) du capteur CCD et la lumière diffusée par l’objet vient interférer sur le cap-

teur CCD avec celle de l’onde plane de référence qui tombe de manière normale sur ce

dernier (figure I.7).

Figure I.7 – holographie digitale de Fresnel [16]

I.2.1.3.4.2 Holographie digitale de Fresnel avec une onde de référence sphé-

rique :

Dans cette configuration, la lumière diffusée par l’objet vient s’interférer sur le cap-

teur CCD avec celle de l’onde de référence sphérique provenant du point focal d’une

lentille convergente.

I.2.1.3.5 Holographie digitale de Fraunhofer

Dans cette configuration (figureI.8) L’objet est installé dans le plan focal d’une len-

tille mise entre l’objet et le support d’enregistrement, dans le but de former son image

à l’infini. Cependant, des aberrations sont introduites par l’utilisation d’une lentille de

collimation.
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Figure I.8 – holographie digitale de Fraunhofer [16]

I.2.1.3.6 Holographie digitale de Fourier :

I.2.1.3.6.1 Holographie digitale de Fourier avec lentille :

Cette configuration est une version de la configuration de Fraunhofer où l’enregistre-

ment de l’hologramme s’effectue au niveau du plan focal image de la lentille. Cela permet

de produire la transformée de Fourier de l’objet, d’où l’appellation de "hologramme de

Fourier" attribuée à cette configuration. (Figure I.9).

Figure I.9 – Holographie digitale de Fourier avec lentille [17]
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I.2.1.3.6.2 Holographie digitale de Fourier sans lentille :

Dans cette configuration, le point source de l’onde de référence se trouve à la même

distance que l’objet. Les deux ondes sont sphériques. (Figure I.10).

Figure I.10 – Holographie digitale de Fourier sans lentille. [17]

I.2.1.3.7 Holographie Digitale Image :

Dans cette configuration, l’image de l’objet sur le plan du capteur est formée par une

lentille convergente placée entre l’objet et le support d’enregistrement. La lentille per-

met de focaliser l’onde lumineuse diffusée par l’objet, générant ainsi une image réelle

de celui-ci à une distance précise du capteur. Cette approche (figure I.11) est couram-

ment utilisée en microscopie holographique numérique, car elle permet de capturer une

image de haute résolution tout en préservant les informations de phase essentielles à la

reconstruction holographique.

Figure I.11 – holographie digitale image [17]
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I.2.2 Etape de la reconstruction numérique d’hologramme :

I.2.2.1 Reconstruction par Approximation de Fresnel

L’intégrale de Fresnel Kirchhoff qui décrit la diffraction [11,18–21] d’une onde lumi-

neuse incidente normalement par une ouverture (ici un hologramme) est donné par :

Γ (χ
′
,η
′
) =

i
λ

∫ +∞

−∞

∫ +∞

−∞
h(x,y)ER(x,y)

exp
(
−i 2π

λ ρ
′)

ρ′
dxdy (I.9)

Avec

ρ
′
=

√
(x − ξ ′ )2 + (y − η ′ )2 + d2 (I.10)

h(x,y) est la fonction d’hologramme

ρ
′

est la distance entre un point qui se trouve dans le plan d’hologramme et un autre

point dans le plan de reconstruction.

L’onde de référence plane ER(x,y) est donnée simplement par l’amplitude réelle :

ER = aR + i0 = aR (I.11)

Les grandeurs géométriques sont illustrées sur la figure I.12 :

Figure I.12 – Système de coordonnées utilisé pour la reconstruction numérique

d’hologrammes. [7]

Le modèle de diffraction est calculé à une distance d derrière le plan de CCD, ce qui

signifie qu’il reconstruit l’amplitude complexe de l’onde dans le plan de l’image réelle.
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I.2 Principe de base de l’holographie digitale :

L’équation (I.9) est la base pour la reconstruction numérique. Puisque le champ d’onde

réfracté Γ (ξ
′
,η
′
) est une fonction complexe, les valeurs de l’intensité et de la phase

peuvent être calculées en même temps. C’est contrairement au cas de la reconstruction

optique d’hologramme dans laquelle, seulement, l’intensité est rendue visible.

Pour reconstruire une image réelle en holographie digitale il est donc nécessaire d’insérer

E∗R au lieu de ER dans l’équation (I.9) :

Γ (ξ,η) =
i
λ

∫ +∞

−∞

∫ +∞

−∞
h(x,y)E∗R(x,y)

exp
(
−i 2π

λ ρ
)

ρ
dxdy (I.12)

avec

ρ =
√

(x − ξ)2 + (y − η)2 + d2 (I.13)

Pour les valeurs x,y,ξ et η qui sont plus petites devant la distance d entre le plan de

reconstruction et le plan de CCD, l’expression de l’équation (I.13) peut être développée

en une série de Taylor :

ρ = d +
(ξ − x)2

2d
+

(η − x)2

2d
− 1

8

[
(ξ − x)2 + (η − x)2

]2
d3 + · · · (I.14)

Le quatrième terme peut être négligé s’il est plus petit devant la longueur d’onde

1
8

[
(ξ − x)2 + (η − x)2

]2
d3 << λ (I.15)

ou

d >>
3

√
1
8

[(ξ − x)2 + (η − x)2]2

λ
(I.16)

Alors la distance ρ se compose de termes linéaires et quadratiques :

ρ = d +
(ξ − x)2

2d
+

(η − x)2

2d
(I.17)

Les deux formules de reconstruction, Eq (I.9) et (I.12) sont équivalentes parce que

ER = E∗R = aR

Le dénominateur de l’équation (I.12) est remplacé par d où l’expression de la reconstruc-

tion de l’image réelle devient :

Γ (ξ,η) =
i
λd

exp
(
−i2π

λ
d
)
exp

[
−i π

λd
(ξ2 + η2)

]
×
∫ +∞

−∞

∫ +∞

−∞
E∗R(x,y)h(x,y)exp

[
− π
λd

(x2 + y2)
]
exp

[
i
2π
λd

(xξ + yη)
]
dxdy

(I.18)
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Cette formule, désignée sous le nom d’approximation de Fresnel [7]ou transformation de

Fresnel, permet de reconstruire le front d’onde dans un plan situé à l’arrière de l’holo-

gramme, en l’occurrence, dans le plan de l’image réelle. L’intensité est donnée par :

I = |Γ (ξ,η)|2 (I.19)

La phase est donnée par

ϕ(ξ,η) = arctan
ℑ[Γ (ξ,η)]
ℜ[Γ (ξ,η)]

(I.20)

Pour la digitalisation de la transformation de Fresnel (Eq (I.18)), les substitutions sui-

vantes sont introduites :

ν =
ξ
λd

, µ =
η

λd
(I.21)

L’équation (I.18) devient :

Γ (ν,µ) =
i
λd

exp
(
−i2π

λ
d
)
exp[−iπλd(ν2 +µ2)]

×
∫ +∞

−∞

∫ +∞

−∞
E∗R(x,y)h(x,y)exp

[
−i π

λd
(x2 + y2)exp[i2π(xν,yµ)

]
dxdy

(I.22)

La fonction peut être digitalisée si la fonction de l’hologramme h(x,y) est prélevée sur

une trame rectangulaire de M ×N points, avec un pas de ∆x et ∆y le long des coordon-

nées. ∆x et ∆y sont les distances entre les Pixel voisins sur le CCD dans la direction

horizontale et verticale. Avec ces valeurs discrètes les intégrales de (I.22) sont converties

en sommes finies :

Γ (m,n) =
i
λd

exp
(
−i2π

λ
d
)
exp

[
−iπλd(m2∆ν2 +n2∆µ2)

]
×

M−1∑
k=0

N−1∑
l=0

E∗R(k, l)h(k, l)exp
[
−i π

λd
(k2∆x2 + l2∆y2)

]
exp[i2π(k∆xm∆ν + l∆yn∆µ)]

(I.23)

Pour m = 0,1, · · · ,N − 1;n = 0,1, · · · ,N − 1

∆ν =
1

N∆x
, ∆µ =

1
N∆y

(I.24)

Après substitution on trouve :

∆ξ =
λd
N∆x

, ∆η =
λd
N∆y

(I.25)
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En utilisant ces équations, (I.23) devient :

Γ (m,n) =
i
λd

exp
(
−i2π

λ
d
)

exp
[
−iπλd

(
m2

N 2∆x2 +
n2

N 2∆y2

)]
×

M−1∑
k=0

N−1∑
l=0

E∗R(k, l)h(k, l)exp
[
−i π

λd
(k2∆x2 + l2∆y2)

]
exp

[
i2π

(
km
M

+
ln
N

)] (I.26)

C’est la transformation de Fresnel discrète.

L’équation de reconstruction de l’image virtuelle est donnée par :

Γ (ξ
′
+ η

′
) =

i
λd

exp
(
−i2π

λ
d
)

exp
[
+i

π
λd

(ξ
′2 + η

′2)
]

×
∫ +∞

−∞

∫ +∞

−∞
ER(x,y)h(x,y)exp

[
+
π
λd

(x2 + y2)
]
exp

[
i
2π
λd

(xξ
′
+ yη

′
)
]
dxdy

(I.27)

La formule discrète correspondante pour la reconstruction via une lentille virtuelle avec

f = d
2 est :

Γ (m,n) =
i
λd

exp
(
−i2π

λ
d
)

exp
[
+iπλd

(
m2

N 2∆x2 +
n2

N 2∆y2

)]
×

N−1∑
k=0

N−1∑
l=0

ER(k, l) h(k, l)exp
[
+i

π
λd

(k2∆x2 + l2∆y2)
]
exp

[
i2π

(
km
N

+
ln
N

)] (I.28)

I.2.2.2 Reconstruction par méthode de Convolution

La méthode de convolution [19, 20] permet de réécrire l’intégrale de diffraction (I.9)

sous la forme suivante :

Γ (ξ,η) =
∫ +∞

−∞

∫ +∞

−∞
h(x,y)E∗R(x,y)g(ξ,η,x,y)dxdy (I.29)

Ou la réponse impulsionelle g(ξ,η,x,y) est donnée par :

g(ξ,η,x,y) =
i
λ

exp
[
−i 2π

λ

√
d2 + (x − ξ)2 + (y − η)2

]√
d2 + (x − ξ)2 + (y − η)2

(I.30)

Selon l’éq. (I.29) le système linéaire caractérisé par g(ξ,η,x,y) = g(ξ−x,η−y) est invariant

dans l’espace.

L’intégrale peut être considérée comme une convolution et le théorème de convolution

peut être appliqué. D’après ce théorème, la transformée de Fourier de h.E∗R Convolué
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I.2 Principe de base de l’holographie digitale :

à g est le produit simple de leurs transformées de Fourier. La fonction de la réponse

impulsionnelle devient :

g(k, l) =
i
λ

exp
[
−i 2π

λ

√
d2 +

(
k − M

2

)2
∆x2 +

(
l − N

2

)2
∆y2

]
√
d2 +

(
k − M

2

)2
∆x2 +

(
l − N

2

)2
∆y2

(I.31)

Le décalage des coordonnées de N
2 est pour des raisons de symétrie. En bref, la recons-

truction dans le plan de l’image réelle est :

Γ (ξ,η) = F −1 {F (h.E∗R) .F (g)
}

(I.32)

La transformée de Fourier de g(k, l) peut être calculée et exprimée analytiquement par :

G(n,m) = exp

−i2πd
λ

√
1−

λ2
(
n+ M2∆x2

2dλ

)2

M2∆x2 −
λ2

(
m+ N2∆x2

2dλ

)2

N 2∆x2

 (I.33)

L’équation (I.32) devient :

Γ (ξ,η) = F −1 {F (h.E∗R) .G
}

(I.34)

I.2.2.3 Reconstruction par transformée de Fourier : [18, 19]

La géométrie d’enregistrement holographique de Fourier sans lentille est représen-

tée dans la figure I.9. Comme c’est décrit au-dessus, cette géométrie est caractérisée par

l’emploi d’une source ponctuelle émettant une onde de référence sphérique et qui est

située sur le plan objet. L’onde de référence au plan de la caméra CCD est donc décrite

par :

ER =
exp

(
−i 2π

λ

√
(d2 + x2 + y2)

)√
(d2 + x2 + y2)

≈ 1
d

exp
(
−i2π

λ
d
)

exp
(
−i π

λd
(x2 + y2)

) (I.35)

Le terme
√

(d2 + x2 + y2) Le il s’agit de la distance séparant le point source du point de

coordonnées (x,y) dans le plan CCD.

L’insertion de cette formule dans l’équation de reconstruction de l’image virtuelle, telle

que présentée dans l’équation (I.27), aboutit à l’équation suivante :

Γ (ξ,η) = C exp
[
i
π
λd

(
ξ2 + η2

)]
F −1 {h(x,y)} (I.36)
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I.3 L’effet des paramètres d’enregistrement (distance d’enregistrement, angle
d’enregistrement, taille du capteur CCD et taille de l’objet) sur l’enregistrement :

I.3 L’effet des paramètres d’enregistrement (distance d’en-

registrement, angle d’enregistrement, taille du capteur

CCD et taille de l’objet) sur l’enregistrement :

I.3.1 Montage en ligne :

Dans le montage en ligne (figure I.13), le centre de l’objet ainsi que celui de la barrette

CCD se trouvent tous deux alignés sur l’axe optique du système [22]. La relation de la

distance minimale admissible Dmin (en ligne) peut être obtenue par :

Dmin =
LCCD +LOY

2αmax
(I.37)

La distance Dmin(en ligne) augmente linéairement avec la taille de l’objet avec une pente

de 1
2αmax

Figure I.13 – Montage en ligne de l’holographie digitale. [22]

I.3.2 Le montage hors axe :

Dans le montage hors axe, l’angle décentré (décalé) est introduit pour séparer les

composantes des ondes de diffraction par le placement de l’objet à une distance décalée

de l’axe optique du système. [22] Les ondes de référence sont généralement collima-

tées, et elles sont incidentes perpendiculairement sur la barrette CCD. Dans le but

de séparer les images jumelles entre elles et de la lumière transmise dans les directions

proches de l’axe optique, il faut que l’angle de décalage θ soit supérieur à la valeur mi-

nimale.

θ sin−1(3ϖλ)min (I.38)
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I.3 L’effet des paramètres d’enregistrement (distance d’enregistrement, angle
d’enregistrement, taille du capteur CCD et taille de l’objet) sur l’enregistrement :

Où ϖ : est la plus haute fréquence spatiale de l’objet.

Supposant que les dimensions latérales de l’objet sont LOX × LOY . Alors dans l’holo-

graphie hors axe de FRESNEL, où l’objet est positionné à une distance D du plan d’enre-

gistrement, la largeur de la bande de l’objet dans le plan de l’hologramme est limitée à

l’intérieur d’un rectangle centré avec les dimensions : 2ϖX × 2ϖY où :

2ϖX =
LOX

λD
2ϖY =

LOY

λD
(I.39)

Si l’objet est déplacé le long de l’axe Y , tel qu’indiqué dans la figure (figure I.14), la

largeur de l’objet 2ϖY dans la direction Y est celle d’importance. Donc le minimum ad-

missible de l’angle de décalage θ est approximativement donné par :

θ =
3LOY

2Dmin
(I.40)

Dans le montage hors axe, l’enregistrement numérique de l’hologramme est influencé

par deux paramètres en même temps.

La position de l’objet doit être déterminée soigneusement de manière d’assurer le mi-

nimum de l’angle de décalage θmin tout en conservant les limites de l’angle maximum

d’interférence αmax. En tenant compte de l’angle exigé, la relation entre la distance mi-

nimale admissible Dmin et la taille de l’objet peut être écrite comme suit :

Dmin =
LCCD +LOY + 2d

2αmax
(I.41)

Où, b = θmin ×Dminhorsaxe , donc Dminhorsaxe est finalement donnée par :

Dminhorsaxe =
LCCD + 4LOY

2αmax
(I.42)

Les deux équations (I.37) et (I.42) indiquent les exigences sur la distance minimale d’en-

registrement qui augmente linéairement avec la taille de l’objet. Cependant, la pente

dans la configuration en ligne est quatre fois plus petite par rapport à celle dans le sys-

tème hors axe.
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I.4 Les avantages de l’holographie digitale :

Figure I.14 – Montage hors axe de l’holographie digitale. [22]

I.4 Les avantages de l’holographie digitale :

L’holographie numérique constitue un domaine de recherche particulièrement dyna-

mique depuis le début des années 2000. L’holographie numérique offre plusieurs avan-

tages distincts, parmi lesquels figurent [23, 24]

1. Premièrement, aucune nécessité de processus de développement chimique des

plaques holographiques ainsi que l’analyse à l’aide d’un montage optique. Par

conséquent, l’utilisation de la technologie numérique contribue de manière signi-

ficative à atténuer les contraintes expérimentales associées à la technique holo-

graphique.

2. La capacité d’enregistrer des hologrammes et de les reconstruire en temps réel.

3. Les processus d’enregistrement et de reconstruction sont rapides.

4. L’accès numérique aux hologrammes enregistrés permet de les traiter ultérieu-

rement. Les prétraitements permettent d’améliorer le rapport signal/bruit des

plans restitués.

5. La disponibilité d’informations complètes sur l’amplitude et la phase du front

d’onde.

6. L’adaptation du noyau de convolution (focalisation numérique) permet la mise au

point sur un plan particulier.

En plus de la reconstruction numérique adaptée par le majeur parti des holographistes,

une deuxième méthode qui est la reconstruction optique existe également. Elle se fait

en transmettant l’image enregistrée par la caméra CCD et stockée dans la mémoire d’un
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ordinateur, vers un afficheur à cristaux liquides LCD (Liquide Cristals Display). La fi-

gure d’interférence adressée sur l’afficheur agit comme un réseau qui diffracte la lumière

quand il est illuminé par l’onde de référence, l’image de l’objet est alors reconstruite sur

un écran.

I.5 Conclusion

Ce chapitre a présenté les fondements théoriques de l’holographie digitale, depuis

le principe d’enregistrement des hologrammes digitales jusqu’à la reconstruction numé-

rique du champ optique. L’étude des équations de propagation, notamment selon les

formulations de Fresnel et de Fourier, a permis de décrire le lien entre l’hologramme

enregistré et la distribution spatiale du champ complexe dans le plan objet. Ce cadre

théorique constitue une base essentielle pour la compréhension des mécanismes de for-

mation et de restitution des hologrammes numériques. L’holographie digitale a remplacé

l’holographie conventionnelle dans de nombreuses situations. De nombreuses études té-

moignent du développement de cette technique. Ce regain d’intérêt pour l’holographie

est essentiellement dû au développement récent des caméras CCD qui permettent d’en-

registrer en temps réel des hologrammes sur des dimensions de plus en plus impor-

tantes. Les recherches récentes montrent les applications de l’holographie digitale à la

biologie [25–27], à la médecine, [28–30], à la science des matériaux [31, 32], à l’indus-

trie [33–35] et à la mécanique des fluides [36–40].

Cependant, malgré ces avancées, l’holographie digitale présente une limite de ré-

solution spatiale, principalement liée à la taille des pixels du capteur.L’amélioration de

cette résolution par des dispositifs optiques plus complexes ou des capteurs de dernière

génération reste possible, mais le coût élevé et la complexité de mise en œuvre de tels

systèmes limitent considérablement leur utilisation pratique. Cette contrainte justifie le

recours à des approches numériques, plus flexibles et économiquement avantageuses,

pour pallier ces limites instrumentales.

Le chapitre II sera consacré au dévelopement et à l’ évaluation de méthodes numé-

riques d’amélioration de la résolution des hologrammes digitaux dans le but d’optimiser

la qualité des images reconstruites.

26



RÉFÉRENCES

[1] D. Gabor, ”M icroscopy by reconstructedwave-fronts,” Roy. Soc. Lond. A Mat, vol.

197, pp. 454–487, 1949.

[2] J. W. Goodman and R. W. Lawrence, ”Digital image formation fromelectroni-

callydetectedholograms,” Appl Phys Lett, vol. 11, no. 3, pp. 77–79, 1967, doi :

10.1063/1.1755043.

[3] M. Kronrod, N. Merzlyakov, and L. Yaroslavskii, ”Reconstruction of a Hologram-

with a Computer,” Soviet PhysicsTechnicalPhysics, vol. 17, no. July 1972, pp.

333–334, 1972.

[4] B. F. Fedorov and R. I. El’man, “Computer Synthesis of Holograms.,” Sov J Opt

Technol, vol. 39, no. 4, pp. 205–207, 1972.

[5] U. Schnars, “Direct phase determination in holograminterferometrywith use of di-

gitallyrecordedholograms,” Journal of the Optical Society of America A, vol. 11, no.

7, p. 2011, 1994, doi : 10.1364/josaa.11.002011.

[6] U. Schnars and W. Jüptner, “Direct recording of holograms by a CCD target

and numerical reconstruction,” Appl Opt, vol. 33, no. 2, p. 179, 1994, doi :

10.1364/ao.33.000179.

[7] U Schnars and W Jueptner, Digital holography : Digital Hologramrecording, Nu-

merical reconstruction and Rellation Techniques. Springer-Verlag Belin Heidelberg,

27



RÉFÉRENCES

2005.

[8] P.HARIHARAN, BASICS OF HOLOGRAPHY. Cambridge UniversityPress, 2002.

[9] H. Wang, D. Wang, J. Xie, and S. Tao, “Recording conditions of digital holography,”

in 27th International Congress on High-Speed Photography and Photonics, SPIE,

Jan. 2007, p. 62791J. doi : 10.1117/12.725187.

[10] X. Xiao and I. K. Puri, “Digital recording and numerical reconstruction of holo-

grams : an optical diagnostic for combustion,” 2002.

[11] U. Schnars and W. P. 0 Juptner, “Digital recording and reconstruction of holograms

in holograminterferometry and shearography,” 1994.

[12] P. Das, Lasers and Optical Engineering. Springer New York, 1991.

[13] J. W. Goodman, Introduction to Fourier Optics, Seconedit. McGraw-Hill, New York,

1996.

[14] H. K. V Lotschet al., Digital HolographicMicroscopy : Principles, Techniques and

Applications. Springer New York Dordrecht Heidelberg London, 2011.

[15] P. A. Blanche, Optical Holography-Materials, Theory and Applications. Elsevier,

2020. doi : 10.1016/B978-0-12-815467-0.00001-3.

[16] I. Acharya and D. Upadhyay, “Comparative Study of Digital Holography Re-

construction Methods,” Procedia Comput Sci, vol. 58, pp. 649–658, 2015, doi :

10.1016/j.procs.2015.08.084.

[17] P. Tankam, “Méthodes d’holographie numérique couleur pour la métrologie sans

contact en acoustique et mécanique,” Université du Maine, France, 2010.

[18] Y. Xing, M. Kaaniche, B. Pesquet-Popescu, and F. Dufaux, “Fundamental Principles

of Digital Holography,” Digital Holographic Data Representation and Compression,

pp. 3–18, 2016, doi : 10.1016/B978-0-12-802854-4.00002-1.

[19] P. Picart and S. Montresor, “Digital Holography,” Optical Holography : Materials,

Theory and Applications, pp. 83–120, Jan. 2020, doi : 10.1016/B978-0-12-815467-

0.00005-0.

[20] I. Acharya and D. Upadhyay, “Comparative Study of Digital Holography Recons-

truction Methods,” Procedia Comput Sci, vol. 58, pp. 649–658, Jan. 2015, doi :

10.1016/J.PROCS.2015.08.084.

28



RÉFÉRENCES

[21] U. Schnars and W. P. O. J. ¨ Uptner, “Digital recording and numerical recons-

truction of holograms,” 2002. [Online]. Available : http ://iopscience.iop.org/0957-

0233/13/9/201

[22] L. Xu, J. Miao, and A. Asundi, “Properties of digital holographybased on in-line

configuration,” vol. 39, no. December 2000, pp. 3214–3219, 2015.

[23] C. Zhao, D. Li, and A. Watson, “Digital holography and its applications,” in Procee-

dings of the IASTED International Conference on Intelligent Systems and Control,

2003, pp. 332–336. doi : 10.1117/12.570295.

[24] A. Rhisheekesanet al., “Review on digital holography techniques

using digital micromirrordevice,” Jun. 01, 2024, Elsevier Ltd. doi :

10.1016/j.optlaseng.2024.108120.

[25] Y. Wang, P. Ju, S. Wang, J. Su, W. Zhai, and C. Wu, “Identification of living and dead-

microalgaecellswith digital holography and verified in the East China Sea,” Mar Pol-

lut Bull, vol. 163, no. August 2020, 2021, doi : 10.1016/j.marpolbul.2020.111927.

[26] X. Lu, J. Chen, S. Liu, Z. Ma, Z. Zhang, and L. Zhong, “3D profile recons-

truction of biologicalsample by in-line image-plane phase-shifting digital micro-

scopicholography,” Opt Lasers Eng, vol. 50, no. 10, pp. 1431–1435, 2012, doi :

10.1016/j.optlaseng.2012.05.002.

[27] B. Rappaz, C. Depeursinge, and P. Marquet, “Digital HolographicMicroscopy

(DHM) for MeasuringBiophysicalParameters of Living Cells,” Biomedical Optical

Phase Microscopy and Nanoscopy, pp. 71–95, Jan. 2013, doi : 10.1016/B978-0-12-

415871-9.00005-3.

[28] N. Andrés, C. Pinto, J. Lobera, A. M. López, and V. Palero, “Digital holographyap-

plied to simultaneouslymeasure the shape and the radial deformation of a blood-

vessel( ex-vivo ),” vol. 129, no. April, 2020.

[29] G. Ustabaş Kaya and T. Ö. Onur, “Geneticalgorithmbased image reconstruction ap-

plying the digital holography process with the Discrete Orthonormal Stockwell-

Transform technique for diagnosis of COVID-19,” Comput Biol Med, vol. 148, no.

August, 2022, doi : 10.1016/j.compbiomed.2022.105934.

[30] P. Memmoloet al., “Differentialdiagnosis of hereditaryanemiasfrom a fraction of

blood drop by digital holography and hierarchical machine learning,” BiosensBioe-

lectron, vol. 201, no. January, p. 113945, 2022, doi : 10.1016/j.bios.2021.113945.

29



RÉFÉRENCES

[31] B. Shaet al., “Analysis of agglomerationparticle size near the burning surface of

aluminizedsolidpropellantbased on digital inlineholography,” Acta Astronaut, vol.

188, no. May, pp. 140–150, 2021, doi : 10.1016/j.actaastro.2021.07.015.

[32] M. Paturzoet al.,”Digital Holography , a metrologicaltool for quantitative analysis :

Trends and future applications,” vol. 104, no . November 2017,pp. 32-47, 2018

[33] E. Meteyer, F. Foucart, M. Secail-geraud, and P. Picart, “Full-field force identification

with high-speed digital holography,” vol. 164, no. December 2020, 2022.

[34] H. Yuan et al., “Accurate reconstruction for the measurement of tilt surfaces with

digital holography,” Opt Commun, vol. 496, no. February, p. 127135, 2021, doi :

10.1016/j.optcom.2021.127135.

[35] I. Yamaguchi, “Shape and deformationmeasurements of rough surfaces by

phase-shifting digital holography,” vol. 13, no. 4, pp. 70–72, 2021, doi :

10.4302/plp.v13i4.1127.

[36] L. Wang et al., “Modeling and verification of astigmatic digital off-axis holography

for burning droplet measurement in a flame tube,” Opt Lasers Eng, vol. 159, no.

August, p. 107219, 2022, doi : 10.1016/j.optlaseng.2022.107219.

[37] Z. Essaïdi, P. Lauret, L. Aprin, and P. Slangen, “Aerodynamic fragmentation of water

,ethanol and polyethylene glycol droplets investigated by high-speed in-line digital

holography,” vol. 122, no. October, 2021, doi : 10.1016/j.optmat.2021.111747.

[38] Y. Wu et al., “Picosecondpulsed digital off-axis holography for near-nozzle droplet

size and 3D distribution measurement of a swirlkerosene spray,” Fuel, vol. 283, no.

August 2020, 2021, doi : 10.1016/j.fuel.2020.119124.

[39] M. J. Berg, “Tutorial :Aerosolcharacterizationwith digital in-lineholography,” J Ae-

rosolSci, vol. 165, no. May, 2022, doi : 10.1016/j.jaerosci.2022.106023.

[40] L. Wang, L. Zhang, W. Lin, Y. Wu, and X. Wu, “Spray trajectory and 3D

droplets distribution of liquid jet in crossflowwith digital inlineholography,”

ExpThermFluidSci, vol. 139, no. September 2021, p. 110725, 2022, doi :

10.1016/j.expthermflusci.2022.110725.

30



CHAPITRE

II

AGRANDISSEMENT

D’HOLOGRAMMES DIGITAUX DE

PARTICULES PAR DIFFÉRENTES

TECHNIQUES D’INTERPOLATION

II.1 Introduction

L’holographie digitale [1]est une technique d’imagerie tridimensionnelle devenue

faisable, grâce au développement des capteurs d’image et des logiciels de traitement

de l’information optique. L’holographie digitale est utilisée actuellement dans différents

domaines. Son avantage par rapport à l’holographie classique est la non-nécessité à la

fois d’un procédé chimique et d’une onde de référence dans le processus de reconstruc-

tion. Toutefois, la zone d’enregistrement des capteurs CCD est beaucoup plus petite que

celle du film holographique utilisé en holographie classique. De ce fait, la taille de l’holo-

gramme enregistré est devenue petite et la résolution de l’objet reconstruit sur les images
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II.2 Interpolation

reconstruites est considérablement diminuée.

Pour surmonter ce problème, la méthode d’interpolation qui crée un hologramme

plus grand par insertion de nouveaux pixels est proposée.

Les résultats expérimentaux aident l’utilisateur à choisir l’algorithme approprié pour

obtenir des résultats optimaux.

II.2 Interpolation

L’interpolation [2–6] est une méthode mathématique fréquemment appliquée dans

de différents domaines y compris la reconnaissance de voix, la reconnaissance de formes,

l’analyse de données, la statistique, la mécanique, etc. Cette méthode consiste à trouver

une courbe ou une fonction qui passe à travers un ensemble de points donnés, et qui

peut être utilisée pour prédire la valeur de la fonction pour des valeurs de x qui ne sont

pas connues.

L’interpolation a des racines historiques qui remontent à l’Antiquit. Les mathémati-

ciens grecs anciens, tels que Pythagore et Euclide, ont utilisé des techniques d’interpo-

lation pour résoudre des problèmes géométriques. Au Moyen Âge, les mathématiciens

arabes, tels qu’Al-Khwarizmi et Omar Khayyâm, ont perfectionné les techniques d’inter-

polation pour résoudre des problèmes de géométrie et d’astronomie.

Au cours des siècles suivants, les mathématiciens européens ont continué à dévelop-

per des techniques d’interpolation pour résoudre des problèmes de géométrie, d’astro-

nomie, et de mécanique. Au XVIIe siècle, les mathématiciens tels que Pierre de Fermat

et Gilles Personne de Roberval ont introduit des méthodes d’interpolation polynomiale

pour résoudre des problèmes de géométrie et de mécanique. Au XVIIIe siècle, le mathé-

maticien Joseph-Louis Lagrange a développé la méthode d’interpolation de Lagrange,

qui est encore largement utilisée aujourd’hui.

Au XIXe siècle, les mathématiciens tels qu’Augustin-Louis Cauchy, Pierre-Simon La-

place et Joseph Fourier ont utilisé des techniques d’interpolation pour résoudre des pro-

blèmes de physique mathématique et de mécanique. Au cours du XXe siècle, des tech-
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niques d’interpolation plus complexes ont été créées par les mathématiciens et les ingé-

nieurs pour résoudre des problématiques de plus en plus compliqués dans les branches

de l’informatique, de l’électronique et de la robotique.

Avec l’avènement de l’apprentissage automatique, les techniques d’interpolation ont

évolué pour inclure des Algorithmes basées sur des réseaux de neurones qui ont montré

de très bons résultats pour résoudre des problèmes d’interpolation dans des domaines

tels que génération de données et la vision par ordinateur.

II.3 Interpolation d’image

L’interpolation d’image [7] est une technique qui a été développée depuis les années

1970 dans le domaine du traitement d’image numérique. C’est est un processus utilisé

pour augmenter la résolution d’une image numérique [8, 9]. Elle consiste à estimer les

valeurs des pixels manquants dans une image en utilisant les valeurs des pixels voi-

sins(figure II.1). Cela permet de remplir les zones vides dans une image pour la rendre

plus nette et plus détaillée.

Figure II.1 – interpolation d’image par insertion de nouveaux pixels [10]

Les premières techniques étaient simples et basées sur des algorithmes tels que la

méthode de bilinéaire et la méthode de Spline.

Au cours des années, des techniques plus avancées ont été mises au point, notam-

ment les approches fondées sur les réseaux de neurones pour l’interpolation en super-
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résolution générative. Toutefois, l’interpolation d’images reste un problème complexe en

raison de la nature exigeante du processus et de la nécessité de produire des images de

haute qualité à l’aide d’algorithmes performants et optimisés.

Avec le développement de l’intelligence artificielle et du deep learning, les réseaux

de neurones ont été largement utilisés pour l’interpolation d’image, ce qui a permis de

produire des images de haute qualité avec une précision meilleur. Les avancées actuelles

dans l’interpolation d’image sont en train de faire des progrès rapides pour produire des

images plus détaillées et plus précises.

L’interpolation d’image est largement utilisée dans les applications de traitement

d’image, comme la reconnaissance de formes, l’analyse d’images et la compression d’image.

Il existe plusieurs techniques d’interpolation d’image, on peut citer l’interpolation

au plus proche voisin, l’interpolation bilinéaire, l’interpolation bicubique et l’interpo-

lation par spline, qui utilisent différentes méthodes pour estimer les valeurs des pixels

manquants.

II.3.1 Interpolation au plus proche voisin :

L’algorithme d’interpolation au plus proche voisin [11–13] est l’algorithme d’inter-

polation le plus simple où la valeur du niveau de gris de pixel interpolée dans l’image

de sortie est déterminée par la valeur du niveau de gris de pixel voisin le plus proche à

proximité dans l’image d’entrée, il est autant connu sous le terme de réplication de pixels

ou interpolation d’ordre zéro.

La fonction d’interpolation est donnée par :

h(x) =

 1, 0 ≤ |x| < 0.5

0, 0.5 ≤ |x|
(II.1)

II.3.2 Interpolation bilinéaire :

Comme son appellation le suggère, cette méthode repose sur une interpolation li-

néaire effectuée dans deux directions successives, initialement dans le sens horizontal,
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puis dans le sens vertical, ou selon l’ordre inverse.L’interpolation bilinéaire [11] uti-

lise la moyenne pondérée des 4 pixels de voisinage pour calculer son pixel interpolé

final(figureII.2).

h(x) =

 1− |x|, 0 ≤ |x| < 1

0, 1 ≤ |x|
(II.2)

Figure II.2 – interpolation bilinaire

II.3.3 Interpolation bicubique :

L’interpolation [6, 9, 11] bicubique est l’interpolation cubique en deux dimensions.

L’interpolation bicubique peut être réalisée à l’aide d’un polynôme de Lagrange, de splines

cubiques, etc. La formule d’interpolation de splines cubiques du troisième degré consti-

tue une bonne approximation de la fonction sinc idéale. L’interpolation bicubique prend

une moyenne pondérée des 16 pixels pour calculer la valeur du niveau de gris du pixel

interpolé (figure II.3).

Figure II.3 – interpolation bicubique
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La fonction d’interpolation est donnée par :

h(x) =


(a+ 2)|x|3 − (a+ 3)|x|2 + 1, 0 ≤ |x| < 1

a|x|3 − 5a|x|2 + 8a|x| − 4a, 1 ≤ |x| < 2

0, 2 ≤ |x|

(II.3)

II.3.4 Interpolation par B-spline :

L’interpolation B-spline [14–19] est une méthode d’interpolation polynomiale utili-

sée pour augmenter la résolution d’une image ou pour remplir des trous dans une image.

Elle utilise des fonctions mathématiques appelées B-splines pour interpoler les valeurs

manquantes entre les pixels existants dans l’image. L’interpolation B-spline peut être

effectuée en plusieurs dimensions, ce qui la rend particulièrement utile pour l’agrandis-

sement d’images en 2D.

Les fonctions B-spline connectent les points de fonctions discrètes pour obtenir des

fonctions continues. Tous les éléments de la fonction discrète sont présents dans cette

conversion numérique-analogique sous forme de courbe lisse.

h(x) =
1
6


3|x|3 − 6|x|2 + 4, 0 ≤ |x| < 1

−|x|3 + 6|x|2 − 12|x|+ 8, 1 ≤ |x| < 2

0, 2 ≤ |x|

(II.4)

II.3.5 Interpolation par lanczos :

L’interpolation de Lanczos [20–22] est une méthode d’interpolation numérique qui

consiste à utiliser une fonction de base à sinusoïdes pour approximer une fonction don-

née. Elle est souvent utilisée pour lisser les données en supprimant les fréquences hautes

indésirables tout en préservant les fréquences basses désirables.

L’interpolation de Lanczos est similaire à d’autres méthodes d’interpolation telles

que la spline cubique, mais elle se distingue par l’utilisation d’une fonction de base parti-

culière appelée fonction de Lanczos, qui est définie comme un produit de sinus cardinal.

La fonction de Lanczos peut être ajustée pour contrôler la quantité de lissage appliquée
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aux données.

La fonction de Lanczos est définie par :

l(x) =

 sinc(πx)sinc
(
πx
a

)
, si − a < x < a

0 sinon
(II.5)

Sachant que : sinc(x) = sin(nπ)
πx Ce qui est équivalent à :

L(x) =


1 si x = 0
asin(πx)sin(πxa )

π2x2 , si 0 < |x| < a et x , 0

0 sinon

(II.6)

Où a est un entier positif.

II.3.6 Interpolation de Lagrange :

L’interpolation de Lagrange [6, 14–16, 18, 19, 22–24]est une méthode mathématique

utilisée pour trouver une fonction qui passe exactement par un ensemble de n points

(x0, y0), (x1, y1), ..., (xn−1, yn−1),l’équation d’interpolation de Lagrange est donnée par :

L(x) =
n−1∑
i=0

(yili(x)) (II.7)

Où L(x) est le polynôme d’interpolation de Lagrange, yi est la coordonnée y du point i,

et li(x) est le polynôme de Lagrange correspondant au point i, qui est défini par :

li(x) =
n−1∏

i=0,j,i

(x − xj)
(xi − xj)

(II.8)

L’équation d’interpolation de Lagrange de degré 4 et 5 est définit successivement par :

Lagrah4(x) =


1
2 |x|

3 − |x|2 − 1
2 |x|+ 1, si 0 ≤ |x| < 1

−1
6 |x|

3 + |x|2 − 11
6 + 1, si 1 ≤ |x| < 2

0, sinon

(II.9)
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Lagrahs(x) =



1
4 |x|

4 − 5
4 |x|

2 + 1, si 0 ≤ |x| < 1
2

−1
6 |x|

4 + 5
6 |x|

3 − 5
6 |x|

2 − 5
6 |x|, si 1

2 ≤ |x| <
3
2

− 1
24 |x|

4 + 5
12 |x|

3 − 35
24 |x|

2 − 25
12 |x|+ 1, si 3

2 ≤
5
2 < 3

2

0, sinon

(II.10)

L’interpolation d’image par Lagrange constitue une méthode permettant d’estimer

les valeurs des pixels manquants dans une image numérique. Cette approche vise à gé-

nérer une fonction polynomiale qui passe par un ensemble prédéfini de points, en l’oc-

currence, les pixels de l’image.

L’interpolation de Lagrange consiste spécifiquement à déterminer un polynôme de

degré n − 1, où n représente le nombre de points connus, qui passe précisément par ces

derniers. Ce polynôme peut par la suite être utilisé pour estimer les valeurs des pixels

absents.

La méthode de Lagrange implique d’exprimer la fonction polynomiale sous forme

de somme pondérée de polynômes de base, chacun de degré n − 1, qui sont construits

pour passer par un seul point. La fonction polynomiale résultante est alors obtenue en

additionnant les polynômes de base pondérés.

Cette technique d’interpolation peut être appliquée pour combler les valeurs man-

quantes dans une image ou pour améliorer sa résolution en insérant des pixels supplé-

mentaires entre les pixels déjà présents.

Le modèle mathématique de l’interpolation d’image par Lagrange peut être exprimé

comme suit :

Soit P (x,y) une image à interpoler avec des pixels d’entrée P (xi , yj) pour i = 1,2, . . .m et

j = 1,2, . . .n, où m et n sont les dimensions de l’image d’entrée.

On peut alors utiliser l’équation d’interpolation de Lagrange bivariable pour estimer la

valeur P (x,y) à un point (x,y) arbitraire entre les pixels d’entrée, qui est donnée par :

38



II.3 Interpolation d’image

P (x,y) =
m∑
i=0

n∑
j=0

P (xi , yi)Lj(x)Lj(y) (II.11)

où Li(x) et Lj(y) sont les polynômes de base de Lagrange définis comme suit :

Li(x) =
∏

k=0;1;···m,k,i

(x − xk)
(xi − xk)

(II.12)

Lj(x) =
∏

l=0;1;···n,l,j

(y − yl)
(yj − yl)

(II.13)

La formule ci-dessus indique que pour estimer la valeur de P (x,y), on multiplie chaque

pixel d’entrée P (xi , yj) par les polynômes de base de Lagrange Li(x) et Lj(x), puis on les

ajoute ensemble pour obtenir la valeur interpolée.

II.3.7 Interpolation de Newton

La formule suivante décrit la forme alternative du polynôme d’interpolation de New-

ton [6, 14–16, 18, 19, 22] qui est plus pratique que le polynôme de Lagrange :

p(x) = y0 + [x0x1](x − x0) + [x0x1x2](x − x0)(x − x1)+

[x0x1x2x3](x − x0)(x − x1)(x − x2) + · · ·+ [x0x1 · · ·xn](x − x0)(x − x1) · · · (x − xn)
(II.14)

Où les expressions entre crochets correspondent aux différences divisées telles que :

Ordre 1 :

[xixi+1] =
yi+1 − yi
xi+1 − xi

=
pi+1,0 − pi1
xi+1 − xi

= pi1 (II.15)

Ordre 2 :

[xixi+1xi+2] =
[xi+1xi+2]− [xixi+1]

xi+2 − xi
=
pi+1,1 − pi1
xi+2 − xi

= pi2 (II.16)

Ordre 3 :

[xixi+1xi+n] =
[xi+1xi+n]− [xi · · ·xi+n−1]

xi+n − xi
=
pi+1,n−1 − pi,n−1

xi+n − xi
= pin (II.17)
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D’une manière générale, on peut écrire la différence divisée d’ordre k au point xi de la

manière suivante :

Pik =
pi+1,k−1 − pi,k−1

xi+k − xi
avec


k = 1,2, · · · ,n

i = 0,1, · · · ,n− k

pi0 = yi ∀i = 0 : n

(II.18)

Le polynôme de Newton peut ainsi être exprimé sous la forme suivante :

p(x) = y0 +
n∑

k=1

p0k

k−1∏
j=0

(x − xj) (II.19)

L’interpolation de Newton peut être utilisée pour agrandir une image en augmentant

le nombre de pixels dans chaque direction. Le modèle mathématique pour agrandir une

image par l’interpolation de Newton est le suivant :

Soit I(x,y) l’image d’origine avec une résolution de M ×N , et I
′
(x
′
, y
′
) l’image agrandie

avec une résolution de M
′ ×N ′

La méthode d’interpolation de Newton utilise les points

voisins de chaque pixel d’origine pour estimer les valeurs des nouveaux pixels agrandis.

Pour un nouveau pixel agrandi I
′
(x
′
, y
′
) la formule d’interpolation de Newton s’écrit

comme suit :

I
′
(x
′
, y
′
) =

M∑
i=1

N∑
j=1

I(xi , yi)Li(x
′
, y
′
) (II.20)

Où les sommes sont prises sur les indices i et j de tous les pixels voisins de I
′
(x
′
, y
′
) , et

Li(x
′
, y
′
) sont les polynômes d’interpolation de Newton pour les coordonnées :

II.3.8 Interpolation par la transformée de Fourier :

La transformée de Fourier [8, 25, 26] est un outil mathématique fréquemment utilisé

en traitement de signal et en physique. Elle transforme une représentation spatiale d’un

signal en une représentation fréquentielle, elle nous renseigne aussi sur de l’aspect fré-

quentiel du signal à étudier.
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La formule suivante est utilisée pour décrire une fonction f (t) qui peut être intégrée à

une seule variable :

F {f (t)} = F(ω) =
∫ +∞

−∞
f (t)e−jωtdt (II.21)

La transformation de Fourier inverse est donnée par :

F −1 {F (ν)} = f (t) =
∫ +∞

−∞
F (ν)ejνtdν (II.22)

L’interpolation d’image par la transformée de Fourier est une méthode d’interpola-

tion qui utilise la transformation de Fourier pour interpoler les pixels manquants dans

une image. Cette technique est basée sur le fait que la transformation de Fourier d’une

image est une représentation fréquentielle de l’image qui peut être utilisée pour estimer

les fréquences manquantes.

La méthode d’interpolation en utilisant transformée de Fourier consiste à effectuer les

étapes suivantes :

1. Calculer la transformation de Fourier de l’image initiale.

2. Tronquer la transformation de Fourier pour enlever les hautes fréquences, ce qui

permet de réduire l’effet d’aliasing et de rendre l’interpolation plus précise.

3. Effectuer la transformation inverse de Fourier pour obtenir une image interpolée.

La formule mathématique pour l’interpolation d’image par transformée de Fourier est la

suivante :

f (x,y) = F −1 {T (F (f (x,y))h(x,y))} (II.23)

Où f (x,y) est l’image originale, F est la transformation de Fourier, F −1 est la transfor-

mation inverse de Fourier, T est le filtre de troncature des hautes fréquences, et h(x,y)

est la fonction de fenêtrage pour éviter les effets de bord.

Il existe plusieurs fonctions de fenêtrage couramment utilisées pour l’interpolation

d’image par transformée de Fourier, notamment :

II.3.8.1 Fenêtre de Hamming :

Cette fonction de fenêtrage est utilisée pour réduire les effets de bord dans l’image.

Elle est définie par la formule suivante [27, 28] :

w(n) = 0.54− 0.46cos(2πn/N ) (II.24)
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Où N est la taille de la fenêtre et n est un indice allant de 0 à N − 1.

II.3.8.2 Fenêtre de Hann :

Cette fonction de fenêtrage est similaire à la fenêtre de Hamming, mais elle a une

réponse impulsionnelle plus lisse. Elle est définie par la formule suivante [27–29] :

w(n) = 0.5(1− cos(2πn/N )) (II.25)

II.3.8.3 Fenêtre de Blackman :

Cette fonction de fenêtrage est utilisée pour réduire les effets de bord et la distorsion

spectrale. Elle est définie par la formule suivante [27–29] :

w(n) = 0.42− 0.5cos(2πn/N ) + 0.08cos(4πn/N ) (II.26)

II.3.8.4 Fenêtre de Kaiser :

Cette fonction de fenêtrage est employée pour atténuer les effets de repliement spec-

tral et réguler la largeur de la bande passante du filtre. Elle est définie par l’expression

suivante [27, 30] :

w(n) =

i0

β
√(

1−
(
n−N

2
N
2

)2
)

I0β
(II.27)

Où I0 est la fonction de Bessel modifiée d’ordre zéro et β est un paramètre de forme qui

contrôle la largeur de la fenêtre.

Ces fonctions de fenêtrage sont conçues pour atténuer les effets de bord de l’image et

pour minimiser la distorsion spectrale lors de l’interpolation. Le choix de la fonction de

fenêtrage dépend de la qualité et des caractéristiques de l’image originale, ainsi que de

l’application visée.

II.3.9 Interpolation par Ondelettes :

Les ondelettes [31–34] proviennent de ce que l’on désigne sous le terme d’onde mère

(mother wave). Il est possible de représenter tout signal 2L en utilisant une base d’onde-
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II.3 Interpolation d’image

lettes, lesquelles sont essentiellement des versions dilatées et translatées de l’onde mère.

Une base d’ondelettes permet de représenter un signal continu x(t) de la manière sui-

vante :

x(t) =
∑

W (a,b)Ψa,b(t) (II.28)

La contribution de l’ondelette Ψ(a,b) associée à l’onde mère est pondérée par W (a,b) qui

représente son poids :

Ψ(t) =
1
a
Ψ

(
t − b
a

)
(II.29)

L’échelle est représentée par a et la translation par b La pondération de chaque ondelette

est alors donnée par l’expression suivante :

W (a,b) =
∫ +∞

−∞
x(t)Ψ ∗a,b(t)dt (II.30)

Les ondelettes doivent appartenir à l’espace L2 ce qui signifie qu’elles sont intégrables au

carré, et répondre à la condition d’admissibilité suivante :

Ψ (ω)|ω=0 =
∫ +∞

−∞
Ψ (t)e−jωtdt|ω=0 (II.31)

Cette condition est nécessaire pour garantir la reconstruction du signal d’origine x(t) à

partir de la transformée inverse d’ondelettes.

L’interpolation d’image par ondelettes est une méthode qui exploite la transforma-

tion en ondelettes pour améliorer la résolution d’une image. Elle est fréquemment utili-

sée pour rehausser la qualité des images à faible résolution en reconstruisant les hautes

fréquences spatiales manquantes.

L’approche par ondelette consiste à décomposer l’image originale en plusieurs ni-

veaux de résolution, en utilisant une transformation en ondelettes. Cette décomposition

produit une série de coefficients d’ondelettes qui contiennent des informations sur les

fréquences spatiales de l’image. Ensuite, les coefficients d’ondelettes peuvent être inter-

polés pour augmenter la résolution de l’image en introduisant des techniques d’interpo-

lation telles que l’interpolation linéaire ou l’interpolation par Spline. Enfin, une trans-

formation inverse en ondelettes est utilisée pour reconstruire l’image à une résolution

plus élevée.
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II.3 Interpolation d’image

La méthode d’interpolation utilisée pour les coefficients d’ondelettes détermine la

formule mathématique pour l’interpolation d’image par ondelette. De manière générale,

l’interpolation par ondelette consiste à appliquer une technique d’interpolation aux co-

efficients d’ondelettes pour reconstruire les hautes fréquences spatiales de l’image. Une

fois les coefficients d’ondelettes interpolés, une transformation inverse en ondelettes est

appliquée pour obtenir l’image interpolée.

Soit f (x,y) l’image originale de taille M ×N . La décomposition en ondelettes de f (x,y)

produit une série de coefficients d’ondelettes a(j,k) de taille M/2j ×N/2j pour chaque

niveau de résolution j et chaque position k.

II.3.9.1 Interpolation des coefficients d’ondelettes :

Les coefficients d’ondelettes peuvent être interpolés en utilisant une méthode d’in-

terpolation, telle que l’interpolation linéaire. Par exemple, l’interpolation linéaire des

coefficients d’ondelettes a(j,k) pour obtenir les coefficients d’ondelettes interpolés b(j,k)

peut être exprimée comme suit :

b(j,k) = a(j,k) +
1
2

(a(j + 1,2k) + a(j + 1,2k + 1)) (II.32)

II.3.9.2 Reconstruction de l’image interpolée :

Une fois les coefficients d’ondelettes interpolés, la transformation inverse en onde-

lettes peut être utilisée pour reconstruire l’image interpolée f
′
(x,y) :

f
′
(x,y) =

∑∑
b(j,k)Ψ (j,k;x,y) (II.33)

où Ψ (j,k;x,y) est la fonction d’ondelette correspondant aux coefficients d’ondelettes

b(j,k) et représente une ondelette de résolution j et de position k.

La méthode d’interpolation utilisée pour les coefficients d’ondelettes, ainsi que les

fonctions d’ondelettes spécifiques utilisées pour la décomposition et la reconstruction

d’images, peuvent influencer l’adaptation de cette formule mathématique générale.
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II.4 Montage expérimental

Une source lumineuse laser He-Ne d’une longueur d’onde de 632,8nm émet un fais-

ceau qui passe d’abord à travers un filtre spatial et un système de collimation. Ce fais-

ceau arrive ensuite sur un cube séparateur (BSC) qui divise la lumière en deux : une

partie traverse directement une cellule en quartz de 1×1×5cm3 remplie d’eau contenant

des microparticules, tandis que l’autre partie est dirigée vers les miroirs (M1,M2,M3)

permettant d’observer la scène sous un angle différent (dans notre cas 90◦). Après in-

teraction avec les particules dans la cellule, les faisceaux issus des différentes directions

(vue directe et vue orthogonale) sont transmis vers une caméra CCDSony de 960 ∗ 1280

pixels, qui enregistrent les motifs lumineux générés. La taille de pixel du capteur est de

4.65× 4.65µm2. La distance d’enregistrement est de (54cm).

Figure II.4 – Montage d’enregistrement basé sur la configuration hors axe à deux vues

et deux faisceaux.

Ces images sont finalement envoyées à un ordinateur pour un post traitement. Les

hologrammes enregistrés sont reconstruits numériquement par la transformée de Fres-

nel.
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II.5 Comparaison des méthodes d’interpolation et évalua-

tion de la qualité des images interpolées

II.5.1 Mesure de SNR, PSNR, MSE & SSIM :

Le SNR (rapport signal sur bruit) [24,35,36] représente le rapport entre la puissance

moyenne d’un signal et la puissance du bruit de fond présent, tandis que le PSNR (rap-

port signal sur bruit de pic) est le rapport entre la puissance maximale possible d’un

signal et celle du bruit. Le SNR et le PSNR sont généralement exprimés sur une échelle

logarithmique en décibels et peuvent être formulés de la manière suivante :

SNR = 10log10

∑
j
∑

j a
2
i;j∑

i
∑

j(ai,j − bi,j)2 (II.34)

P SNR = 10log10
255
MSE

(II.35)

Le PSNR permet d’évaluer la qualité de l’agrandissement d’une image ; plus la valeur du

PSNR est élevée, meilleure est la qualité de l’image.

Le MSE [35–37], ou erreur quadratique moyenne, représente l’écart quadratique moyen

entre l’image d’origine et l’image interpolée. La formule suivante peut être utilisée pour

calculer le MSE :

MSE =

∑
i
∑

j(ai,j − bi,j)2

m,n
(II.36)

Où m et n sont respectivement les nombres de lignes et de colonnes.ai,j et bi,j dési-

gnent respectivement l’image d’origine et l’image interpolée.Lorsque les deux images

sont identiques, la MSE sera nulle.

SSIM [36, 37] signifie la similarité structurelle, elle est considérée comme une me-

sure de qualité.La SSIM est une nouvelle approche pour calculer la similarité entre deux

images, tandis que la première est considérée comme une image comparée, et la seconde

est considérée comme une image d’excellente qualité. Il peut donner des résultats entre 0

et 1, où 1 signifie une qualité parfaite et 0 signifie une mauvaise qualité. La valeur SSIM

est définie comme suit :

SSIM(a,b) =

 2µbµa +C1

µ2
a +µ2

b +C1

 .2σbσa +C2

σ2
a σ

2
b +C2

 .[σbσa +C3

σbσa +C3

]
(II.37)
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Ou b est l’image agrandie et a est l’image originale ; µ et σ2 sont la valeur moyenne et

la variance pour les images a ou b, et σba est la variance croisée entre les image b et

a.C1,C2,C3 sont des constantes ; et généralement C1 = C2,C3 = 1

Pour évaluer la qualité des images interpolées, les mesures SNR, PSNR, MSE et SSIM

(II.34), (II.35), (II.36) et (II.3) respectivement) ont été calculées pour comparer les tech-

niques d’interpolation.

II.5.2 Temps du traitement

Le temps de traitement désigne la durée nécessaire à la méthode d’interpolation pour

traiter une image. Il est crucial d’évaluer la vitesse de calcul ainsi que la complexité de

la méthode utilisée.

II.6 Résultats et discussion

Pour évaluer les performances de diverses fonctions d’interpolation, elles sont im-

plémentées dans MATLAB sur un ordinateur portable équipé d’un processeur Intel(R)

Core(TM) i5-4258U 2,40 GHz, 4,0 Go de RAM.Pour comparer les performances des dif-

férents algorithmes, une image holographique numérique des particules est prise (Fi-

gure II.5a).Cette image est réduite de moitié par interpolation bicubic(Figure II.5b).Cette

image de taille réduite est ensuite agrandie égale à sa taille d’origine en utilisant dif-

férentes fonctions d’interpolation (figure II.5c, II.5d, II.5e, II.5f, II.5g, II.5h, II.5i, II.5j,

II.5k). Le rapport signal sur bruit (SNR), le signal sur bruit maximal (PSNR), l’erreur

quadratique moyenne (MSE), l’indice de similarité structurelle (SSIM) de ces images sont

calculés par rapport à l’image d’origine et représentés graphiquement (figure II.6, figure

II.7 et figure II.8) successivement. Le temps de traitement est tabulé dans (table II.1) et

représenté graphiquement (Figure II.9).

II.6.1 Qualité visuelle

D’après la figure II.5 , l’image de particule traitée par la méthode du plus proche

voisin donne un aspect visuel mauvais par rapport aux autres méthodes.Cela est dû à

la faible interaction avec les pixels proches, lors du calcul du pixel cible.Cela provoque
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II.6 Résultats et discussion

l’apparition de créneaux, d’escaliers et d’une luminosité non uniforme. Bilinéaire, Bicu-

bic et Lancoz3 ont presque les mêmes performances en termes d’apparence visuelle.De

même, les images produites par Spline, Newton et Fourier sont également presque iden-

tiques.Cependant, toutes ces méthodes ont de meilleures performances que celles du

plus proche voisin.Parmi les résultats obtenus pour les techniques Lagarange et wavelet

ont un aspect visuel comparativement mauvais par rapport au Spline, Newton et Fourier.

II.6.2 Qualité métrique

La figure II.6 montre que le PSNR est plus élevé pour la méthode Lanczos3, Bicubic

puis Bilinéaire (51,51dB, 50,22 dB et 45,52 dB respectivement) Au contraire, Wavelet,

Lagrange et Fourier donnent la valeur la plus faible de PSNR (respectivement 16.59

dB,16.86 dB, 27.83 dB) Cependant, d’après la figure II.7, le MSE est minimum pour

la méthode Lanczos3, Bicubic puis Bilinéaire (respectivement 30320.79, 40830.44 et

120420.13).Au contraire, Lagrange, Wavelet et Fourier donnent la valeur de MSE la plus

élevée (5156745.34, 4043070.57 et 324668.73). On peut observer que la mesure SSIM

(figure II.8) a une bonne corrélation avec la mesure PSNR ;on constate que le meilleur

SSIM est obtenu si Lanczos3, Bicubic et Bilinéaire sont utilisés. D’après le résultat de la

figure II.9, la méthode au plus proche voisin est la méthode la plus lente, prenant plus de

0.040373 secondes pour traiter une image.Le deuxième plus lent est Bilinéaire, qui prend

environ 0.034984 secondes.Wavelet est la méthode la plus rapide avec les techniques

d’interpolation Newton et Lanczos3 prenant respectivement 0.018560 s ,0.019680 s et

0.020146 s.
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(a) (b)

(c) (d) (e)

(f) (g) (h)

(i) (j) (k)

Figure II.5 – Agrandissement d’hologramme digitale par différentes techniques

d’interpolation, (a) hologramme digitale, (b) hologramme digitale réduit à sa moitié, (c)

interpolation au plus proche voisin ,(d) interpolation Bilinéaire, (e) interpolation

Bicubique, (f) interpolation Lanczos, (g) interpolation Spline, (h) interpolation de

newton, (i) interpolation de Lagrange,(j) interpolation de Fourier, (k) interpolation

ondelette.
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Table II.1 – Comparaison de temps de traitement des méthodes d’interpolation

Méthode d’interpolation Temps d’exécution (second)

Interpolation au plus proche voisin 0.040373 seconds

Interpolation Bilinéaire 0.034984 seconds

Interpolation Bicubique 0.020712 seconds

Interpolation Spline 0.020146 seconds

Interpolation Lanczos 3 0.020649 seconds

Interpolation de Newton 0.019680 seconds

Interpolation de Lagrange 0.022032 seconds

Interpolation de Fourier 0.021816 seconds

Interpolation ondelette 0.018560 seconds

Figure II.6 – Valeur de SNR et PSNR de l’hologramme de particules agrandies par

différentes méthodes d’interpolation.
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II.6 Résultats et discussion

Figure II.7 – Valeur de MSE de l’hologramme de particules agrandies par différentes

méthodes d’interpolation.

Figure II.8 – Valeur de SSIM de l’hologramme de particules agrandies par différentes

méthodes d’interpolation.
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II.6 Résultats et discussion

Figure II.9 – Comparaison de temps de calcule des méthodes d’interpolation

D’après les résultats on peut dire que :

-L’interpolation au plus proche voisin est facile à implémenter, mais elle peut entraî-

ner une perte de qualité et des artefacts visuels.

-L’interpolation bilinéaire utilise une interpolation linéaire pour estimer les valeurs

des nouveaux pixels agrandis en utilisant les valeurs des pixels voisins de l’image origi-

nale. Elle est donc plus précise que l’interpolation au plus proche voisin.

- L’image obtenue par interpolation bicubic est légèrement plus nette que celle pro-

duite par l’interpolation bilinéaire et elle n’a pas l’aspect décousu produit par l’interpo-

lation au plus proche voisin.

- L’avantage de l’interpolation Spline par rapport à d’autres méthodes d’interpola-

tion, comme l’interpolation bilinéaire ou bicubique, est qu’elle peut produire des images

plus lisses et de meilleure qualité.

- L’interpolation de Lanczos est fréquemment employée pour améliorer la qualité de

l’image en minimisant les artefacts et en augmentant la résolution.

- L’interpolation de Lagrange peut également engendrer des artefacts dans l’image
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finale, surtout lorsque le nombre de pixels utilisés est insuffisant pour représenter de

manière adéquate la variation de la fonction d’origine.

- L’interpolation d’image par Newton est une méthode efficace pour agrandir ou ré-

duire une image en utilisant l’interpolation polynomiale pour estimer les valeurs des

pixels manquants.

La transformée de Fourier constitue une méthode efficace pour l’interpolation d’images,

car elle permet de limiter l’aliasing ainsi que la perte de détails, tout en préservant la qua-

lité globale de l’image. Elle offre également un traitement plus approprié des hautes fré-

quences spatiales que la transformée en ondelettes, ce qui peut conduire à une meilleure

qualité d’image.

II.7 Conclusion

Ce chapitre se concentre sur l’agrandissement d’images holographiques numériques

par différentes techniques d’interpolation dans le but d’améliorer la résolution de ces

images.La qualité de l’image agrandie dépend du type de la technique d’interpolation

utilisée dans le processus d’agrandissement. Ces techniques sont ensuite évaluées et

discutées.Chaque technique d’interpolation présente ses propres avantages et inconvé-

nients. Dans cette étude, les résultats des algorithmes ont montré que les méthodes Lanc-

zos3, Bicubic, et Bilinéaire ont la valeur la plus faible de MSE et la valeur la plus élevée

de PSNR et SSIM et ce qui les rend appropriées pour le grossissement des images holo-

graphiques numériques 3D et super résolution.
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CHAPITRE

III

APPLICATION DE LA RÉDUCTION

D’OUVERTURE EN HOLOGRAPHIE

DIGITALE POUR LA DÉTECTION DE

POSITION DE PARTICULES

III.1 Introduction

L’holographie digitale [1–3] est une technique d’imagerie 3D capable de fournir des

informations quantitatives sur l’amplitude et la phase. De nombreuses améliorations ont

été apportées ces dernières années, que ce soit au niveau des arrangements optiques ou

des algorithmes de traitement numérique des images, afin de rendre l’holographie nu-

mérique un instrument d’imagerie à haut débit capable d’offrir un outil de diagnostic

pour des applications dans divers domaines scientifiques, y compris le suivi des parti-

cules dans le flux [4–7], biomedicale [8–11] et la cytometrie [12–14]
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L’holographie numérique appliquée à l’étude des particules de type traceur dans

un écoulement [1, 4–7] est devenue une technique bien établie en raison de sa capa-

cité à enregistrer l’information tridimensionnelle à partir d’un seul hologramme et de

sa profondeur de champ intrinsèquement étendue. Cette grande profondeur de champ,

bien qu’avantageuse pour l’imagerie volumique, engendre toutefois un problème analy-

tique majeur lors de la reconstruction numérique : la réponse axiale étendue du système

conduit à une superposition d’images focalisées et défocalisées provenant de différentes

positions en profondeur, compliquant significativement la localisation précise des parti-

cules le long de l’axe optique [15].

Les premières stratégies développées pour traiter cette ambiguïté reposent sur la

reconstruction numérique multi-plans et l’utilisation de critères de mise au point afin

d’identifier la position axiale optimale des particules. Différents critères basés sur l’ana-

lyse de l’amplitude, du contraste ou de la netteté ont été proposés, incluant l’intégrale

d’amplitude, les métriques de gradient ou les critères de parcimonie [16–19]. Ces ap-

proches constituent la base des méthodes d’auto focalisation en holographie numérique,

mais leur coût computationnel élevé et leur sensibilité au bruit et au speckle limitent

leur efficacité pour les écoulements denses ou fortement chargés.

Parallèlement, des méthodes fondées sur une modélisation physique du processus de

formation de l’hologramme ont été largement explorées. L’ajustement des hologrammes

à des modèles analytiques issus de la diffraction de Fresnel ou de la théorie de Mie per-

met une estimation simultanée de la position tridimensionnelle et des propriétés phy-

siques des particules avec une excellente précision axiale [20–22]. Ces approches ont été

étendues à des formulations en problèmes inverses et à des méthodes de reconstruction

conjointe exploitant la redondance temporelle, améliorant la résolution axiale et per-

mettant le suivi précis de particules en mouvement brownien ou en écoulement [23–25].

Néanmoins, leur applicabilité reste limitée par des hypothèses restrictives sur la forme

et l’isolement des particules, ainsi que par une complexité numérique importante.

Afin de réduire directement l’extension axiale de la réponse du système, des tech-

niques de traitement volumique et de déconvolution tridimensionnelle basées sur la

modélisation de la fonction d’étalement du point ont été proposées, permettant une

compression de la réponse en profondeur et une amélioration de la localisation axiale
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à partir d’un hologramme unique [24–26]. Ces méthodes demeurent toutefois sensibles

aux erreurs de modélisation de la PSF et au bruit expérimental. D’autres travaux ont ex-

ploré des stratégies optiques et numériques visant à limiter les contributions hors-plan,

telles que le filtrage spatial et la suppression de l’image jumelle en holographie hors-

axe [27, 28], ainsi que le filtrage en profondeur et l’utilisation de multiples longueurs

d’onde pour améliorer la discrimination axiale [29–31].

Le codage optique de la profondeur constitue une autre voie importante pour contour-

ner le problème de la grande profondeur de champ. L’introduction contrôlée d’aberra-

tions, en particulier l’astigmatisme, permet d’encoder la position axiale dans la forme

des images de particules et d’accéder à une localisation tridimensionnelle sans recons-

truction volumique entière [32, 33]. Ces méthodes sont particulièrement adaptées aux

écoulements micro fluidiques, mais nécessitent une calibration fine du système optique

et restent sensibles aux aberrations résiduelles.

Des approches plus récentes ont cherché à dépasser les limitations des méthodes ana-

lytiques classiques en combinant la modélisation physique du processus de diffraction,

des contraintes de parcimonie favorisant des reconstructions creuses, et des techniques

d’apprentissage automatique (Deep Learning).

Les méthodes de reconstruction parcimonieuse adaptative permettent d’estimer conjoin-

tement la PSF et le champ reconstruit, améliorant la robustesse face aux écarts entre

le modèle théorique et le système réel [34]. Par ailleurs, l’apprentissage profond (Deep

Learning) a été utilisé pour la reconstruction holographique, la suppression de l’image

jumelle et la localisation rapide de particules à partir d’un seul hologramme, ouvrant la

voie à des traitements en temps quasi réel [35]. Bien que certaines techniques issues de

l’imagerie ultrarapide et de la focalisation temporelle relèvent d’un cadre différent, elles

illustrent l’intérêt croissant pour des stratégies de codage et de reconstruction avancées

afin de contrôler la localisation spatio-temporelle de l’information optique [36].

Afin de réduire le problème analytique inhérent à la grande profondeur de champ

pendant la reconstruction holographique, la technique des deux vues a été dévelop-

pée [37–39], offrant une reconstruction du volume depuis deux perspectives distinctes et

améliorant la précision axiale tout en limitant les erreurs de localisation des microparti-
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cules.

Dans la configuration de Boucherit et al [38, 39] deux hologrammes sont enregistrés

simultanément à 90◦, ce qui permet, en croisant les données des deux vues, de locali-

ser les particules avec une plus grande précision. Mebarek-Azzem et al [40] ont rendu

cette technique plus abordable en supprimant le faisceau de référence et en la rendant

plus compacte avec moins d’éléments optiques. Cette dernière technique pourrait être

appliquée à l’analyse réelle des flux de canaux [41]. Malheureusement, pour de telles

études, le traitement, en raison de la grande densité de particules, est plein de difficul-

tés. D’une part, il est nécessaire d’augmenter le nombre de particules d’ensemencement

pour observer les variations de l’écoulement du fluide. D’autre part, lorsque la densité

des particules est relativement élevée, la détection devient relativement difficile.

L’une des techniques utilisées par plusieurs auteurs est la segmentation des holo-

grammes. La segmentation d’images [42] est une opération de traitement d’images qui

permet de diviser l’image en régions homogènes sur la base de certaines caractéristiques

tels que les niveaux de gris ou la texture.

La segmentation a été appliquée à la microscopie holographique numérique [43, 44]

et à la macroscopie holographique [45,46] pour la caractérisation quantitative et la recon-

naissance des spécimens biologiques. Les chercheurs ont déjà mis au point diverses mé-

thodes de segmentation des images holographiques reconstruites numériquement [47–

50] pour reconnaître et localiser les objets.

Dans la technique de Yong-Seok Choi et Sang-Joon Lee [47], l’hologramme est recons-

truit à différentes distances ; la profondeur est déterminée en balayant la série d’images

reconstruites segmentées.

Dans les travaux de Bahram Javidi et al [48], l’hologramme est reconstruit à diffé-

rentes distances, l’extraction des caractéristiques est effectuée en mesurant la similarité

entre les séries d’images reconstruites segmentées. Cependant, cette technique est ap-

pliquée sur l’image reconstruite et la reconnaissance des particules qui ont les mêmes

coordonnées x et y et un z différent devient difficile.
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Pour résoudre ce problème, nous proposons une nouvelle technique basée sur la com-

binaison de la technique des deux vues et de la technique de réduction de l’ouverture de

l’hologramme (traitement de l’hologramme partie par partie).

L’idée de diviser l’hologramme enregistré avant de traiter les informations a déjà été pré-

sentée dans la littérature [51]. Dans les recherches récentes [52–56], l’hologramme en-

registré a été divisé en plusieurs sous-hologrammes (petites ouvertures) et chaque sous-

hologramme a été reconstruit séparément.

La technique des deux vues permet de localiser les particules avec une plus grande

précision en croisant les données des deux vues, la technique de réduction d’ouverture

permet de traiter l’hologramme partie par partie, ce qui permet de trouver la distribution

des particules dans chaque volume local facilement et avec précision. Il est alors possible

de synthétiser les résultats de toutes les petites ouvertures pour trouver la distribution

totale dans tout le volume étudié. [56].

Ce chapitre présente la procédure de cette technique et une application expérimen-

tale pour l’étude des particules dans le cas d’une configuration à deux vues orthogonales.

En outre, les particules sont segmentées individuellement pour l’extraction de leurs co-

ordonnées. Ainsi, la combinaison de la technique de réduction de l’ouverture et de la

technique des deux vues orthogonales permet de détecter la position des particules en

3D dans un grand canal fluidique.

III.2 Principe de la réduction d’ouverture

La technique de réduction d’ouverture est basée sur le fait qu’un hologramme H est

une ouverture rectangulaire de Nx×Ny pixels qui peut être divisée en P sous-hologrammes

(sous-ouvertures) Hi de nx ×ny pixels chacun. On peut donc l’écrire :

H(Nx,Ny) =
p∑

i=1

Hi(nx,ny) (III.1)
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Figure III.1 – principe de la technique de la réduction d’ouverture

Chaque sous-hologramme est ensuite reconstruit et traité séparément (figure III.1).

La formule de reconstruction pour chaque sous-hologramme dans l’approximation de

Fresnel est la suivante :

Γi(m,n) =
i
λd

exp
(
−i2π

λ
d
)

exp
[
−iπλd

(
m2

M2∆x2 +
n2

N 2∆x2

)]
×

M−1∑
k=0

N−1∑
l=0

ER(k, l)Hi(k, l)exp
[
−i π

λd

(
k2∆x2 + l2∆y2

)]
exp

[
i2π

(
km
M

+
ln
N

)] (III.2)

Ou nx = M, ny = N , est le nombre de pixels du sous-hologramme Hi(nx,ny),λ est la lon-

gueur d’onde de la lumière et d est la distance de reconstruction.

Pour m = 0,1 · · ·M − 1, n = 0,1. . .N − 1

Il est à noter que les ouvertures peuvent se chevaucher et que les dimensions (nx×ny)

peuvent changer d’une ouverture à l’autre. Les parties qui se chevauchent sont éliminées
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au cours des étapes de traitement.

Il est nécessaire de tenir en compte du fait qu’un hologramme agit comme une len-

tille d’imagerie convergente dans le premier ordre de diffraction [50] (figure III.2 , ce qui

conduit à l’identification de la région de l’objet étudié.

Figure III.2 – Hologramme agissant comme une lentille convergente.

III.3 Validation expérimentale

En premier temps nous avons utilisé une configuration hors axe représentée ci-dessous

(figure III.3 et figure III.4 ).

Une source lumineuse laser He-Ne d’une longueur d’onde de (632,8nm) émet un

faisceau qui traverese successivement un objectif de microscope (OM) et un filtre spatial

(FS), dont la fonction est d’améliorer la qualité du faisceau en supprimant les compo-

santes haute fréquence indésirables. Il est ensuite collimaté par une lentille (L) avant

d’atteindre un cube séparateur (CS), qui le divise en deux trajets distincts. Le premier

trajet se propage directement vers l’objet, ici représenté par un ensemble d’épingles. Le

second trajet est réfléchi par le cube puis redirigé par un miroir (M) de manière à for-

mer un faisceau de référence. Les deux faisceaux objet et de référence sont finalement

dirigés vers une caméra CCD Sony de 960 ∗ 1280 pixels, où ils interfèrent, permettant

l’enregistrement du front d’onde issue de l’optique. La taille des pixels du capteur est

de 4.65×4.65µm2. Les hologrammes enregistrés sont ensuite envoyés vers un ordinateur

pour le traitement.
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Figure III.3 – Montage d’holographie digitale hors axe (OM : objectif de microscope,

FS : filtre spatiale, CS : cube séparateur, M : miroir)

Figure III.4 – Image photographique de montage d’holographie digitale hors axe

L’hologramme est découpé en deux sous ouvertures horizontales et verticales en uti-

lisant la fonction matlab « imcrop » (la procédure peut s’élargir à N ouvertures en chan-

geant les dimensions horizontales ou verticales). Les hologrammes résultants sont en-

suite reconstruits par la transformé de Fresnel.

On remarque que l’image reconstruite de l’hologramme globale (figure III.5) contient

3 épingles dont la première avec le bout de la tige et la boule, la deuxième avec une partie

de la tige et la boule mais la troisième avec presque la tige complète et une partie de la

boule.

L’image reconstruite de la première ouverture horizontale (figureIII.6e) contient 3

épingles la première avec une le bout de la tige et la boule, la deuxième avec une partie
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de la tige et une partie de la boule mais la troisième avec presque la tige complète (ab-

sence de la partie de la boule).

L’image reconstruite de la deuxième ouverture horizontale (figure III.6f) contient 3

épingles la première avec la boule (absence de bout de la tige), la deuxième avec le bout

de la tige et la boule mais la troisième avec une partie de la tige et une partie de la boule.

L’image reconstruite de la première ouverture verticale (figure III.7e) contient 2 la

première avec le bout de la tige et la boule et la deuxième avec une partie de la tige et de

la boule

L’image reconstruite de la deuxième ouverture verticale (figure III.7f) contient 2

épingles la première avec une partie de la tige et de la boule et la deuxième avec presque

la tige complète et une partie de la boule.

(a) (b)

(c) (d)

Figure III.5 – a) hologramme, b) image reconstruite, c) ordre (-1) sélectionné, d) image

photographique de l’objet(épingles)
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(a) (b)

(c) (d)

(e) (f)

Figure III.6 – a) la première ouverture horizontale, c) son image reconstruite, e) l’ordre

(-1) sélectionné, b) la deuxième ouverture horizontale, d) son image reconstruite, f)

l’ordre (-1) sélectionné.

66



III.3 Validation expérimentale

(a) (b)

(c) (d)

(e) (f)

Figure III.7 – a) la première ouverture verticale, c) son image reconstruite, e) l’ordre (-1)

sélectionné, b) la deuxième ouverture verticale, d) son image reconstruite, f) l’ordre (-1)

sélectionné.
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réduction d’ouverture

D’après les résultats représentés sur (figure III.5), (figure III.6) et (figure III.7) on

remarque que l’image reconstruite de chaque ouverture sélectionnée contient juste une

partie de l’objet (pas de perte de résolution) parce que les informations sont codées en

fonction de leur distribution fréquentielle spatiale contrairement aux hologrammes clas-

siques où les fréquences spatiales sont uniformément réparties sur la totalité de la sur-

face de l’hologramme.

Dans ce cas, on s’est limité à deux sous-ouvertures en gardant la même dimension

horizontale, mais la procédure peut s’élargir à N ouvertures en changeant les dimen-

sions horizontales ou verticales.

La réduction d’ouverture fonctionne donc convenablement sur les hologrammes digi-

taux, ce qui permet d’aller chercher l’information voulue là où on prévoit sa localisation.

Cette prévoyance est basée sur la connaissance préalable sur la nature de l’objet d’étude.

III.4 Localisation de microparticules par holographie di-

gitale hors axe à deux vues et réduction d’ouverture

Le dispositif expérimental (figure III.8, figure III.9) mis en œuvre dans le processus

d’enregistrement des hologrammes des particules est présenté dans le chapitre II.

Figure III.8 – Montage d’holographie digitale hors axe à deux faisceaux et deux

vues [40]
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Figure III.9 – Image photographique du montage d’holographie digitale hors axe à deux

faisceaux et deux vues

L’angle formé entre l’axe optique et le faisceau réfléchi par le miroir 3 désigné comme

"vue orthogonale", était de 1.48◦. Cet angle doit être inférieur à l’angle maximal (θmax)

déterminé par le critère d’échantillonnage de Shannon dans la configuration d’hologra-

phie numérique hors axe, tel que défini par la relation suivante :

θmax = 2arcsin
(

λ
4∆x

)
(III.3)

Avec λ représente la longueur d’onde de la lumière utilisée et ∆x est la taille des pixels

de la caméra CCD.

Toute diminution de l’angle entre les deux vues entraîne une réduction de la distance

d’enregistrement et amplifie la répartition des fréquences spatiales des franges.
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L’intensité [40] enregistrée par la caméra CCD peut s’écrire comme suit :

ICCD = (Odir +Oort) (Odir +Oort)
∗

O2
dir +O2

ort︸       ︷︷       ︸
1

+OdirO
∗
ort︸    ︷︷    ︸

2

+O∗dirOort︸    ︷︷    ︸
3

(III.4)

où Odir et Oort sont respectivement le faisceau direct et le faisceau orthogonal, et * repré-

sente le complexe conjugué. Le terme 1 représente la somme des intensités individuelles

des deux faisceaux. Les termes 2 et 3 représentent la distribution complexe de l’ampli-

tude des deux vues.

Lors de l’étape de reconstruction, chaque hologramme doit être multiplié par son onde

de référence. En ne tenant compte que des termes relatifs à l’image, on obtient

OdirOdirO
∗
ort︸    ︷︷    ︸

2

+OortO
∗
dirOort︸    ︷︷    ︸

3

= O2
dirO

∗
ort +O2

ortO
∗
dir (III.5)

Lors du processus de reconstruction, les deux objets d’onde sont présents. Dans le pro-

cessus numérique, il suffit de multiplier par une onde directe ou orthogonale.

L’hologramme enregistré est reconstruit à l’aide des formules de diffraction de Fresnel

(équation(III.2)), et l’image de phase est ensuite extraite pour être utilisée dans l’analyse.

Figures III.10a ,III.10b montrent l’hologramme original complet, son image reconstruite

selon l’algorithme de la transformée de Fresnel.
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(a) (b)

Figure III.10 – Hologramme enregistré (a), sa reconstruction (b)

III.5 Analyse numérique de l’hologramme :

L’analyse numérique d’hologrammes digitaux nous permet de décrire de manière

quantitative l’information fournie par ces hologrammes. Cette analyse nous permet de

segmenter les particules. L’hologramme binarisé résultant constitue une cartographie

des particules à partir de laquelle différents paramètres sont automatiquement calculés

telles que la position des particules et leurs dimensions.

La figure III.11 représente les différentes étapes suivies pour l’analyse de l’hologramme.
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III.5 Analyse numérique de l’hologramme :

Figure III.11 – Processus d’analyse d’hologrammes pour localiser les microparticules

III.5.1 Prétraitement de l’hologramme :

Pour faciliter l’observation visuelle, les images reconstruites sont agrandies par la

technique d’interpolation bi-cubique [57].

L’étape de prétraitement des images commence par la lecture de l’hologramme qui

est suivi par la minimisation du bruit présent dans celui-ci. Le bruit est donc estimé et

soustrait de l’hologramme, ensuite un ajustement de contraste de l’images résultante est

effectuée (figure III.12c figure III.12d).
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(a) (b)

(c) (d)

Figure III.12 – a) vue directe, b) vue orthogonale, c) vue directe après soustraction de

bruit et ajustement de contraste, d) vue orthogonale après soustraction de bruit et

ajustement de contraste,

III.5.2 Création de la version binaire des images :

La phase suivante consiste à générer la version binaire de l’hologramme par seuillage

(figure III.13) en choisissant une valeur de seuil appropriée.

Pour créer la version binaire d’une image en compare tous les niveaux de gris de

l’image au seuil, puis on affecte la valeur 0 aux pixels dont les niveaux de gris sont infé-

rieurs au seuil et la valeur 1 pour les autres pixels ou inversement

J(x,y) =

 0, si I(x,y) < seuil

1 sinon
(III.6)

La binarisation des images a été réalisée par une méthode hybride combinant un seuil

global calculé par la méthode de conservation des moments [58], et un ajustement local

avec la méthode Otsu [59] sur des blocs, permettant d’améliorer la précision de la seg-

mentation. Cette stratégie permet d’adapter la binarisation aux variations locales d’in-

tensité tout en conservant la robustesse du seuil global.
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(a) (b)

(c) (d)

Figure III.13 – a) vue directe, b) vue orthogonale, c) version binaire de la vue directe, d)

version binaire de la vue orthogonale

III.5.3 Extraction des coordonnés des particules :

Une fois la version binaire de l’hologramme est créée, on arrive à la phase la plus

importante qui est l’extraction des coordonnées (x,y,z) des particules. Pour cela on déter-

mine les centroïdes des particules. Pour déterminer les coordonnées (x,y) des particules,

on calcule les centroïdes des particules de la vue directe (figure III.14), et la coordonnée

z par calcule des centroïdes des particules de la vue orthogonale (figure III.15). La cor-

respondance des particules est représentée sur la (figure III.16). La localisation 3D est

faite par croisement des données des deux vues.
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III.5 Analyse numérique de l’hologramme :

Figure III.14 – extraction des centroïdes des particules de la vue directe

Figure III.15 – Extraction des centroïdes des particules de la vue orthogonale
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III.5 Analyse numérique de l’hologramme :

Figure III.16 – correspondances des particules des deux vues

III.5.4 Localisation 3D des particules :

Pour la représentation 3-D du volume, les coordonnées XY sont obtenues de la vue

directe (figure III.17c), et la coordonnée Z est obtenue de la vue orthogonale (figure

III.17d).
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III.5 Analyse numérique de l’hologramme :

(a) (b)

(c) (d)

Figure III.17 – a) vue directe, b) vue orthogonale, c) les coordonnées (x,y) des particules

de la vue directe, d) les coordonnées (z,y) des particules de la vue orthogonale.

Ensuite, le croisement des deux vues permet la reconstruction du volume 3D comme

illustré à la figure III.18.
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Figure III.18 – représentation 3D des positions de particules

Dans les images suivantes, l’hologramme est divisé en différents sous-hologrammes (ou-

vertures) qui sont ensuite reconstruits individuellement et séparément.

Les paramètres de reconstruction qui sont la longueur d’onde de la lumière(632,8nm),

la taille des pixels de la caméra (4,65x4,65µm2) et la distance de reconstruction(54cm)

restent les mêmes pour tous les sous-hologrammes.

La résolution de surface (nombre de pixels) peut varier en fonction de l’ouverture sélec-

tionnée. Une différence dans la distance de reconstruction sépare la vue à 0◦ de celle à

90◦.
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III.5 Analyse numérique de l’hologramme :

(a) (b)

(c)

Figure III.19 – Hologramme (a) divisé en deux ouvertures (b et c).

La figure III.19a montre le principe de sélection de deux sous-hologrammes super-

posés de mêmes dimensions. Les figures (III.19b et III.19c) montrent les deux sous-

hologrammes coupés horizontalement pour obtenir une taille similaire de 640 ∗ 1280

pixels chacun.

Nous avons conservé la même dimension horizontale que l’hologramme original

pour les deux sous-hologrammes. Par application de même processus d’analyse d’ho-

logramme décrit au-dessus on obtient les résultats représentés sur les figures (III.20 et

III.21)
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III.5 Analyse numérique de l’hologramme :

(a) (b)

(c) (d)

(e) (f)

(g)

Figure III.20 – Reconstruction de la première ouverture : (a) hologramme (première

ouverture), (b) reconstruction d’ouverture, (c) vue directe agrandie, (d) vue orthogonale

agrandie, (e) détection de particules en vue directe, (f) détection de particules en vue

orthogonale et (g) Représentation 3D des particules détectées.
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III.5 Analyse numérique de l’hologramme :

(a) (b)

(c) (d)

(e) (f)

(g)
Figure III.21 – Reconstruction de la première ouverture : (a) hologramme (deuxième

ouverture), (b) reconstruction d’ouverture, (c) vue directe agrandie, (d) vue orthogonale

agrandie, (e) détection de particules en vue directe, (f) détection de particules en vue

orthogonale et (g) Représentation 3D des particules détectées.
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III.5 Analyse numérique de l’hologramme :

Les figures (III.20, III.21a, III.21b, III.21c, III.21d, III.21e et III.21f) montrent res-

pectivement la reconstruction de chaque sous-hologramme, l’agrandissement des deux

vues, la localisation des particules pour chaque vue et le résultat du croisement des vues

(localisation 3- D).

Afin de comparer la représentation 3D de l’hologramme complet à celles obtenues

par les deux ouvertures, ces dernières sont synthétisées (ou fusionnées) à l’aide de la cor-

rélation et les coordonnées des particules sont représentées sur le même graphique que

l’hologramme complet d’origine.

Figure III.22 – Assemblage des résultats des deux sous-ouvertures et superposition avec

la distribution des particules de l’ensemble de l’hologramme.

La figureIII.22 montre les résultats de l’assemblage des deux ouvertures et leur su-

perposition sur la représentation 3D de l’hologramme initial.

Les résultats montrent que, dans ce cas de démonstration, le nombre de particules

détectées et leur localisation à l’aide de la technique de réduction de l’ouverture sont

identiques à ceux de la détection directe. En présence d’une concentration de particules

élevée, la situation est susceptible de changer.
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III.5 Analyse numérique de l’hologramme :

Afin d’étudier les performances de la technique, le même travail est appliqué sur

un autre hologramme à forte concentration de particules. L’objet est des microparticules

solides en polyester (diamètre moyen 200µm et densité 1,37g/cm3) injectée dans un canal

fluidique de 300x300mm2 de section contenant de l’eau.
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III.5 Analyse numérique de l’hologramme :

(a) (b) (c)

(d) (e)

(f)

Figure III.23 – Hologramme enregistré (a), vues agrandies (vue directe (b) et vue

orthogonale (c)), détection de particules à partir des deux vues (vue directe (d) et vue

orthogonale (e)) et la particule 3-D répartition (f).
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III.5 Analyse numérique de l’hologramme :

La figure (III.23a, III.23b, III.23c, III.23d, III.23e, III.23f) montre successivement

l’hologramme original complet, les deux vues orthogonales à analyser, les particules dé-

tectées sur chaque vue et leur représentation finale en 3D.

Dans ce cas, l’hologramme est divisé en quatre zones qui se chevauchent, comme le

montre la figure III.24.

Figure III.24 – Hologramme divisé en quatre ouvertures.

Chaque ouverture est ensuite reconstruite et traitée séparément de la même manière

que dans le cas de deux ouvertures. Dans ce qui suit, nous ne présentons que les ouver-

tures (figures III.25a, III.25c, III.25e et III.25g) et leur représentation particulaire tridi-

mensionnelle (figures III.25b, III.25d, III.25f et III.25h).

Les quatre ouvertures sont fusionnées pour obtenir la distribution totale des parti-

cules et superposées à la distribution totale de l’hologramme entier (figure III.26).
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III.5 Analyse numérique de l’hologramme :

(a) (b)

(c) (d)

(e) (f)

(g) (h)

Figure III.25 – Quatre ouvertures (a, c, e et g) et quatre représentations de particules 3D

(b, d, f et h).
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III.5 Analyse numérique de l’hologramme :

Figure III.26 – Les résultats des ouvertures et leur superposition sur la vue de

l’hologramme complet.

Les résultats montrent à nouveau que, dans ce cas de démonstration, le nombre de

particules détectées et leur emplacement à l’aide de la technique de réduction de l’ou-

verture sont identiques à ceux de la détection directe.

III.5.5 Détermination des diamètres des particules :

Dans la littérature [60–64], une variété de paramètres de forme est utilisée pour iden-

tifier la morphologie des particules. Ces mesures morphologiques sont essentielles pour

mieux comprendre la dynamique des particules irrégulières.

L’une des difficultés fondamentales à l’analyse morphologique réside dans la sélec-

tion du paramètre de forme.

L’un des paramètres les plus pertinents pour caractériser la nature des particules est

le diamètre de Féret, est défini comme la distance entre deux tangentes parallèles aux

bords opposés de la particule. Une illustration des diamètres minimum et maximum est

présentée dans la figure III.27.
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III.5 Analyse numérique de l’hologramme :

Figure III.27 – Diamètre de féret d’une particule

Pour déterminer les diamètres des particules, on crée une enveloppe qui entoure

chaque particule ensuite on mesure l’étendue spatiale de chaque particule (figure III.28,

figure III.29) dans différentes directions de 0 à 180°, puis on calcule le diamètre moyen

de chaque particule.

(a) (b)

Figure III.28 – a) Particule sélectionnée, b) Détermination de diamètre d’une particule
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III.6 Conclusion

Figure III.29 – Variation de diamètre des particules en fonction de l’angle

D’après la figure III.29 on remarque que le diamètre des particules varie selon leurs

formes géométriques et que le diamètre moyen mesuré est autour de 200µm, cette valeur

mesurée numériquement est proche à celle donnée par le constructeur.

III.6 Conclusion

Nous avons démontré dans ce travail que, comme en microscopie, nous pouvons ob-

tenir des informations locales sur un hologramme numérique en utilisant une nouvelle

technique basée sur la combinaison de la technique des deux vues et de la technique de

réduction de l’ouverture de l’hologramme.

La technique des deux vues permet de localiser les particules avec une plus grande

précision en croisant les données des deux vues.
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III.6 Conclusion

La technique de réduction d’ouverture permet de traiter l’hologramme partie par

partie, puisqu’un hologramme agit comme une lentille convergente, il est donc possible

de rechercher les données nécessaires en traitant la région de leur bonne position.

On peut alors diviser l’hologramme en plusieurs parties appelées ouvertures, chaque

ouverture peut être traitée séparément et tous les résultats peuvent ensuite être synthé-

tisés pour obtenir l’ensemble des informations.

Cette technique a été appliquée à la détection des positions des particules de type

traceur ainsi que leurs nombres et leurs dimensions.

Les résultats sont identiques avec ceux obtenus par le traitement de l’hologramme

entier.La technique est donc très intéressante dans le cas d’hologrammes de particules

sur des flux de canaux réels avec des densités élevées de particules.

La technique de détection 3D présentée ouvre de nouvelles perspectives d’applica-

tions en cytométrie de flux basée sur l’holographie numérique.
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CONCLUSION GÉNÉRALE

Cette thèse a été consacrée à l’application de la technique de réduction d’ouverture

en holographie digitale pour la localisation tridimensionnelle de microparticules dans

un volume. L’objectif principal était de surmonter les limites liées à la profondeur de

champ et à la faible résolution des capteurs CCD utilisés pour l’enregistrement des ho-

logrammes numériques.

Dans ce cadre, nous avons combiné la technique de la réduction d’ouverture avec

l’holographie digitale hors axe à deux faisceaux et à deux vues, afin d’améliorer la qua-

lité de la reconstruction volumique et la précision de localisation de microparticules. Une

attention particulière a été portée à l’augmentation de la résolution des hologrammes

numériques par interpolation d’images, dont plusieurs méthodes ont été étudiées, pro-

grammées et évaluées à l’aide d’indicateurs objectifs tels que le SNR, le PSNR, le MSE, le

SSIM et le temps de calcul. Cette analyse comparative a permis d’identifier la méthode

d’interpolation la plus performante pour nos besoins expérimentaux.

Sur le plan expérimental, un montage d’holographie digitale hors axe à deux fais-

ceaux et deux vues a été réalisé afin d’enregistrer les hologrammes numériques de mi-

croparticules. Les hologrammes obtenus ont été reconstruits numériquement à l’aide de

la transformée de Fresnel sous l’environnement MATLAB. Des algorithmes ont été déve-
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loppés pour le traitement des hologrammes, la binarisation et segmentation des images

reconstruites, ainsi que pour la localisation tridimensionnelle des particules par calcul

du centre de masse selon les coordonnées (x,y,z).

Les résultats obtenus ont mis en évidence la validité et la robustesse de la méthode de

la réduction d’ouverture. En effet, la synthèse des sous-ouvertures reconstruites permet

d’obtenir une reconstruction 3D du volume global avec une meilleure précision et une

résolution améliorée sans perte d’information.

D’un point de vue scientifique, cette approche offre une contribution originale à l’op-

tique numérique en démontrant le potentiel de la réduction d’ouverture appliquée à l’ho-

lographie digitale. Elle ouvre également des perspectives prometteuses pour la caractéri-

sation tridimensionnelle non destructive d’objets microscopiques, avec des applications

possibles en métrologie optique, biophotonique et contrôle industriel.

Enfin, ce travail constitue une première étape vers le développement d’outils au-

tomatisés de localisation et de caractérisation 3D à partir d’hologrammes numériques.

Des travaux futurs pourraient s’orienter vers l’optimisation du traitement en temps réel,

l’extension à des particules en mouvement de tailles variées, à l’analyse de milieux com-

plexes ou encore l’intégration d’algorithmes d’intelligence artificielle pour la détection

automatique des particules ainsi que l’amélioration de la résolution optique du système

d’enregistrement d’hologramme numérique.

En conclusion, cette recherche a permis de démontrer la pertinence et le potentiel de

la réduction d’ouverture appliquée à l’holographie digitale, en posant les bases d’une ap-

proche fiable et performante pour la reconstruction et la localisation tridimensionnelle

de microparticules.
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Résumé

De nos jours l’holographie digitale s’impose au fil des mois comme une technique tridimen-
sionnelle de visualisation et de mesure dans différents domaines. Particulièrement dans le do-
maine de la mécanique des fluides où elle est largement utilisée à travers ses deux configurations
en ligne et hors axe. La première se caractérise par deux inconvénients majeurs, la présence des
différents ordres sur le même axe et la limitation aux faibles concentrations de particules. Le
schéma hors axe surmonte ces inconvénients par la séparation spatiale des ondes objet et de ré-
férence et des ordres reconstruits d’une part et s’adapte à de fortes concentrations. Seulement à
la reconstruction, le fait que la profondeur de focalisation qui est relativement élevée, perturbe
la localisation exacte des particules dans le volume d’étude. Ce travail de thèse consiste à cher-
cher une solution à ce problème qui sera basée sur l’optique géométrique à savoir la réduction
d’ouverture du système optique.
Mots clés :Mots clés : Holographie digitale, particules solides, réduction d’ouverture.

Abstract

Nowadays, digital holography is established as a three-dimensional visualization and measu-
rement technique in different fields. Particularly in the field of fluid mechanics where it is widely
used with its both configurations, on-axis and off-axis. The first one is characterized by two ma-
jor drawbacks, the presence of different orders on the same axis and the limitation to low particle
concentrations. The off-axis scheme overcomes these drawbacks by the spatial separation of the
object and reference waves and the reconstructed orders on one hand and on the other hand could
be adapted to high concentrations. However, in the reconstruction, the fact that the focusing depth
is relatively high disrupts the exact location of the particles in the study volume. This thesis work
consists to find a solution to this problem, which will be based on geometric optics, named the
aperture reduction of the optical system.
Keywords : digital holography, solid particles, aperture reduction

اिऻڪٌۘ

৖৑ ෛ੼ٺܹڰ۰، ৖৑؇෠੼ت ሒᇭ ا৙৑ًأ؇د ሒᇉఈఃٔ واܳگ٭؇س ይዧٺݱިߌߵ ۰ෛ஖را ّگٷ٭۰ اᆇᅪීෂ٭۰ اරජިܳިୖ୒اڣ٭؇ ّأُڎّ ،๤ཚ؇੆اࠍ اܳިڢب ሒᇭ
દઊިواܳٺܝ ا௱௯௫ިر) আॻ༟) اࠍ੅ޚ޶ દઊިاܳٺܝ :؇ዛዀྡྷ཯ިܝਐಸ واݿؕ َޚ؇ق আॻ༟ ૭ُ૜ٺ༱ڎم ۋ٭ت اৎ৊ިافؕ Ⴄၽਃ಻Ⴄၽ݁٭ ෠੼؇ل ሒᇭ ؇ಣಈᕬ
وا৖৑ڢٺݱ؇ر ا௱௯௫ިر، َڰݴ আॻ༟ ا௰௯௫ٺܹڰ۰ اࠍ੆٭ިد ೞಾُر وۏިد ؇ᆇᆅو ،ඔ൹ފ٭྘ཬر ඔ൹ًأ٭ٴ ا৙৑ول દઊިاܳٺܝ ଩ଃറണ೭ ا௱௯௫ިر. ༠؇رج
ሒᇃႤၽৎ৊ا اܳڰݱܭ ఈః༠ل ݆݁ اܳأ٭ިب ۱ڍه আॻ༟ ڣ٭ٺ؞ܹص ا௱௯௫ިر، ༠؇رج દઊިاܳٺܝ أ݁؇ ࠯࠵࠾ފ٭݄؇ت. اৎ৊ٷۛڰݯ۰ ଩ଃا܋ଫଐܳا আॻ༟
ஓ୷ܝ݆ أරඝى ۏ۰۳ و݆݁ ਍ಸ؇ؤ۱؇، اৎ৊أ؇د اࠍ੆٭ިد ೞಾُر ඔ൹ً ዻዧᄔცو اৎ৊ݠۏأ٭۰، ۰༥ިৎ৊وا اࠍ੊ފ݄٭۰ ۰༥ިৎ৊ا :ඔ൹ިۏٺৎ৊ا ඔ൹ً
ොູڎࢴࣖ لأُ٭ݑ ૭૙ྟ٭ً؇ اৎ৊ݠّڰؕ اܳٴޝرة ᆇᅦݑ أن ሒᇭ റണ೺ټܭ ᄭႍၽ݁ލ ݆݁ ሒᇃ؇ّأ اܳٴٷ؇ء إ༟؇دة أن ଫଃ༚ اܳأ؇ܳ٭۰. ଩ଃا܋ଫଐܳا ؕ݁ ّܝ٭٭ڰ۬
ً؇৖৑؜ٺ݄؇د ،ᄭႍၽލৎ৊ا ୒ୖڍه ༡ܭ إ෠ຬ؇د ሒᇭ ۰༡ޗݠو৙৑ا ۱ڍه ᆇᅦܭ റണ೭ټܭ اᄴᄟراݿ۰. ܾ࿭੗ دا༠ܭ ࠯࠵࠾ފ٭݄؇ت اᄴᄟڢ٭گ۰ اৎ৊ިاڢؕ

اܳٴ๤ཡي. اܳٷޙ؇م ۰༲ڣٺ ਐಸگܹ٭ܭ لأُݠف ؇݁ ఈః༠ل ݆݁ ا୒ୖٷڎݿ٭۰، اܳٴ๤ཡل؇ت ݁ٴ؇دئ আॻ༟
.۰༲اܳڰٺ ّگܹ٭ܭ اܳݱܹٴ۰، اࠍ੊ފ٭݄؇ت اᆇᅪීෂ٭۰، اරජިܳިୖ୒اڣ٭؇ اिऻء׫ոؼמ١: اڤոஈ࿦࿮ت
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