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Abstract

The rapid advancement of Natural Language Processing (NLP), particularly through
transformer-based architectures, has led to powerful large language models (LLMs)
capable of generating human-like text for a variety of tasks, including question answering,
content creation, and document completion. While these innovations bring transformative
benefits, they also introduce ethical risks—most notably the potential for generating
deceptive content at scale. Deepfake text poses a growing threat in digital ecosystems,
enabling disinformation, academic fraud, and online manipulation.

In response, many efforts have been made and emerged to address the challenge of
detecting Al-generated text. However, existing approaches overwhelmingly focus on
English, overlooking the linguistic complexity and vulnerability of Arabic. This thesis
addresses that gap by proposing a novel detection framework tailored to Arabic deepfake
text. Leveraging state-of-the-art transformer models and curated Arabic corpora, we
develop and evaluate scalable detection techniques that account for Arabic’s richness. Our
empirical results demonstrate high precision in distinguishing human-authored from
machine-generated content, thereby contributing to the ethical deployment of generative
Al in multilingual contexts and strengthening defences against Al-driven misinformation.

Keywords: Machine Learning, Transfer Learning, Generative Al, Large Language
Models, Deepfake Text, Human-authored text, Al-Generated Text Detection.
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CHAPTER |

Introduction

Misinformation, often spread rapidly and widely through social media, has emerged as a
critical issue with far-reaching consequences [1, 148]. Instances of misinformation have
been linked to public health crises [2, 3], political instability [4, 5], and social unrest [7].
For example, during the COVID-19 pandemic, the spread of false information about the
virus and its treatment led to confusion, mistrust in health authorities, and, in some cases,
harmful health practices [6]. Similarly, misinformation has been shown to influence
election outcomes, as seen in various political campaigns where false narratives were
disseminated to sway public opinion [8, 149].

The advent of advanced artificial intelligence (Al) and machine learning (ML) technologies
has further complicated the issue of misinformation [9]. Generative models, such as those
based on deep learning architectures, have achieved remarkable success in producing
synthetic content that is increasingly difficult to distinguish from authentic material [10,
11, 12]. These models can generate realistic images, videos, audio recordings, and text,
collectively referred to as "deepfakes." Among these, Al-generated text poses a unique and
significant challenge [13], particularly in languages with complex structures and diverse
morphology, such as Arabic.

The ability of Al models to generate coherent and contextually relevant text has raised
concerns about the potential for misuse [159, 160]. In the Arab world, the implications are
particularly profound. The Arabic language, with its complex script and rich morphology,
presents unique challenges for natural language processing (NLP) tasks [14, 150]. The
script's cursive nature, the presence of multiple forms for each letter depending on their
position in a word, and the language's use of diacritics all contribute to the complexity of
processing Arabic text.

Undetected Al-generated Arabic text has serious repercussions. In the realm of news
media, synthetic text can be used to spread false information, manipulate public opinion,
and undermine the credibility of genuine news sources. In education, the availability of Al-
generated essays and academic content poses a threat to the integrity of educational
institutions, as it can facilitate plagiarism and academic dishonesty [151]. On social media,
Al-generated text can be employed to spread misinformation, fuel polarization, and incite
social unrest.

Addressing these challenges requires the development of robust detection mechanisms
capable of identifying Al-generated text with high accuracy. However, the task is not



straightforward. Al models, particularly those based on large language models like GPT
(Generative Pre-trained Transformer), are designed to mimic human writing styles, making
it increasingly difficult to distinguish between human-generated and machine-generated
text [152]. The lack of discernible patterns or "fingerprints” in Al-generated text adds to
the complexity of detection efforts.

This thesis aims to contribute to the ongoing efforts to combat Al-generated, or "deepfake
text", focusing on the Arabic language. The research develops and evaluates models
tailored to the unique characteristics of Arabic text. The work builds upon existing research
in NLP and machine learning, exploring both detection and attribution tasks to effectively
identify and differentiate Al-generated content from human-written text.

The contributions of this thesis are expected to have broader implications beyond the
Arabic language. The methodologies and models developed can potentially be adapted for
use in other languages, particularly those with similar linguistic complexities. Moreover,
the research underscores the importance of maintaining the integrity of information in a
digital society, where the proliferation of Al-generated content poses a threat to trust and
reliability.

In summary, this thesis addresses a critical and timely issue in the field of NLP, with the
potential to enhance the detection of Al-generated text in Arabic and beyond. The research
not only advances the technical capabilities of NLP but also contributes to the broader goal
of ensuring the authenticity and trustworthiness of digital content in an era where
misinformation can have profound societal impacts.

1.1. Problem Statement

The problem addressed in this thesis is the detection of Al-generated Arabic text, which
poses significant challenges due to the language's characteristics and the sophistication of
Al models. Current detection techniques often fall short in accurately identifying synthetic
text, especially in languages like Arabic, where cultural and linguistic nuances can
complicate analysis. In order to address these limitations, the present research proposes
novel approaches tailored to the specific case of the Arabic language.

Deepfake text detection is a challenging problem from NLP and Al perspectives. Similar
to the concept of detecting deepfake videos in the computer vision domain, this problem
revolves around the task of discerning between authentic textual content and artificially
generated text created by advanced large language models. Given the increased skill of
language models at producing grammatically correct and contextually coherent passages,
the main difficulty lies in creating effective approaches to discriminate between authentic
and synthesized textual content.

The problem can be framed as a classification task (with two distinguished classes: real
text and deepfake text). Each input text sample x; is assigned a label y; € {0,1}, with O
denoting authentic text and 1 representing deepfake text. The goal is to train the detector
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to learn a function: f: x; +~ y; that generalises well to previously unseen text instances,
while being resilient to the evolving sophistication of language models utilised in
generating synthetic content. In this thesis, the text authored by a human is referred to as
“real text”.

1.2. Objectives and Research Questions
Aim & Objectives:

The ultimate goal is to develop more sophisticated methods for distinguishing Al-text

from human produced text.

The objectives of this research are to:

1. Develop and evaluate detection models specifically for Al-generated Arabic text in
the media and the educational environments.

2. Compare the performance of these models with human detection capabilities.

3. Explore methods for accurately attributing text segments to their true authors,
whether human or Al.

Research Questions :

In particular, this dissertation will examine three main research questions:

RQ1: What are effective model-based approaches for detecting Al-generated
Arabic text in media and academic domains?

RQ2: To what extent can human evaluators reliably detect deepfake text
compared to automated detection systems?

RQ3: What techniques can be employed to attribute authorship of text segments
accurately, distinguishing between human and Al origins in mixed text?

1.3. Main Contributions
This thesis contributes to the field of natural language processing (NLP) by:

e Development of Arabic-specific Deepfake Text Detection Models:
This thesis introduces novel transformer-based models specifically optimized for
detecting Al-generated Arabic text. These models address the morphological
richness and syntactic specifics of the Arabic language—challenges that are often
overlooked in existing detection systems predominantly designed for English.

e Empirical Evaluation of Human Versus Machine Detection Capabilities:
A systematic comparative study is conducted to assess the effectiveness and
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reliability of human evaluators in detecting deepfake text, benchmarked against
state-of-the-art machine learning models. This evaluation provides critical insights
into the limitations of human judgment in the context of Al-authored content.

e Segment-Level Authorship Attribution Techniques:
The thesis proposes and validates new methodologies for attributing authorship at
the segment level, distinguishing between human- and Al-generated portions
within a single document. This granular approach enhances forensic linguistic
capabilities and supports the development of explainable detection systems.

e Curated Arabic Corpora for Al-Generated Text Research:
Purpose-built datasets comprising both human-authored and machine-generated
Arabic texts are compiled, annotated, and made available for research use. These
corpora fill a significant resource gap in the field and provide a foundation for
future investigations into Arabic-language generative Al detection.

1.4. Thesis Overview

This thesis is structured to systematically address the challenge of detecting Al-generated
("deepfake™) text in the Arabic language, progressing from foundational concepts to
advanced methodologies and broader implications. The manuscript is organized into seven
chapters, each building on the preceding ones to provide a cohesive exploration of the
research problem. Below is an overview of the chapters and their contributions:

This current chapter established the context, motivation, and significance of the research.
It outlined the general risks posed by Al-generated text in Arabic, particularly in domains
such as news media, education, and social platforms. The chapter articulated the problem
statement, research objectives, and key contributions, concluding with a roadmap of the
thesis structure.

Chapter 2 provides the theoretical and contextual foundation for understanding deepfake
text generation and detection. It introduces key concepts, including types of deepfakes,
generative Al technologies for producing deepfake text, ethical implications, and a
preliminary overview of deepfake text detection. The chapter synthesizes interdisciplinary
perspectives to contextualize the technical and societal challenges of deepfake text.

The third chapter critically evaluates existing research on Al-generated text detection. It
identifies gaps in the literature, particularly the lack of Arabic-specific detection
frameworks. By situating the thesis within broader academic discourse, this chapter
justifies the novelty and necessity of the proposed approaches.

Focused on the news media domain, chapter 4 presents a set of fine-tuned models for
detecting Al-generated Arabic news content. It compares the model’s performance with
human evaluators, highlighting the limitations of unaided human judgment and the
importance of automated systems tailored to Arabic’s linguistic nuances.
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Transitioning to the educational sector, the fifth chapter evaluates two methodologies for
detecting Al-generated student essays: fine-tuned LLMs and retrieval-based classifier. It
explores the trade-offs between accuracy and interpretability, proposing scalable solutions
for maintaining academic integrity in Arabic-speaking institutions.

Addressing hybrid texts where authorship shifts between human and Al, chapter 6
introduces a segment-level detection framework. Using stylometric features, machine
learning, deep learning, and transformer-based embeddings, the methodology identifies
intra-textual inconsistencies, advancing the field beyond binary classification.

The final chapter synthesizes the thesis’s contributions emphasizing its technical
advancements, societal implications, and methodological innovations. It reflects on the
broader impact of the research and explores emerging challenges and opportunities in
deepfake text detection, and outlines avenues for future work in Arabic NLP and Al ethics.

Each chapter of the thesis logically builds upon the previous, offering a detailed
examination of the research problem.

1.5. Publications

e A comprehensive study on multimedia DeepFakes [10]
e Human vs. Machine: A Comparative Study on the Detection of Al-Generated
Content [15]

e Detecting Human-to-Al Author Change in Arabic Text [52]
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CHAPTER II

Background

Building on the foundational problem statement outlined in Chapter 1, which highlighted
the urgent need to address deepfake text in Arabic, this chapter establishes the theoretical
and contextual groundwork for the thesis. The previous chapter underscored the risks posed
by deepfake text but did not delve into the technical and conceptual frameworks necessary
to understand its generation, detection, and broader implications. To address this gap, this
chapter synthesizes interdisciplinary perspectives to contextualize the problem within the
broader landscape of generative Al and ethics.

The aim of this chapter is to provide a comprehensive overview of deepfake technologies,
with a focus on text generation. By examining the evolution of generative models and their
societal impacts, the reader gains critical insights into the field of deepfake text. This
chapter advances the thesis by establishing a conceptual framework that will underpin the
technical methodologies and analyses in subsequent chapters.

To achieve this aim, the current chapter begins by introducing deepfake technologies,
distinguishing between text, image, audio, and video synthesis, and presenting the overall
threats posed by these technologies. It then narrows its focus to text generation, exploring
the role of large language models (LLMs) and their ethical implications.

2.1. Introduction to Deepfakes

Based on graphical methods or visual effects using computers, fake media were
traditionally created only by experts. However, the recent advancements of deep learning
models, namely autoencoders and generative adversarial networks, and their availability
has facilitated the wide spread of deepfakes and their circulation especially on the social
network.

The term deepfakes (stemmed from the two words « Deep Learning » and « fake ») refers
to the stunning phenomenon that appeared in 2017 led by the blooming of Al-powered
models and applications, which allowed the synthesis of high realistic digital media
(images, audios, videos) and text, that can trick human to believe it is real. The name of
this impressive phenomenon, “deepfake”, was first used by a Reddit user, who shared the
first deepfakes by replacing celebrities’ faces into adult content clips [20].

While deepfakes started with the field of computer vision, it quickly emerged to include
voice clips and even natural language text.
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Deepfake Images

As a result of recent advances of deep learning and high-realistic image generation
capabilities, permitted by means of variants of GANSs (for instance: StarGAN [21], STGAN
[22], StyleGAN [23] and MFF-GAN [24]), high-fidelity images are being created, with
either realistic looking faces that does not exist in the real world; or identity falsification
through face swap of the (source) face of someone in a photo with the (target) face of
someone else.

Deepfakes technologies like SimSwap [25] and FaceSwap [26, 27] have demonstrated
visualization algorithms’ and computer graphics’ great ability to manipulate pictures of
people by replacing their face with the face of a different person.

According to [28] “There is likely no more controversial application of generative
modelling than creating fake faces or applying the technology to swap faces” although [22]
manifest that FaceSwap has ethical uses.

Deepfake Audio

While originally demonstrated for image synthesis, GANs have since shown super
capabilities for other data types such as audio [29] [30], allowing to create highly realistic
fake voice records.

Audio deepfakes, also known as voice spoofing, are fake voice clips that were
automatically created by computer, either using machine learning approach (e.g. the Deep
Voice method) or signal processing techniques (e.g. the Imitation method). These audio
clips are human-sounding that they became a main threat to the automatic speaker
verification (ASV) systems [31].

In mid-2019, Audio deepfakes gained some attention when cybersecurity firm Symantec
reported some incidents where audio deepfakes were used to trick company finance
officials to transfer large sums of money into the crooks’ accounts [32]. A serious threat of
audio deepfake is the simplification and ease of the communication-based crimes that have
been difficult to commit over time. While technology is still improving, these types of
crimes will continue.

Deepfake Videos

Over the last few years, the new technique of generating manipulated videos using deep
learning models, and known as “deepfake”, has taken hold on the social nets. This
technology gives users the hand to alter videos content by replacing the face of a person in
a clip with the face of a second person given a large amount of images.

Deepfake videos are manipulated videos that simulate the likeness of an individual through
algorithmic-synthetic video of real people (mainly public figures). Where the individual
appears in the video doing or saying things that they never did or say in reality [16]

In fact, deepfake videos gained large notoriety in the media very quickly as result of their
applications, targeting famous actresses and politicians who were *deepfaked’ into adult
content videos and shared on the internet.
The main points of distinction between deepfakes and other video manipulation techniques
are: the possibility for obtaining realistic and very convincing results. Secondly, the
availability of the technique to users with limited knowledge of programming and machine
learning to create deepfakes [33].
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Several techniques exist for creating deepfakes, the most used method is based on deep
neural networks involving autoencoders using a face-swapping algorithm. Where a target
video and a large collection of videos containing the person you want to insert in the target
video; are presented as input to the neural net. Another widely used type of neural nets is
Generative Adversarial Networks (GANS), which learn in an adversary way from large
amounts of data to detect and improve any flaws in the generated deepfake, outputting
highly accurate results and making the discrimination harder for deepfake detectors.

Deepfake Text

Deepfake text is text generated by Al (deep learning models) trained on large corpora of
human language from multiple textual resources, and outputs highly realistic text
indistinguishable from human-written language. Deepfake text can mimic specific
individual style of writing, produce well written articles, documents and even poetry [34].
Public interest and discussion has been attracted by powerful and freely available natural
language generation models due to their huge ability to produce high quality multi domains
text. Though, no experimental evidence is performed to examine the people’s capability to
differentiate artificial text from human written one in the Arabic language at the time of
conducting this work.

2.2. The Threat Posed by Deepfakes

General Threats

Studies such as [44] has shown that people are not able of reliably detect deepfakes, and
despite raising awareness and introducing financial incentives, the results has not improve
their detection accuracy.

A major risk of deepfakes is privacy threat. Besides, the darkest application on celebrity’s
face placed without their consent in extremely unethical situations [28]. Whereas, there are
potential ethical flaws, even when deepfakes are used with active consent and these traps
have been subject to ongoing philosophical evaluation [16].

As deepfake technologies are becoming more proficient in producing artificial manipulated
visual content on one hand and social media continue to occupy more space in our lives in
the other hand, the task of distinguishing authentic from fabricated content grows
progressively more challenging [18]. This convergence has led to a phenomenon wherein
Al-generated synthetic content increasingly blurs the boundaries between virtual and
physical realities [16]. The contemporary digital landscape, characterized by its visual
saturation, frequently serves as a conduit for hostile ideologies and extremist movements
[18] that exploit deepfake technology to advance their objectives and disseminate
propaganda. Deepfakes also pose significant threats to national interests and security
through the weaponization of synthetic media [36].

Specific Threats of Deepfake Text

Fake text generated by language models also can have unfortunate and malicious uses, such
as fake product reviews generation [54], fake news generation [43, 50, 53],
spamming/phishing and generating misinformation, even if utilised by regular unskilled
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adversaries. Besides, artefacts and synthetic data significantly decrease the trustworthiness
social networks content. Although, users still appear vulnerable when encountering
deepfakes [65].

Impact on News Media

The advent of deepfake text poses a significant threat to the integrity of news media.
Al-generated text can be used to create convincing fake news articles that are difficult
to distinguish from genuine content, thereby undermining public trust in journalism.
According to the study [68], the proliferation of Al-generated misinformation can lead
to information disorder, where the public is exposed to a mix of accurate and fabricated
news, making it challenging to discern truth from fiction. This has the potential to
erode the credibility of news outlets and exacerbate societal polarization. For instance,
a case study by Singer and Cole (2019) [69] highlighted how Al-generated text was
used to spread false information during political campaigns, demonstrating the real-
world impact of this technology on democratic processes.

Impact on Education

In the educational sector, deepfake text presents a formidable challenge to academic
integrity. Students may exploit Al-generated text to produce fraudulent academic
papers or essays, leading to issues with plagiarism and the devaluation of genuine
academic work. A recent study by Holmes and Bialik [67] explored the potential
misuse of Al tools like ChatGPT in academic settings, revealing that existing
plagiarism detection methods often fail to identify Al-generated texts effectively. This
raises concerns about the authenticity of student submissions and the need for updated
detection mechanisms to maintain educational standards.

Impact on Social Media

The impact of deepfake text on social media is profound, as it can be disseminated
rapidly, influencing public opinion and potentially causing social unrest. Bots
equipped with Al-generated text can spread false information, manipulate public
sentiment, and affect everything from election outcomes to public health perceptions.
A study by Benkler et al. [66] on computational propaganda highlighted the role of
bots in spreading misinformation, emphasizing the need for robust strategies to
counteract their influence. For example, during the COVID-19 pandemic, Al-
generated text was used to spread vaccine misinformation, highlighting the potential
health implications of unchecked deepfake content on social media platforms.

2.3. Deepfake Text Generation Technologies

Natural Language Generation

In general terms, Natural Language Generation (NLG) and Natural Language
Understanding (NLU) are sub-categories of the more general domain Natural

Language Processing (NLP) that encompasses all systems interpreting or producing spoken
or written natural human language.
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» NLU uses human language as input and turns the unstructured data into a structured data
in a representative form that can be understandable to computers. Some applications of
NLU are: named entity recognition, sentiment analysis, relation extraction and semantic
parsing.

* NLG, which refers to the process of producing natural language from computer-internal
semantic representations by automatically transforming structured data into human-
readable text. Several systems of language technology uses NLG as a key component,
namely: question answering systems (IBM Watson, BERT), auto-reply for emails
(SmartReply from Google), dialog & assistant systems (Alexa from Amazon), text
summarization, story generation and others.

Text generation technology, like most NLP tasks, has taken a huge leap forward over the
past few decades. Particularly, the overall quality of generated text is further improved by
shifting from manual feature-extraction, rule-based and statistical methods to neural-
network-based models.

The techniques and models for generating deepfake text have evolved rapidly over the last
few years, with the advancement of transformers and NLP. Some of the main techniques
and models are:

Rule-Based Approaches: These methods are based on predefined grammatical rules to
generate synthetic text. Rule-based techniques can be represented by formal grammars,
like regular expressions or context-free grammars (CFGs).

Statistical Methods: These techniques analyse existing human-written texts to learn
statistical patterns. This category includes markov models, N-grams, and hidden Markov
models. N-grams are often used to model the probabilistic of word sequences.

Recurrent Neural Networks (RNNs): A neural network that uses a hidden state to store
the previous information in order to process sequential data, including text. RNNs can
generate text samples by predicting the next word or character based on the previous words
or characters. RNNs can generate coherent and fluent text samples, but they may suffer
from problems such as vanishing or exploding gradients, repetition, or inconsistency.
An RNN computes hidden states recursively using the following equations:

hy = f (Whphe—y + Winxe + D) 1)

Ve = gWhyhy + ©) 2

Where h; is the hidden state at time ¢, x; is the input, b and c represents the bias vectors,
¥, is the output, and g is an activation function that transforms the output.

Long Short-Term Memory (LSTM) Networks: An RNN type developed to address the
vanishing gradient issue. These networks excel at capturing long-range dependencies
thanks to their architecture. Unlike simple RNNs, which have a single hidden state,
LSTMs maintain two states:
1. Hidden state h: Represents the memory or information stored in the LSTM
cell. It captures context from previous time steps. It can be computed using
the following equation:
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h: = o, © tanh(c;) (3)

Where h; is the hidden state at time t, o, is the output gate, c, is the Cell state, © is the
element-wise multiplication, and tanh is the hyperbolic tangent activation function.

2. Cell state c: Represents the long-term memory which is updated using gates (input,
forget, and output gates). The cell state, which is a combination of new information and
the previous cell state, is modified by the gates.

3. Gates:

Input Gate i: Controls how much new information is added to the cell state.

Forget Gate f: Determines what information should be discarded from the cell state.
Output Gate o: Regulates how much of the cell state contributes to the hidden state.

iy = o Wix; + Uhe_q + by) (4)
ft = G(Wf xt+ Ufh't—l + bf) (5)
o = 0 W, x¢ +Upht—1 + by) (6)

Where ¢ is the sigmoid activation function, W's and b’s are learnable weights and biases,
x; is the input vector at time t, h,_, is the previous hidden state, and U’s are the weights
for the previous hidden state h;_;.
3. Cell Update: Combines the input gate, forget gate, and new candidate cell state ¢;:
¢; = tanh(W.x; + U.hy_q + b.) @)
¢t = fr Oc1t+ i O G (8)

5. Output: The hidden state modified by the output gate:
h: = oy © tanh(c;) €)]

Generative Adversarial Networks (GANSs): A neural network based on two components: a
generator and a discriminator. The generator tries to produce fake text samples that are
indistinguishable from real text samples, while the discriminator tries to distinguish
between real and fake text samples. The generator and the discriminator are trained in an
adversarial manner, where the generator tries to fool the discriminator, and the
discriminator tries to catch the generator. GANs can generate realistic and diverse text
samples, but they also face some challenges, such as mode collapse, instability, and
evaluation.

GANSs have been implemented in various NLP applications including natural language
generation [59, 60, 61, 62, 63], among others. The developed GAN-based models can be
categorized according to the method they adopt in handling the discrete nature of text:
Latent space based techniques, Reinforcement learning (RL) based methods, and
continuous approximation of discrete sampling based approaches.
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Variational AutoEncoder (VAE)

Inspired by a computer vision work [35]; researchers in [161] proposed an innovative
approach called Variational AutoEncoder (VAE) to takle natural text modelling. Like
generative models, VAE estimates the Probability Density Function (PDF) of the training
dataset samples. Variational autoencoders undertake autoencoders by their ability to avoid
overfitting and to ensure good properties of the latent space that enable generative process.
The encoder learns a conditional mean and standard deviation, which are the responsible
for constructing the latent variables distribution. Using these conditional means and
standard deviations as frame of reference, the decoder’s job is to reconstruct the original
input accurately from the developed latent variable distribution.

VAE is a probabilistic based approach for describing data samples x in the latent
representation space R. Instead of learning a simple mapping of data distribution onto a
fixed vector, the vital goal of variational auto-encoder (VAE) is to develop the explicit
probabilistic distribution that can explain most of the input dataset samples. Each latent
variable in the latent code R is described by a probability distribution. The architecture
design of the model is shown in Figure 2 below.

! https://developers.google.com/machine-learning/gan/gan_structure
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Transformers

The Transformer architecture proposed by Vaswani et al. [57] relies on self-attention
mechanisms instead of recurrent and convolutional components designed for processing
sequential data. The attention mechanism emphasise the importance of all relevant tokens
from the input text, in the encoding of a given input token. For instance, in a machine
translation task, the attention mechanism allows the transformer to translate words like
‘the’ into a word of the correct gender in Spanish or French by attending to all the other
words in the original sentence. Typically, transformers was a pivotal leap facilitating
efficient parallel training, capturing long-range sequence features and showing better
computations in both performance and training time. Therefore, this architecture has been
widely implemented in several variants, and also in building big pre-trained models using
one or both parts that a transformer is made up of (encoders and decoders). Instances of
transformer models include: BERT [146], GROVER [43], GPT-2 [114], GPT-3 [50],
XINet, T5 and others. These language models, which has been trained on large amounts of
textual data, can be tuned with texts for specific downstream tasks, including text
classification. The architecture is used as the main building block to develop increasingly
complex extension.

2 https://www.cnblogs.com/wangxiaocvpr/p/11605989.html
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Figure 3. Transformer architecture design [57]

As the quality of machine-generated texts has improved significantly, these advances bring
with them a wide range of practical problems and challenges that need to be addressed. It
is possible today to use Transformers for abusive purposes. The ubiquitous use of these
powerful big language models has provided an incentives to develop stronger machine-
generated text detection systems.
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LLMs

LLMs are sophisticated Al models trained on vast amounts of text data, enabling them to
generate human-like text across various domains. Notable examples include OpenAl's
GPT-3 and GPT-4, which have demonstrated remarkable prowess in language tasks [50,
70]. These models leverage deep learning techniques, specifically transformer
architectures, to understand and generate text based on input prompts.

LLMs play a crucial role in the generation of deepfake text, where they can produce
convincing narratives, articles, or even entire documents that mimic human writing styles.
This capability has raised concerns about the potential misuse of these technologies in
spreading misinformation [71].

The training process of LLMs involves exposing the model to extensive corpora of text
data, allowing it to learn patterns and structures in language. During text generation, the
model predicts the next word in a sequence based on the context provided, a process that
can be fine-tuned for specific tasks [57]. This mechanism contributes to the effectiveness
of LLMs in creating deepfake text.

While LLMs offer beneficial applications in content creation, customer service, and
education, their potential for misuse is a growing concern [46]. For instance, they can be
employed to generate fake news, impersonate individuals, or spread disinformation, posing
significant risks to societal trust and security [71].

The ethical implications of LLMs in deepfake text generation are profound. Scholars have
emphasized the need for regulations and ethical guidelines to prevent the misuse of these
technologies [71]. Potential solutions include transparency requirements, user education,
and the development of detection technologies to ensure accountability.

3.1. Ethical and Social Implications

In both good and harmful ways, deepfake text effects individuals and society in general.
Powerful developed language models are applied to generate text that approximately
matches the style of human language, which can be used in several beneficial applications
including code auto-completion [49], story generation [55, 64] and conversational response
generation [56].

In the other hand, generative language models can capture biases present in their training
data, amplifying extreme, racist, or overly generalized beliefs about a particular group of
people, gender or religion that can be present in the training data and fed to the model. As
demonstrated by Solaiman et al. [49] and Brown et al. [50], language generative models
can generate text that favours males over females, white over black people, and Christians
over Muslims reflecting social amplified biases in gender, race, and religion. These biases
caused by language models pose a serious concern and threat to several groups of people
[51] in varying degrees.

Since biases can be typically analysed just in the context of a particular use cases it is very
difficult to mitigate it especially in large language models [155]. Some researchers argue
that these detrimental biases should be encountered through a variety of steps (mitigation
of a priori biases by purification of training data, reinforcement learning, training of a
second model as a filter for the generated content of the first model of language, use trusted
human partner’s feedback) [156], but not only big companies such as google and OpenAl
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alone have the appropriate status and should not decide on behalf of society since the
impact of the models goes beyond their boundaries to include society as a whole [157].

3.2. Deepfake Text Detection

Automated Detection of Deepfake Text

Deceptive automated text generated to impersonate humans have been successfully
exploited for various kinds of abuse. Researchers have responded by developing Al based
detectors to face this threat and fight it.

Recently, both natural language processing (NLP) and machine-learning (ML)
communities have done significant work to build accurate detectors especially for English.
In that, [39] proposed to automate the process of scoring and labelling the text samples
rather than relying on human participants, by defining a differentiating procedure based on
large pre-trained language models with their probability distributions.

Many of recently proposed text detection systems are based on pre-trained language
models, namely: Grover of Zellers et al [43], GLTR (Giant Language model Test Room)
of Gehrmann et al. [42] and others. More details about auto-detection of deepfake text will
be discussed in Chapter 11 devoted to related work.

Human Detection of Deepfake

Human ability to measure how close auto-generated text is to human natural language is a
critical issue. Authors in [38] assessed through their study the ability of non-experts to
differentiate between human and machine-authored text (generated using GPT-2 and GPT-
3) across three domains, where they found that evaluators’ distinction between GPT-3 and
human text was near random guess. To better spot GPT3-authored text, authors trained
evaluators for the task although that did not lead to significant improvements in the three
domains. This study [45] also showed that human annotators are easily tricked by
generative language models.

Collaborative Human-machine Detection

Common sense knowledge and Human interpretation skills can be useful for building an
automated classification system. Studies such as [42] and [48] takes advantage of both
human and machine detection of auto-generated text. GLTR [42] is a tool that may help
humans in the classification task providing a comprehensive visualization of text
properties. This tool can facilitate untrained humans to locate synthetic text with an
acceptable accuracy. Although, GLTR system performs well in identifying machine
generated text, it is low confident when identifying human text or determining that the text
iIs not machine generated. Therefore, a human-machine collaboration can improve the
detection task [49]. Another tool, the RoFT, website designed by (Dugan et al., 2020)[48]
invites human users to participate in defining a phrase boundary at which the text
transitions from human written text to machine generated text.
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3.3. Evaluation Methods

Different machine learning algorithms can be judged by their performance; therefore,
evaluating classifiers is an essential part. The most common measures of a binary
classifier’s performance are accuracy, precision, recall, and F1-score. Although the model
may perform satisfactorily when evaluated with a metric, and yet it performs poorly when
evaluated against another metric.

For the calculation of the mentioned metrics, a confusion matrix is calculated, it contains
the predicted and actual distribution of labels as shown below:

Table 1. Confusion matrix
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True Positives (TP): text that is actually positive and estimated as positive.
True Negatives (TN): text that is actually negative and estimated as negative.
False Positives (FP): text that is actually negative and estimated as positive.
False Negatives (FN): text that is actually positive and estimated as negative.

For text generative models, an evaluation approach that is gaining rising popularity recently
compares method outputs against human-authored references of a standard corpus using
automatic metrics. This popular metrics used for text generative models evaluation include
BLEU [40], ROUGE [41] and others.

Accuracy
The simplest metric used to evaluate a classifier’s performance by measuring how often
the algorithm classifies a data point correctly. It is the percentage of correctly identified
data points out of the total data points (all observations).

TP+TN

accuracy = TP+ FP+TN + FN (10)

Precision
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Precision is the attempt to measure how much we predict correctly. In other words, it is the
proportion of positive identifications that was actually correct.
TP (11)

precision = W

Recall

Recall or sensitivity evaluate a classifier by measuring the proportion of actual positives
that was identified correctly.

TP (12)

N=—"
recat = TP Y FN

F1-Score

F1-score combines precision and recall, it can be defined as the harmonic mean between
recall and precision, or the weighted average of precision and recall in other words. This
measurement takes into account both false positives and false negatives. The formula of
calculation is the following:

precision * recall (13)

F1 —score = 2 * —
precision + recall

3.4. Chapter Summary

This chapter has established the foundational knowledge necessary to contextualize the
challenges of detecting deepfake Arabic text. By delineating the technical mechanisms of
deepfake text generation—particularly through large language models like ChatGPT and
Gemini—it has clarified the sophistication of modern generative technologies and their
potential for misuse.

Furthermore, the chapter has synthesized interdisciplinary insights, demonstrating how the
convergence of Al advancements exacerbates the risks of misinformation. The chapter also
bridges theoretical concepts with practical social and ethical implications.

The contribution of this chapter is providing a rigorous conceptual framework for
understanding deepfake text generation and detection. These insights set the stage for the
subsequent chapters, which will build on this foundation to propose novel detection
methodologies tailored to Arabic text. Having established the "why" and "what" of the
problem, the thesis now transitions to the "how," beginning with a review of existing
literature in Chapter 3.
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CHAPTER 111

Related Work

Following the contextual foundation laid in Chapter 2, which outlined the technological
and ethical dimensions of deepfake text, this chapter synthesizes and analyses existing
scholarly work on Al-generated text detection. While the earlier chapters established the
urgency of addressing Arabic deepfake text, they did not systematically evaluate how prior
research has approached similar challenges in other languages or domains. This chapter
fills that gap by analysing advancements, limitations, and unresolved questions in the field,
thereby positioning the thesis within the broader academic discourse and clarifying its
novel contributions.

The aim of this chapter is: (1) to review the related work in Arabic NLP and the overall
existing directions of Al-generated text detection, (2) to review state-of-the-art methods
for detecting Al-generated text across languages, and (3) to identify gaps in the existing
approaches. Readers will gain a nuanced understanding of how detection techniques—
from statistical stylometry to transformer-based models—have evolved. By critically
evaluating the literature, this chapter underscores the need for specific solutions for Arabic
deepfake text, which the thesis addresses in its empirical studies.

To achieve this aim, the chapter is organized thematically. First, it examines the major
approaches used for Al-generated text detection in high-resource languages. Next, it
explores the datasets used and their characteristics. A dedicated section then highlights the
strengths and critiques the limitations of existing studies.

Deepfake text detection is a challenging and important problem [72] for several reasons.
Initially, deepfake text can be used for malicious purposes, such as disseminating false
information, propaganda, or enabling cyberattacks. Second, because of the high linguistic
quality and diversity of the generated text, deepfake text can be difficult to distinguish from
human-written text, even for human specialists. Third, deepfake text can be adaptive and
evasive, as the generative models can be fine-tuned or perturbed to bypass the detection
methods [153, 154]. Therefore, developing effective and robust methods for deepfake text
detection is essential for preserving the trustworthiness and integrity of online information
[158]. Figure 4 summarizes the various types of auto-generated text that were detected in
the included research works.
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Figure 4. Forms of deepfake text types in the included studies

Deepfake text and fake news differ in scope, but they share characteristics: both can be
misleading and manipulative, rely on technology for production and distribution, and can
disseminate misinformation. False or misleading material that is presented as news in
articles, headlines, or social media posts that is shared with the intention of misleading or
deceiving readers through a variety of channels is referred to as fake news. Deepfake text,
on the other hand, focuses on text that has been altered or manufactured through the use of
artificial intelligence methods like deep learning and natural language processing. These
methods create fictitious statements, quotes, and full articles by imitating the writing style
of a real person. Figure 5 gives the relationship among the concepts of deepfake text, fake
news, disinformation and misinformation.
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Figure 5. Relationship between deepfake text, fake news, disinformation and
misinformation

3.1. Arabic Natural Language Processing

The Arabic language introduces a unique set of difficulties for researchers in Natural
Language Processing (NLP). Arabic language suffers from common computational
challenges such as lexical ambiguity, polysemy, and the ongoing need for large, high-
quality annotated corpora to support effective model training. Contextual interpretation
also plays a vital role, as meaning can shift considerably depending on surrounding text.
Moreover, Arabic exhibits additional complexities rooted in its linguistic structure and
historical development.

A major source of difficulty is Arabic’s rich and highly productive morphology. Words are
formed through root-and-pattern systems, with extensive inflection and derivational
variety, unlike the comparatively simpler morphological structure of English [182, 183].
The language also presents a well-known phenomenon of diglossia: Modern Standard
Arabic (MSA) functions as the formal written standard, while a wide range of dialects are
used in everyday communication across different regions. These dialects differ in
vocabulary, phonology, and even grammar, which complicates efforts to build universal
NLP systems [184].

Another distinguishing challenge is the optional use of diacritical marks, which encode
short vowels and can drastically alter meaning. When diacritics are absent—as is common
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in most modern writing—words with identical spelling must be disambiguated solely from
context [185]. Additionally, flexible word order, diverse syntactic constructions, and
orthographic variations further increase the complexity of automated text processing [182].
Beyond linguistic characteristics, the Arabic NLP field continues to face a scarcity of
labelled data and specialized resources. This lack of well-curated datasets limits the
development and evaluation of robust models capable of capturing the full linguistic
diversity of the Arabic-speaking world [186].

3.2. Framing Our Deepfake Text Detection Tasks
Binary classification

The investigation into identifying text generated by large language models has gained
significant traction within the academic and media landscape, reflecting the pressing need
to discern between human-authored content and machine-generated text in order to avoid
misleading audience and various assessors.

Chaka [173] evaluated five Al-tools for detecting Al-generated content, including
Copyleaks Al Content Detector and GPT-2 output detector, with Copyleaks Al Content
Detector demonstrating superior accuracy in recognizing Al-generated responses from
ChatGPT, YouChat, and Chatsonic. According to Chaka [173], all five Al content detectors
seem to have the same drawback of being unable to accurately and convincingly identify
Al-generated writings in various settings. Alamleh et al. [174] conducted a study that
gathered responses from computer science students regarding essay and programming
assignments to evaluate the efficacy of various machine learning (ML) algorithms, such as
Support Vector Machines (SVM), Logistic Regression (LR), and Decision Trees (DT), in
distinguishing between human-written and Al-generated text. Their work explored
applications in content moderation and plagiarism detection, achieving high accuracy in
distinguishing the two text sources. The study's stated results indicated that traditional
machine learning methods (Random Forest and Extremely Randomized Trees)
outperformed the neural classifier (LSTM).

Wu et al. [175] presented LLMDet, a tool that employs perplexity scores and self-
watermarking to ascertain whether text originates from a large language model or is
authored by a human. Given that the perplexity calculation necessitates transparent access
to token-level log probabilities, which is unfeasible in practical applications, the authors
suggested calculating a proxy perplexity for each target LLM utilizing standard n-gram
probabilities. These probabilities serve as the LLM's writing signature to identify the
closest source to the input text’s proxy perplexity.

Sadasivan et al. demonstrated in their study [176] the vulnerabilities of Al text detectors to
paraphrase attacks, highlighting the necessity for resilient detection methods capable of
withstanding such evasion strategies. Antoun et al. [177] developed ChatGPT detectors
specifically for French text by translating existing English datasets and training classifiers.
The authors showed how difficult it is for state-of-the-art classifiers trained on a
combination of text produced by LLMs and human content to recognize hostile literature
written in an academic, pedagogic, or encyclopedic style. Fagni et al. [13] introduced the
TweepFake dataset, emphasizing the challenges in identifying DeepFake tweets.

39



Recent studies have also focused on ChatGPT-generated text detection in different
domains. Katib et al. [178] presented the TSA-LSTMRNN model for distinguishing
ChatGPT-generated text from human writing. Elkhatat et al. [179] investigated Al content
detectors' efficacy in identifying ChatGPT-generated text on engineering topics. Zhenyu et
al. [180] developed a technique for identifying ChatGPT-generated code using targeted
masking perturbation, addressing the need for reliable detection methods in the context of
programming. Liu et al. [181] treated Al text detection as authorship attribution problem,
utilizing a stride sliding window approach based on GPT-2 for extracting perplexity
features to distinguish text types. The magnitudes of perplexity features were compared to
determine Al and human text.

Despite notable progress in Al-generated text detection, the field still faces significant
challenges. Most research has focused on English or other well-resourced languages,
leaving a gap in Arabic text detection. Additionally, the rapid evolution of Al models poses
ongoing challenges to detection methods.

Al-generated student essays detection

In the educational sector, several studies have employed traditional machine learning
algorithms combined with carefully engineered linguistic features to distinguish between
human-written and Al-generated text. Researchers in [162] conducted a comprehensive
assessment of existing plagiarism and Al-detection tools within the context of higher
education, specifically examining English as a Second Language essays. Their
investigation evaluated four commercial Al-detection tools alongside qualitative
assessments provided by six ESL instructors, ultimately yielding recommendations for
adaptive changes to educational practices and institutional policies in response to the
challenges posed by generative Al technologies.

Tis study [163] developed a language model discrepancy classifier utilizing Support
Vector Machines with n-gram bag-of-words feature representations to reliably
differentiate be-tween essays produced by ChatGPT and those authored by humans. Their
approach placed particular emphasis on minimizing false negative rates, thereby ensuring
that authentic human-written work would not be erroneously flagged as Al-generated, a
consideration of paramount importance for maintaining fairness in academic assessment
con-texts.

This work [164] investigated the classification of student assignments through a
comparative analysis of classical machine learning algorithms, including Support Vector
Ma-chines, Random Forest, and K-Nearest Neighbours, alongside contextual models
such as Long Short-Term Memory networks. Employing Term Frequency-Inverse
Document Frequency feature extraction, their work underscored the critical importance
of algorithm se-lection in upholding academic integrity standards and demonstrated
varying performance characteristics across different algorithmic approaches.

In the study [165], detection systems for ChatGPT-produced essays based on text
perplexity metrics and linguistic features derived from the Educational Testing Service
e-rater engine were constructed. Leveraging large-scale data from Graduate Record
Examinations writing assessments, their research explicitly investigated potential bias in
detection accuracy between native and non-native English speakers, finding no
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systematic disadvantage for non-native writers and thereby supporting the equitable
application of automated detection systems across diverse student populations.
Moreover, this study [166] examined the adversarial attacks on LLMs-essays detection,
where the suggestions for evasion strategies included word and phrase replacement. The
AIG-ASAP dataset was introduced for detector assessment. Al-authored essays were
readily identifiable when no perturbation was applied, but the application of perturbation
methods substantially reduced detection accuracy. According to the study word
substitution, among these techniques, proved particularly effective and potentially
lowering detection accuracy to approximately 50%, and fine-tuning detection models can
enhance their performance, but the effectiveness varies depending on the specific
perturbation method employed. Interestingly, human evaluation reveals discrepancies in
the perception of essay quality, suggesting that the impact of perturbation on essay
coherence and readability may not be uniformly assessed by human evaluators.

The emergence of transformer-based architectures and deep neural networks has
catalysed a significant shift toward more sophisticated detection methodologies. Recent
surveys and empirical investigations have documented the increasing adoption of neural
and transformer-based models for Al-generated text detection. A comprehensive survey
of detection techniques synthesized state-of-the-art approaches across multiple
paradigms, including watermarking, statistical and stylistic analysis, and machine
learning classification methodologies. Authors in [167] introduced Al-Catcher, a deep
learning architecture that combines a multilayer perceptron operating on linguistic and
statistical features with a convolutional neural network analysing sequential text patterns.
Evaluated on their newly developed AIGTxt dataset comprising scientific texts, this
hybrid architecture demonstrated substantial performance improvements over baseline
methods in distinguishing human-written content from ChatGPT-generated text.
Additional research has explored fine-tuning transformer models, including combinations
of convolutional neural networks with bidirectional Long Short-Term Memory networks
and RoBERTa architectures, on both linguistic and statistical feature representations.
These investigations have consistently found that transformer-based models, particularly
RoBERTa, achieve superior classification accuracy compared to earlier neural
architectures [168]. However, empirical studies examining the practical deployment of
detection tools have identified a critical limitation: while discrimination between human
and Al-generated text is achievable under controlled conditions, detection reliability
deteriorates markedly when text undergoes obfuscation or paraphrasing operations,
raising concerns about real-world robustness [169].

All the above studies concluded that their detection approaches have a promising and
efficient role in the essay’s detection context. However, they have limitations that reduce
their effectiveness in practice. Namely, they Lack diversity in datasets, potentially
affecting generalizability, thus, findings may not apply across different contexts and may
not detect a Al-essays generated by other models, lack the capability of understanding
why certain features are predictive through addressing the models explainability. In
addition, continuous evolution of Al-generated text necessitates frequent algorithm
updates as the randomness in generative Language Models can produce outputs that are
challenging to detect. Finally, existing research exhibits substantial linguistic
concentration, with the vast majority of studies focusing exclusively on English-language
contexts, and fewer still demonstrate robust performance across multilingual or non-
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English educational environments. This limitation is particularly salient given the global
proliferation of Al writing tools and the diverse linguistic contexts in which academic
integrity concerns arise.

Segment level authorship attribution

Recent advancements in deep learning have fundamentally improved text origin
identification. To improve the identification of synthetic text, Joy and Aishi [170]
combined two transformer models, DeBERTaV3 and XLM-RoBERTa, using a feature-
level ensemble learning technique. Other investigations have explored linguistic
fingerprinting as a more nuanced detection strategy. Kumarage et al. [171] introduced
StyloCPA algorithm to identify author changes in Twitter timelines and Al-generated
tweets. In order to discover notable changes in writing style, the study used the Pruned
Exact Linear Time (PELT) algorithm, and quantified stylistic changes using stylometric
attributes.

While existing approaches predominantly focus on whole-text classification, our research
builds upon emerging studies that explore more granular detection techniques. Recent
advances in transformer-based models have opened new possibilities for detecting subtle
text generation transitions Zellers et al. [43]. GPT-3 and subsequent large language models
have demonstrated remarkable capabilities in generating contextually coherent text,
simultaneously complicating detection efforts [50]. Forensic linguistic research has long
employed stylometric techniques to identify textual authorship. Weber-Wulff et al. [169]
developed test cases for a variety of document types, such as writings created by humans,
Al- produced texts, and texts that were translated and manually edited. The study evaluated
some detection tools based on accuracy and error type analysis and examined also how
content obfuscation methods affected detection performance.

The ongoing combat between text generation and detection technologies necessitates
continuous methodological innovation. Fu et al. [172] highlighted the critical challenges in
developing robust watermarking mechanisms that can withstand rapidly evolving Al text
generation capabilities.

The efforts in detecting Al-generated text in non-English languages are substantially
lacking especially in Arabic [15, 52], and the extant literature primarily frames the issue as
a binary classification task at the document level.

3.3. Major Existing Approaches for Combating Deepfake Text

To facilitate understanding, we group detectors according to their underlying approaches.
Table 2 presents these approaches. The main detection approaches used in most of the
analysed studies are: 1) Standard Machine-Learning and deep-learning Classifiers, 2)
Feature-based Statistical classifiers, 3) transfer learning which has been considered a fast
merging direction in auto-text detection during the last few years, and 4) graph-based
detection.
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Table 2. Sorting included studies by approach

Approach Reference
Standard Machine-Learning and deep [13] [74] [75] [76] [77] [78] [79]
learning based detection [80] [81] [82] [83]

[84] [85] [86] [87]
Feature-based / hand-crafted statistical [88] [89] [90] [91] [92] [93] [94]
detection [95] [96] [81] [82]

[97] [98] [42] [53] [101] [102]
[103] [104] [105] [106] [107]

[108] [109] [110] [111] [112]

[85] [113]

Transfer learning Zero-Shot [43] [115]
detection

Fine-tuning  [116][13] [74] [117] [118] [92]
detection [119] [120] [53] [43] [121] [122]

Graph based detection [92][93] [78] [123] [124] [113]

Standard machine-learning and deep learning approach

Classical Machine learning (CML) and deep learning (DL) methods have been widely used
in various NLP tasks including deepfake text detection. This approach relies on detecting
deeply generated text based on classical machine learning algorithms and deep neural
networks often built and trained from scratch. Analysing the corpus, deep neural networks
are widely used to support detection because of their ability to detect automated text
patterns. We analysed the studies to identify the neural network models and summarised
them in Figure 10.

Machine learning algorithms are implemented with Bag-Of-Words (BOW) and Term
Frequency-Inverse Document Frequency (TF-IDF) encoding [13]. The study [13] applied
13 detection methods across three phases. Two of the phases (nine methods in total) use
machine-learning approaches; besides BOW and TF-1DF, the authors also used BERT for
encoding in the second phase. Logistic Regression [91, 97, 98, 103, 108, 111], Random
Forest [85, 86, 103, 107], and Support Vector Machine (SVM) [85, 97, 101, 112] are
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widely applied as detectors of auto-generated text or baselines for the comparative purpose
[53, 74, 110, 121].

Several works were devoted to content analysis and textual information. One of them is an
article by Kudugunta and Ferrara [79]. They presented a deep learning network based on a
contextual long short-term memory (LSTM) architecture that exploits content and
metadata to detect auto-generated tweets using only one tweet and six account features.
Furthermore, in this study, the authors showed that for models that leverage a small set of
features in features —based-detection, using a minimal training set and then applying
oversampling techniques to enhance the dataset, is a practical solution for dataset problems.
Two blending ensemble techniques were performed in the paper [75], one based on LSTM
and the other one on CNN, where LSTM outperformed CNN with a slight difference. Other
articles used both CNN and LSTM together [76, 77]. In [76], an attention-aware deep
neural network model based on CNN and BiLSTM is presented. The work [77] proposes a
neural network ensemble of Text CNN and LSTM model with BERT embeddings to
identify tweets as human or auto-generated. The combination of the two networks showed
promising results. GloVe embeddings are used in [96] with an LSTM and dense layers,
and BERT embeddings were used with Dense layers.

[83] puts focus on the identification of human and spambot content on Twitter, based on
recurrent neural networks, specifically bidirectional Long Short-term Memory (BiLSTM),
to efficiently extract tweets features.

[125] used BERT pre-trained model for producing vector representations of input tokens,
followed by BiLSTM networks layer, and then employed a NeXtVLAD parametric pooling
layer (which was proposed by Lin et al. [127] for video classification in computer vision)
and assessed its usability in classification tasks. To classify a tweet they applied at last a
fully connected layer. Luo et al. [84] proposed DeepBot detector that implements a Bi-
directional LSTM-based model with the embedding of tweets as textual input into vectors
using GloVe representation.

Active learning was employed to efficiently expand the labelled data in [80], which
addressed Sina Weibo, a Chinese social network to recognize auto-generated text.

In the context of ML techniques in this literature review, the emphasis is placed on
traditional machine learning methods (such as decision trees, rule-based systems, or linear
models) based on feature engineering and labelled data.

Feature-based statistical approach

This approach is based on manually extracted features and applying statistical measures or
classical machine learning algorithms. Focusing on different types of features and
metadata, the goal of this investigation is to identify the text that meets the greatest number
of automated text criteria. A combination of these feature criteria would provide a good
model for deepfake text detection.
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Using statistical analysis [42, 111, 82, 97], they tried to identify auto-generated text from
real one. In [82] a detection algorithm is presented based on statistics and heuristics to
optimize the error. Giant Language model Test Room (GLTR) [42] a tool by Gehrmann et
al. offers a set of basic statistical methods that can reveal the differences between
distributions of GPT-2 generated text and human-made text through visualizing the
model’s probability, the rank of each token in the distribution of the next predicted word,
and the entropy of the distribution of the predicted words. In light of these visualizations,
GLTR demonstrates that text generative models over-generate from a limited subset of the
basic distribution of natural language and shows that GPT-2 generated texts have
significantly fewer rare words than the human-authored text. The tool expects attackers to
use sampling methods that favour high-likelihood tokens, which make machine-generated
text detectable once histograms over per-token log-likelihoods are computed. The GLTR
tool can help humans, including non-experts, to study texts. The main advantage of this
tool is that it can aid untrained humans and non-experts to study texts, by visualizing the
textual properties like unexpected and out-of-context words, in order to accurately detect
synthetic text. However, GLTR can identify computer-generated text effectively but on the
other hand, can not be confident that the text is not machine-generated. In the future, this
tool might be less effective as language models become more and more capable of
producing pieces of text that lack statistical anomalies. Shao, Uchendu, and Lee [112]
proposed a reverse Turing test for detecting machine-made text and investigated the
classification task of distinguishing between human-written and machine-generated texts.
The dataset includes financial earnings reports, research articles, and chatbot dialogues. A
supervised model using new stylometric features — e.g., text readability and "Digital
DNA" — was developed by Pasricha and Hayes [111]. The authors assigned codes to each
tweet, then converted them to ASCII characters, and a DNA sequence per user was created.
They employed Statistical Measures for Text Richness and Diversity to extract the features
from the Digital DNA and used publicly available datasets, by Cresci et al. [128] and Varol
et al. [103] to train several machine learning classifiers: Gaussian Naive Bayes, Support
Vector Machines (SVM), Logistic Regression, k-Nearest Neighbors (k-NN), Random
Forest, and Gradient Boosting. Best performance scores were achieved when using
unigram, bigram, and trigram features as input to the Random Forest Classifier.

Another study [104] proposed a machine learning-based classifier to detect spam auto-
generated text from Arabic content on Twitter. The classifier adopts a semi-supervised
learning method to label Twitter accounts according to their behaviour and profile
information into spam or genuine account.
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Figure 6. Features used for detecting bots and auto-generated text in the literature

Transfer learning based detection approach

Zero-Shot detection: An approach used to construct detection models for unseen target
classes that have not been labelled for training. It uses class attributes as side information,
transferring knowledge from labelled source classes to recognize unseen target classes.
Researchers in [115] proposed GROVER language model, using semi-supervised and
adaptive learning to detect deepfake articles generated using GROVER itself. The study
[43] also performed zero-shot learning using GROVER model to detect fake articles
generated by GROVER. A recent study by Adelani et al. [72] has demonstrated the
possibility of using transfer learning with GPT-2 (124M) model for review generation
purposes, producing thousands of fake Amazon and Yelp reviews. Automatically
generated reviews were hardly flagged as fake since the produced reviews are considered
as slick as human-written ones and can easily mislead online shoppers. For detection,
authors set up an environment for identifying these reviews, in which the human annotator
would be presented with one human-written review and three deepfake- generated reviews,
and asked to pick out the human-written one. Some investigations have surprisingly found
that smaller language models are capable of recognizing text created by LLM [91, 43].
Since LLM architectures are computationally demanding, smaller architectures may be
effective for prediction instead of massive multi-billion parameter models.
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Fine-tuning detection: An approach based on Fine-tuning a model with a small-to-medium-
sized labelled dataset using a pre-trained model on a large, unlabelled dataset. Combining
a pre-trained Gated Recurrent Unit (GRU) model with a CNN (with feature extraction),
authors of [118] build a fine-tuned model for detecting machine- generated spam text.
BERT transformer model was exploited and fine-tuned for deepfake text detection in
numerous recent works [13, 121, 116, 43], as well as its multiple variants: ROBERTa [92],
DistilBERT [13, 74], AraBERT [116], while [119] fine-tuned GPT-2 language model for
identifying fake text on social media and [43] used a set of fine-tuned models: GPT-2,
BERT, and FastText. [13] applied fine tuning on 4 models: BERT-FT, DistilBERT-FT,
XLNET-FT, and RoBERTa-FT which achieved the highest accuracy. Using fine-tuned
BERT and DistilBERT transformers, automatically generated headlines by language
models are detected in [74] where BERT outperformed DistilBERT. A comparison
between fine-tuning GPT-2 and BERT pre-trained language models [121] showed that the
two models defer in the tweet representation level especially for hashtag representation,
while in the embedding level, BERT generates embeddings that help to learn better
classifiers than GPT-2. Although the embeddings alone are not considered a reliable
indicator of the models’ performance according to the authors. In [117] the researchers
presented an end-to-end neural architecture (SC-Net) that learns the semantic coherence of
text sequences using English and Chinese datasets. The architecture of the model contains
an embedding layer, GPT-2 pre-trained language model, a convolutional neural net, and a
fully connected layer for output prediction. By exploiting the bidirectional Transformer,
the best performance was reached. The task of identification automation on Twitter was
tackled in [116, 120] by adopting the fine-tuning approach and achieving high accuracies.
The study [120] proposed Bot-DenseNet, which takes advantage of Transfer learning
techniques through powerful state-of-the-art Transformers to extract compact multilingual
representations of the text-based features associated with user accounts.

Graph-based detection approach

Graph-based modeling of social media accounts has emerged as a prominent approach for
detecting bot activity on social networks and mitigating Sybil attacks [123, 93, 78, 92].
Models based on GCN (graph convolutional network) architecture are proposed in [123,
78, 92] to leverage user features and the Twittersphere structure. In the paper [78], the
problem of detecting automated tweets based on user follow relationship is addressed,
where the authors proposed BotRGCN. A classifier with Relational Graph Convolutional
Networks, which constructs a heterogeneous graph from following relationships and
applies relational graph convolutional networks to the Twittersphere. The study [93]
proposed a method generating aggregate neighbourhood features in an unsupervised
manner from unlabelled data of nodes adjacent to a user in the network’s social graph. The
study leverages the social graph’s topology and differences in egographs of legitimate and
fake user accounts to improve the identification of the latter. In the study [93], a number of
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classical supervised and unsupervised machine learning algorithms were used with graph-
based extracted features.

Adaboost/Gradient boosting: 5.4 %
K-Means: 2.2 %

Random Forest: 23.7 %
Naive Bayes: 14.0 %

KNN:7.5 %
Logistic Regression: 15.1 %

Decision Tree: 9.7 %

SVM:22.6 %
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Figure 7. Different architectures used in the included studies: (a) machine learning
algorithms, (b) deep learning networks, (c) Fine-tuned transformers

Detection techniques used in these approaches

With regard to the detection approaches used, we classified reviewed studies according to
the techniques and algorithms that were applied for detection. Figure 8 summarises the
existing state-of-the-art deepfake text detection approaches and their main methods. Figure
9 names different deep architectures applied for multiple tasks in the included studies.
Multilayer perceptron (MLP), the most traditional type of neural network architectures,
despite these networks not being the most commonly used models in deep learning, they
offer a soft introduction to the way neural networks function and are a robust option for
incomplete tasks. Convolutional Neural Networks perform mathematical transformations
called convolutions to the input text and apply a fully connected layer to predict the output.
In Recurrent neural networks (RNNSs), the downstream output of a layer is fed back
upstream as inputs into the next layer. RNNs are powerful choices and are considered
appropriate for sequential data such as text because of their potential to capture sequential
correlations in data. Long-Short-Term memory (LSTM), is a special kind of recurrent
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neural nets, where cells are a prominent example of a gated neural unit that is widely used
for text and sequence classification tasks.

DeepFake text
detection

Feature-based
statistical ML & DL
approach

Transfer learning Graph-based
approach approach approach

baatire Feature Pretrained
extraction selection language
models

Classical ML

stylometric
features

CamemBERTa

Figure 8. Summary of deepfake text detection approaches and their most used models
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Figure 9. Types of Deep Learning architectures used in the included studies

3.4. Datasets used for Deepfake Text Detection

Cleaning and filtering data are among the most important steps in any social-media analysis
workflow. In this section, the datasets utilised in existing studies for evaluating the
performance of their model are listed in Table 3. They have utilised benchmark datasets
for both training and testing. A major challenge is the lack of large, labelled benchmark
datasets with reliable ground truth. For example, some of the datasets are constructed only
with political statements like PolitiFact, LIAR, Weibo, etc. The Twitter dataset consists of
social media posts, whereas the FNC-1 dataset is built based on news articles. Moreover,
datasets can be varied through size, labels, and modalities. Similarly, most of the studies
use self-collected data from either news articles or any social media platforms. The details
and characteristics of the datasets utilised are shown in Table 3.

The data imbalance problem is tackled in a number of included works. Although these
techniques assure an equal amount of examples from each class of text in order to reduce
bias, studies that handle data imbalance issues in the dataset like [77, 80], generally
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generate repetitive sentences and uninformative examples that are not new, but just slight
modifications of the sentences already present in the dataset. Besides, handling the data
imbalance leads to early overfit during the training process. Figure 10 describes the
distribution of Embeddings and Data Encoding techniques utilised for fake text detection.

Table 3. The description of publically available datasets used in the studies included

Dataset

Quality

Used in

Almerekhi H, Elsayed
T (2015)

TweepFake

Cresci-2017

QiHoo Generated
News (QHGN)
Modified New York
Times (MNYT)
RealNews [43]

Caver lee

varol-icwsm [103]

Pronbots Yang-2019
Yang-2013

vendor-purchased
Yang-2019

The botometer-
feedback Yang-2019
political-bots yang-
2019

gilani-17

cresci-rtbust [144]
botwiki-2019 [94]

midterm-2018 [94]
Cresci-2018

TwiBot-20 [124]

3,503 tweets: manually labelled as “human
content” (1,559 tweets) or “bot content” (1,944
tweets)

23 bots and 17 human accounts with 25,836
tweets; half human and half bots

Total: 8386 user accounts, 11.834.866 tweets
Social Spambots #2: 3457 social spambots
(428,542 total tweets).

Genuine accounts: 3474, 8.377.522 tweet
Positive:420.632, Negative: 599.531, Avg
token:605, Max token:2.618

Positive: 599.994, Negative: 417.521, Avg token:

1.306, Max token: 69.517
News-style GROVER-
generated dataset

10000 real news articles
15,483 bots

15k manually verified social Bots
2.6 million tweets by bots

17,882 bots
1000 bots with 220.90 tweet
1,087 bots

139 bots
62 bots

1,090 bots
353 bots
698 bots

42,446 bots

25,987 user accounts :
18.508 bots

229,573 Twitter
users. 8,723,736
user property
items.
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[116] (used only human content
which was expanded to 4,196
tweets + 3,512 GPT-2- Small-
Arabic auto-generated sentences).
[101]

[13][119] [125]

[89] [75] [120] [76] [77] [79] [94]
[83] [111]

[118]

[118]

[92] [119] [43]

[89] [94]
[120] [94] [103] [109] [111]

[120] [94]
[123]
[120] [94]

[120] [94]
[120] [94]

[120] [94] [121]
[120] [94]
[120] [94]
[120] [94]

[93] [94] [120]

[78] [124]
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Swild-300k 150,000 normal users [80]
10,779,129 posts

CLEF2019 [143] Maximum length of tweet: 933 [95] [96]
4120 accounts

Another dimension considered during data extraction is the source of the datasets. We
identified the sources and tools used to collect datasets, such as platform APIs and web
crawlers. Recent studies rely on Twitter, although other social networks have been utilised
such as Sina Weibo and Facebook.

® Glove
® Word2Vec
RoBERTa
wikipedia2vec
® GPT2
@ Contextual string embeddings
@ BERT
Flair
® pooling
LSTM
® RNN
® CNN
@ CNN-RNN
@ Variational Auto-Encoder

Figure 10. Embeddings and data encoding techniques utilised for fake text detection

Based on the synthesis of the findings, we can conclude that the existing datasets for
deepfake text detection have different characteristics and challenges, as well as different
advantages and disadvantages, for deepfake text detection. Some of the main factors that
affect the quality and suitability of the datasets are:

Language: We noticed a severe dearth of language diversity, where studies that counter-
attack deepfake text using a language other than English in the processed data are nearly
rare. Despite the fact that some works targeted other languages such as Spanish [84, 95],
Chinese [80], Arabic [104, 116] and Italian [94], as shown previously in Figure 5, there is
still a considerable gap in research combating deepfake text in non-English languages.
While in actuality, information operations, which include machine-generated text, are
likely to involve a wide range of languages tailored to the intended target audiences, not
just English. Moreover, the impact of various linguistic or cultural context on the
identification of machine-generated text is not taken into account in most of the literature.
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The suggested methods’ efficacy can differ depending on the language and cultural
contexts, so more study is required to confirm the suitability of detection methods in
diverse settings.

Data availability and quality: The availability and quality of the data used for training
and testing the detection methods are crucial for the accuracy and generalization of the
detection methods. However, the data for deepfake text detection is often scarce, noisy,
imbalanced, or domain-specific, which can pose challenges for the data collection,
annotation, processing, and augmentation methods. Moreover, the data for deepfake text
detection may vary in terms of format, style, topic, language, etc., which can require
different features, models, and metrics for the detection methods. The remarkably restricted
data availability and the lack of publicly available well-organized deepfake text datasets,
and missing or imprecise ground truths, especially datasets with text generated using more
recent large language models.

Data diversity and representativeness: The diversity and representativeness of the data
used for training and testing the detection methods are important for the performance and
robustness of the detection methods. However, the data for deepfake text detection may
not capture the full spectrum and complexity of the real and synthetic text content,
especially when the data is collected from specific sources, domains, or topics, or when the
data is generated by specific models, techniques, or parameters. For instance, each work in
the literature focuses on a specific social media platform for detection and may not
generalize well to detection in other platforms, limiting its applicability in a broader
context. Therefore, developing diverse and representative datasets is a significant challenge
for researchers and essential to improve the validity and reliability of detection methods.

Data collection and annotation: Analysing patterns and labelling large amounts of data,
on platforms such as social networks, can be a time and effort-consuming task. This is
where semi-supervised learning approach can be largely useful for labelling the datasets
[72]. Obtaining large amounts of labelled data for Al-generated text detection can be costly,
time-consuming, or difficult, as it requires human experts to manually annotate the texts.
Due to its ability to enhance the performance and generalization of detection models by
utilizing the abundant unlabelled data that are accessible on platforms like social networks,
semi-supervised learning (SSL) presents itself as a promising human-interference-free
solution for Al-generated text recognition. SSL aims to learn useful representations from
unlabelled data and augment labelled datasets with confident model predictions to balance
classes. In semi-supervised learning, both labelled and unlabelled data are used to train the
detection models. Several studies have explored SSL for constructing datasets for
detection, such as [43, 80, 104, 115]. However, there is still room for developing more
efficient and effective data collection and annotation methods, such as crowdsourcing,
active learning, or self-supervision.
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Data processing and augmentation: Data processing and augmentation are methods that
aim to improve the data availability and quality for deepfake text detection, by cleaning,
preprocessing, balancing, sampling, or augmenting the data. However, data processing and
augmentation are also challenging for deepfake text detection, as they may introduce noise,
bias, or inconsistency in the data, or they may not capture the full spectrum and complexity
of the real and synthetic text content. Therefore, developing more robust and adaptable
data processing and augmentation methods, such as noise reduction, feature extraction,
data synthesis, or data transformation, is a future direction and challenge for deepfake text
detection.

3.5. Strengths and Limitations of Existing Techniques

Figure 11 depicts the taxonomy of all the mentioned detection approaches based on their
positives and weaknesses. The “+” denotes advantages and the “—” denotes disadvantages
for each category studied.

Detectors

.................

Standard ML and DL Statistical “..| Transfer Learning Graph based
bas_ed feature based based ,.,

@ ® 9 ® O & O ®

Relatively powerful classifiers Simple and light models Very high & improved performance Handles semantic relationships between nodes
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i Hard to interpret ; Computational cost for preparing data é Often leads to overfitting E Compla K cmpatseuty sipeoais
? i °
fiohets of e """‘"m silows gonoraiity for DL Small datasets Training time reduced & better tonolse & scalability

2

Require huge amount of data for learning Modest P""""""‘“;"‘ require manual feature H Need for domain expertise H Require graph features engineering
engineering H H
Avoid manual feature engineering for DL models Results easy to interpret Reduced need for labeled data Takes collective behavior in count
Time consuming training & execution Lost of generality for other domain datasets Limited applicability Interpretability issues & not effective on its own

Figure 11. General view of the pros and cons of the approaches used
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Strengths of the existing detectors

Statistical feature based approach: This approach extracts various statistical features from
texts, such as n-gram frequencies, perplexity, entropy, etc., and uses them as inputs for
detection models. The strength of this approach is that it can capture some intrinsic
characteristics of texts that are hard to mimic by language models, such as word usage,
style, and diversity. Moreover, these features can provide additional adversarial robustness,
as they are less sensitive to slight modifications of the texts that aim to evade detection
[135]. Statistical and hand-crafted feature-based methods are considered to be robust to
noisy data and can handle missing or erroneous words. Furthermore, these methods are
computationally efficient and very fast at training and inference, as they require less
processing time and power compared to deep learning methods [136]. Statistical methods
also have low data requirements and yet can achieve acceptable results [42, 111, 105].
These methods are also suitable for detecting machine-generated text in different domains
and scenarios, as they have low data requirements and yet can achieve acceptable results
[42, 111, 133, 105]. This approach can also be more robust to adversarial attacks that
modify the texts slightly to evade detection.

Standard ML and DL based approach: This approach can achieve high accuracy on
specific domains or language models, as long as the training and testing data are from the
same distribution [131, 43]. However, this approach may not generalize well to new data
that differ from the training data in terms of patterns, quality, quantity, complexity, or
diversity [117, 49]. CML and DL methods have the potential to generalize well to new data
because they learn from patterns in the data, but this also depends on the quality and
quantity of the training data, and the complexity and diversity of the test data [96, 76, 75,
77], as this approach may require careful tuning of the models and their parameters to
achieve optimal performance [132]. CML methods provide straightforward feature-based
classifiers that can recognize machine-generated text and sometimes outperform more
expensive techniques [91], providing a readily available "first line of defence" against the
misuse of LLMs. ML methods can also provide interpretable results that can help
understand why the model made a particular prediction by showing the features, rules, or
coefficients that contribute to the prediction [42], although the interpretability of these
methods may vary depending on the complexity and size of the model, the number and
type of features, and the specific domain of application. DL methods are flexible and are
able to handle a variety of input types, such as raw text, word embeddings, or other types
of feature representations. DL methods can also capture complex and non-linear
relationships between the input and the output, which may be useful for distinguishing
subtle differences between human and machine-generated text.

Transfer learning based approach: The strength of this approach is that it can leverage the
large-scale and diverse data that the language models are trained on, and thus generalize
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better to unseen domains or language models [138]. This approach can also benefit from
the continuous improvement of language models, as new models can be easily integrated
into the detection pipeline [50]. Transfer learning allows faster training of models because
the pre-trained model has already learned the underlying features and patterns in the data.
The new model only needs to learn the task-specific features. This can also significantly
improve the performance of the new model since it is based on a pre-trained model that has
already learned to recognize the relevant features and patterns. Other strengths of TL lie in
the fact that it can help the model generalize better and reduce the need for labelled data.
Fine-tuned models don’t need a large dataset for training [72, 101, 13, 119, 121, 116, 110,
74, 53], and yet can achieve high state-of-the-art accuracies.

Graph based approach: This approach represents texts as graphs, where nodes are words
or sentences, and edges are syntactic or semantic relations. The approach then uses graph
neural networks [123, 92] or other graph algorithms [123, 78] to perform detection. The
strength of this approach is that it can exploit the structural and relational information in
texts, which are often overlooked by other approaches. This approach can also handle long
and complex texts better, as graphs can capture the global and local coherence of texts.
Graph- based approaches can capture semantic links between words such as synonymy,
antonymy, and hypernymy. By modeling these relationships as edges in the graph, the
method can better capture the meaning of the text. This approach also allows robustness to
noisy data because it uses a graph representation that can handle missing or erroneous
words. The graph structure can help in dealing with ambiguities and uncertainties in the
data. Graph-based methods allow scalability to large datasets and high-dimensional feature
spaces because they only require pairwise similarity computations between the nodes in
the graph, rather than considering all possible combinations of words. In graph-based
studies, like [78], the multi-modal user semantic and property information are used to avoid
feature engineering and enhance its ability to capture bots with diversified disguises.

Weakness of the existing detectors

Statistical feature based approach: This approach has several limitations that may affect
its performance and applicability as it may not capture the semantic and contextual
information in texts, which are important for human perception and understanding [133].
This approach also has difficulty in selecting and combining the optimal features for
detection, as different features may have different discriminative power and correlation
[139]. Furthermore, this approach may be affected by the noise or variation in the texts,
such as spelling errors, slang, or dialects [135]. Moreover, this approach may fail to catch
all the variations and nuances in text written by machines, which could result in false
positives or false negatives during the identification process [91].

Methods based on statistical and hand-crafted features often face an issue of having a
limited feature set of the data, and lack generalization to new data because they rely on
predefined rules and features. These methods require domain expertise to design and
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engineer features, which can be time-consuming and expensive [72]. Additional drawbacks
include the fact that they may not perform as well on complex tasks and can be limited in
the types of input they can handle, such as raw text or word embeddings, and may be
vulnerable to adaptive attacks that modify the texts slightly to evade detection [131].

Standard ML and DL based approach: The weakness of this approach is that it is highly
dependent on the quality and quantity of the training data, and it may suffer from overfitting
or underfitting problems [132]. This approach may also fail to generalize to new domains
or language models, as the distribution of the texts may change significantly [49, 131].
Moreover, this approach may be vulnerable to adversarial attacks that exploit the gradient
information or the model architecture to generate undetectable texts [117]. Because DL
approaches rely on big, complex models with many layers of nonlinear transformations,
they can be less interpretable than ML methods and the features learned by these models
can be difficult to interpret [42]. To train, deep learning methods can be computationally
expensive, requiring enormous quantities of memory and computing power, which can
make training these models on low-resource devices problematic [140].

Transfer learning based approach: The weakness of this approach is that it may inherit the
biases or limitations of the pre-trained language models, such as factual errors, ethical
issues, or domain specificity [49, 71]. This approach may also face the challenge of fine-
tuning the language models for detection, as the objective and data of detection may differ
from those of pre-training [42, 138]. Additionally, this approach may incur high
computational and memory costs, as the language models are often large and complex
[140]. This approach also can make the model less interpretable since the pre-trained
model’s features may be difficult to interpret, and the fine-tuned model’s features may rely
on both the pre-trained and task-specific characteristics [72]. Transfer learning requires
domain expertise to choose an appropriate pre-trained model and fine-tuning strategy, and
to interpret the results of the fine-tuned model [142]. Detectors of this approach may be
prone to false positives, as some detectors utilizing information from pre-trained language
models such as GLTR and Longformer have shown a propensity to mistakenly classify
human-authored texts as machine-generated, particularly in scenarios outside of their
trained data distribution [42, 138].

Graph based approach: The weakness of this approach is that it may require sophisticated
and reliable methods to construct and analyse the graphs, which are not always available
or easy to implement [133]. This approach may also encounter the problem of graph
sparsity or inconsistency, as the texts may not have enough or consistent nodes and edges
to form meaningful graphs [139]. Moreover, this approach may have scalability issues, as
the graphs may grow exponentially with the length and complexity of the texts [140].
Graph-based approaches can be computationally expensive because they need the
construction of the graph as well as the computation of pairwise similarities between nodes
[72], and also less interpretable than traditional feature-based methods, as it relies on the
graph structure to capture the relationships between words, which may be difficult to
explain [42]. Moreover, this approach is also highly dependent on a number of
hyperparameters, including the similarity measure and the graph creation process. Hence
the performance of these methods can be sensitive to the choice of these hyperparameters.
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This approach may not be sufficient to discriminate real text from deepfake text on its own,
and it needs to be combined with other approaches like ML or DL to increase the overall
performance [93]. In addition, it may lack a detailed exposition of the computational
complexity of the method used, which may hamper the understanding of its scalability and
efficiency [78].

3.6. Chapter Summary

This chapter has systematically analysed the strengths and limitations of existing research
on Al-generated text detection, revealing critical gaps that this thesis addresses. The
comprehensive examination of current literature demonstrates that while significant
progress has been made in detecting synthetic content in high-resource languages like
English—primarily through transformer-based models and stylometric analysis—Arabic
remains severely underexplored, representing a substantial opportunity for scholarly
contribution.

The literature review process has illuminated several fundamental deficiencies in the
current research landscape. Most notably, the literature reveals a pronounced lack of
Arabic-specific detection frameworks, despite Arabic being one of the world's most widely
spoken languages with over 400 million native speakers. This linguistic bias in existing
research creates significant vulnerabilities in detecting Al-generated content across diverse
digital ecosystems where Arabic content proliferates.

Furthermore, the review identifies a concerning limitation in the scope of current detection
methodologies, which predominantly focus on binary classification approaches. This
narrow focus fails to address the growing complexity of hybrid texts—content that
combines both human-authored and Al-generated segments—which represents an
increasingly common phenomenon in real-world scenarios. The absence of segment-level
analysis capabilities in existing detection systems creates blind spots that malicious actors
can exploit to circumvent detection mechanisms.

The findings of this review align closely with broader observations in the field of deepfake
text detection research. As established in recent review studies, social media platforms
have emerged as fertile breeding grounds for online misinformation, with machine-
generated text receiving unprecedented attention from both academic and industrial
communities. This heightened interest stems from the remarkable efficiency of
contemporary language generative models in emulating human-written text, creating an
urgent need for detection mechanisms that can maintain pace with rapidly evolving natural
language generation technologies.

The development of accurate detection systems has become a crucial necessity as the
sophistication of generative models continues to advance. Current research indicates that
while humans struggle to differentiate between authentic and generated text, automatic
detection systems demonstrate superior performance in this critical task. However, the
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review reveals that existing detection approaches—encompassing classical machine
learning algorithms, deep learning frameworks, manual feature extraction methods,
statistical approaches, and graph-based methodologies—exhibit significant gaps and
limitations that must be addressed through targeted research efforts.

The literature analysis reveals that current detection methodologies primarily rely on
transformer-based architectures and stylometric features, which have proven effective for
English-language content but lack validation in Arabic linguistic contexts. The unique
morphological, syntactic, and semantic characteristics of Arabic present distinct challenges
that existing detection frameworks have not adequately addressed. This gap necessitates
the development of language-specific approaches that account for Arabic's rich
morphological system and complex orthographic conventions.

Additionally, the predominant focus on binary classification in existing literature overlooks
the nuanced reality of contemporary content creation, where human authors increasingly
collaborate with Al systems to produce hybrid texts. The inability of current detection
systems to perform segment-level analysis represents a critical limitation that undermines
their practical utility in real-world applications where partial Al assistance is becoming
commonplace.

These findings comprehensively validate the thesis's strategic focus on Arabic-specific
detection frameworks and segment-level analysis methodologies. The identified gaps
directly support the necessity for developing novel detection approaches that can address
the unique challenges presented by Arabic-language content while simultaneously
providing the granular analysis capabilities required for hybrid text detection.

The review also underscores the importance of incorporating interpretability mechanisms
and ethical accountability frameworks into detection systems. As these technologies
become increasingly integrated into content moderation and academic integrity
enforcement, the ability to explain detection decisions and ensure fair, unbiased operation
becomes paramount. The thesis's emphasis on these aspects addresses critical concerns
raised in the broader literature regarding the responsible deployment of automated
detection systems.

By positioning the thesis within these identified research gaps, this chapter establishes a
robust foundation for the empirical contributions presented in subsequent chapters. The
proposed novel methods for detecting Al-generated news articles, student essays, and
hybrid texts in Arabic directly respond to the deficiencies revealed through systematic
literature analysis. The technical design of these methods draws extensively from the
reviewed literature while addressing its limitations through innovative approaches tailored
to Arabic linguistic characteristics and hybrid text detection requirements.

The societal relevance of these contributions extends beyond technical advancement to
encompass critical applications in combating misinformation and preserving academic
integrity. As the review demonstrates, the current inability to effectively detect Al-
generated Arabic content creates vulnerabilities that undermine information
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trustworthiness and educational standards. The thesis's focus on these applications reflects
the urgent need for detection capabilities that can protect the integrity of digital information
ecosystems in Arabic-speaking communities.

The comprehensive literature analysis reveals that deepfake text detection represents a
challenging and multifaceted problem with far-reaching implications across diverse
domains and application scenarios. While existing methodologies have demonstrated
promising results in controlled environments, their limitations become apparent when
applied to real-world scenarios involving low-resource languages and complex content
structures.

This review process has illuminated the need for continued research that addresses current
gaps while anticipating future challenges posed by rapidly advancing generative
technologies. The thesis contributes to this ongoing effort by providing targeted solutions
for Arabic content detection and hybrid text analysis, thereby advancing the broader goal
of maintaining information trustworthiness and integrity in increasingly complex digital
environments.

This literature review not only informs the technical design decisions underlying the
thesis's proposed methodologies but also reinforces their critical importance in addressing
pressing societal challenges. The convergence of identified research gaps with the thesis's
specific focus areas validates the scholarly contribution while establishing clear pathways
for future research development in this rapidly evolving field.
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CHAPTER IV

Detection of Al-Generated News

Articles

Following the foundational exploration of deepfake technologies and their implications for
Arabic text in Chapter 2, this chapter transitions from conceptual frameworks to practical
solutions by addressing the detection of Al-generated news articles in Arabic. While the
previous chapter established the linguistic and technical challenges, it did not evaluate
specific methodologies for identifying synthetic content in real-world applications. This
chapter bridges that gap by presenting a focused investigation into the efficacy of
automated detection systems and their comparison with human evaluators, thereby
advancing the thesis’s goal of combating Arabic deepfake text.

The aim of this chapter is to rigorously evaluate the performance of fine-tuned detection
models in distinguishing Al-generated Arabic news articles from human-authored ones,
while also benchmarking its accuracy against human evaluators. Readers will learn how
state-of-the-art natural language processing (NLP) techniques can be adapted to Arabic, a
language often underrepresented in Al research, and gain insights into the limitations of
human judgment in detecting synthetic text. By quantifying the gap between machine and
human detection capabilities, this chapter contributes novel empirical evidence to the field,
reinforcing the urgency of developing language-specific detection tools.

To achieve this aim, the chapter is structured as follows: First, the methodology for dataset
construction is detailed, including the collection of human-authored Arabic news articles
and their Al-generated counterparts using models like ChatGPT. The design and fine-
tuning process of the detection models are explained. The experimental setup is then
outlined, covering evaluation metrics such as precision, recall, and F1-score. Next, a
comparative analysis of the model’s performance against human evaluators is presented.
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4.1. Methodology

In this chapter, we employ transfer learning on extensive pre-trained models to establish a
method for detecting Arabic deepfake text. Our methodology consists of three primary
phases: the initial phase involves dataset generation, the second phase entails deepfake text
detection utilizing the proposed classifiers, and the third phase, detailed in Section 4.6,
explores a comprehensive comparison between automated detection and human
discernment of deepfake text. We developed a novel dataset, Ara-Deep, utilizing the
ChatGPT model (version 3.5) for the training data. Our dataset was utilised to train our
four models, DFTD1, DFTD2, DFTD3, and DFTD4, which were subsequently assessed on
alternative datasets, establishing our study as one of the initial pioneering efforts in this
domain to tackle the identification of Arabic deepfake text generated using ChatGPT.
Sections 3.2 and 3.3 illustrate the dataset generation methodology and the comprehensive
architecture of the proposed models.

Data Collection and Preprocessing

Our custom dataset, so-called Ara-Deep, represents a fusion of artificially generated and
authentic text data. The process of generating artificial text involves a meticulous prompt
engineering approach, wherein real examples from the SANAD dataset were employed
[145]. These real examples served as input to ChatGPT (version 3.5), guiding the model
in rephrasing and completing text to produce coherent, natural, and human-like deepfake
text.

As outlined in Table 4, we provide insights into our generated dataset's composition in
terms of sentence count, word count, and unique words count.

Figure 12 provides a visual representation of the word frequency distribution within our
dataset. For a more lucid global visualization, the dataset is split into ten distinct and equal
segments in these renderings.

Table 4. Characteristics and statistical information of the produced dataset

Property Value
#sentences 19,807
#words 2,065,670
#Unique_words 55,153

Average_words_per_sentence =104
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ment Segments (CHAT-GPT.DataSet)

Figure 12. Frequencies distribution of the top 10 words in our dataset. The whole dataset
IS segmented into10 segments

As shown in Figure 14, during the prompt engineering phase, text reformulation and text
completion were employed, with the text being entered either at the beginning or the end
of the prompt. The dataset generation pipeline are visually expounded upon in Figure 13.
Table 5 offers an overview of the real text that was given as input and the corresponding
deepfake generated text samples.

=

real text
Prompt engineering Text generation ARA-DEEP
U
! B
J l = . = :
. . — . — ~— "
(==2) = O

real text ChatGPT DeepFake text

Our new dataset

Figure 13. The dataset construction pipeline
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Order of providing the
examples within

prompts Type of generation

At the beginning Text completion

At the end Text reformulation

Figure 14. Prompts engineering techniques used with ChatGPT for generating Al-
produced text

To improve data quality before using the dataset for the training, we clean the data by
removing URLs, hashtags, and symbols. The process was performed using Python with
Pandas libraries, yielding a dataset containing 2,065,670 terms and 19,807 phrases, with a
total of 55,153 unique words among these terms.

A word cloud representation of the most meaningful and visible words included in the Ara-
Deep dataset can be seen in Figure 15.

Table 5. Two examples of the instances included in our dataset generated by ChatGPT.
The first example is generated using text completion, while the second is produced based
on a text paraphrasing prompt.
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Input text

text completion

text reformulation

Output text
(deepfake text)
Prompt real text
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Complete the
following text:
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g

Emaar The Economic City’s profits
have witnessed
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“Emaar The Economic City”'s profits have
witnessed strong growth over the past period.
According to recent financial reports, the company
has recorded excellent performance, as its profits
have increased significantly.

This increase in profits is due to the success of
the company's strategy in developing and
managing its various real estate projects. Emaar
The Economic City has developed a group of large
and innovative projects in various sectors such as
residential and commercial real estate, hospitality
and entertainment.

The positive earnings results of Emaar The
Economic City reflect the strength of the local
economy and the general stability of the real estate
market. These results also enhance investor
confidence and attract more investments to real
estate projects in the city.

Emaar The Economic City has moved towards
diversifying sources of income and enhancing
innovation and technology within the framework
of a long-term strategic vision. The company also
seeks to enhance economic and commercial
cooperation with international companies and
institutions, with the aim of achieving growth and
sustainability. ...
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Input text

Prompt

real text

Output text
(deepfake text)

Reformulate
the following text:

Gl sl o) gal Sl sae &y &I 4S8
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Samsung has obtained a new patent for
a mechanism that facilitates the process of
folding screens for smartphones. It is
expected to see its first model on the
market during 2017, which it filed in June
2015.

This mechanism works to fold the
phone screen through mechanical parts
installed behind the screen, which will
support the process of opening and closing
the two halves of the screen to each other,
and also works to hold the screen in the
open position when in use. This is not the
first patent of its kind registered by
Samsung, as the Korean company has
previously registered several patents for
technologies and  mechanisms that
facilitate the manufacture of mobile
phones equipped with foldable screens.
Samsung is still examining the economic
feasibility of the idea, especially since it
found that some consumers do not like the
idea.
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Samsung was able to obtain a new patent for a
mechanism that facilitates the process of folding
smartphone screens. It is expected that we will see
the first model using this technology on the market
during 2017. This mechanism relies on mechanical
parts installed behind the screen to enable the
screen to be opened and closed in a folded manner
and to ensure its stability when in use. This is not
the first patent registered by Samsung in this type,
as the Korean company has filed several patents for
technologies and mechanisms that facilitate the
manufacture of mobile phones with foldable
screens. Samsung is still studying the economic
feasibility of this idea, especially with some
consumers who do not prefer this idea.



Figure 15. Word cloud of the top words included in the dataset

Model Architecture

As previously introduced, the current task of deepfake text detection is approached as a
binary classification problem. In our pursuit of delving into the ability to distinguish text
generated by large language models, our study conducted a meticulous investigation
involving a cohort of four distinct pre-trained models, trained on multi-languages
including Arabic and that performed well on NLU tasks. Notably, the models
encompassed Multilingual-BERT (mBERT) [146], XLM-RoBERTa-large, XLM-
RoBERTa-base, and XLM-RoBERTa-large-XNLI [147]. We judiciously selected these
models for their established prominence and demonstrated capabilities in NLU and
linguistic feature extraction [73, 126, 129, 134].

Our transfer learning approach leveraged these pre-trained models' rich linguistic
knowledge acquired from their extensive pre-training on multilingual corpora.
Specifically:

DFTD1 transferred knowledge from fine-tuning Multilingual-BERT, an embodiment of
the BERT architecture, which has pretrained deep bidirectional representations from
unlabelled text by conditioning on both left and right context in all layers and serves as a
universal transformer model that exhibits proficiency in various languages.

DFTD2, DFTD3, and DFTD4 transferred knowledge from fine-tuning XLM-RoBERTa-
base, XLM-RoBERTa-large, and XLM-RoBERTa-XNLI, respectively. These models
leveraged the knowledge learned by XLM-RoBERTa, a multilingual variant of
Facebook’s RoOBERTa model released in 2019. It is a large multi-lingual language model,
trained on 2.5TB of filtered CommonCrawl data on one hundred languages including
Arabic.
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The transfer learning process involves a meticulous fine-tuning procedure that was
diligently undertaken. The pre-trained models were further trained on Arabic corpus
using our Ara-deep dataset for our specific downstream task of deepfake text detection.
In the fine-tuning process, we maintained the architecture and weights of the pre-trained
model, incorporated a task-specific classification head for binary classification, and
modified the model's parameters utilizing our Ara-deep dataset to tailor the pre-trained
knowledge to our specific task (refer to Section 4.3.2 for the detailed fine-tuning
configuration and implementation setup).

This methodological orchestration allowed for a thorough and insightful evaluation of the
models' detection capabilities. In Section 4, we provide a detailed presentation of the
experiments designed to assess the defensive performance of these detectors.

As shown in Figure 16, the process can be divided into three main phases. The first phase
is dedicated to the task of dataset building, the second phase is for fine-tuning pretrained
multilingual models, and the third phase is to study the human capacity for distinguishing
between deepfake and genuine text. In general, the second phase is the same for the four
employed models. After completing the three phases, results of both human and automatic
detection are analytically compared and evaluated.

Real text collection Pretrained model

i
a Pre-trained 5
weights <
¢ Prompting e
& Fine-tuning MY
ChatGPT LA 1]

Training New task: DF text
Detection L £ o
— Comparing and evaluating
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5 Testing )
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Real text é] a 3 ™ . (
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Figure 16. The overall architecture of the proposed model
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The implementation details of the proposed detectors, including the specific fine-tuning
hyperparameters (learning rate, number of epochs, batch size) and experimental results,
are presented in the next section.

Experimental Settings and Results

In this section, we executed a number of experiments in order to evaluate the efficacy of
our proposed models. To analyse the performance, an in-depth examination of the results
yielded by each individual experiment is conducted. We carried out comparative
experiments to evaluate the performance of the proposed models.

Baseline

Due to the absence of published baseline models for Arabic deepfake text recognition,
this study constructed a temporal convolution network (TCN) architecture to serve as a
baseline for comparison with the proposed models.

Experiment |
Obijective of the Experiment

This experiment seeks to evaluate the efficacy of the constructed models in detecting
Arabic deepfake text utilizing the developed dataset, specifically examining how
effective are the designed models in identifying Arabic deepfake text using the
developed gold standard dataset.

Setting the Experiment

As outlined earlier in Section 3.3, we set up our framework with four multilingual pre-
trained models: (1) DFTD1 (Multilingual-BERT), (2) DFTD2 (XLM-ROBERTA-
base), (3) DFTD3 (XLM-ROBERTA-large), and (4) DFTD4 (XLM-ROBERTA-large-
XNLI). For all experiments, these models underwent optimization with AdamW (Adam
with decoupled weight decay) [141], employing a learning rate of 2e-5. We conducted
trials over 50 epochs since extending the training beyond this point did not significantly
impact the training error. To expedite convergence and reduce memory consumption, a
batch size of 10 was adopted during the training process.

Table 6 describes the combinations of hyperparameters used to train the four
architectures. The proposed models and their variants are trained and tested utilizing the
Ara-Deep Arabic dataset.
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To avoid overfitting, we implemented early stopping based on validation performance.
To demonstrate the model's capacity for generalization, we report findings on a hold-
out validation set. To ensure reproducibility, we randomly divided the dataset into
training and testing sets, allocating 80% for training and reserving the remaining 20%
for testing. This partitioning remained consistent across all experiments.

During fine-tuning, we meticulously selected optimal hyperparameters through an
extensive search encompassing combination of learning rates, batch sizes, and epoch
numbers from the following sets {2e-5, 9e-5, 1le-4, 1le-3}, {10, 16, 32}, and {30, 50,
60}, respectively. All of the experiments are carried out using Python 3.10.12,
transformers 4.33.1, with Cuda 11.8, and trained on a single NVIDIA Tesla T4 GPU.

Table 6. Hyperparameters used for training our DFTD1, DFTD2, DFTD3, & DFTD4
models

Hyperparameter Value

optimizer Adamw

learning rate {2e-5, 9e-5, le-4, 1le-3}
epochs {30, 50, 60}

batch size {10, 16, 32}

Results

In this subsection, the results from the experimental investigation | are presented. In
addition to the accuracy, the following metrics were also evaluated: Precision, Recall,
and F1 score. The precision is the fraction of predicted human-written texts that are
actually human-written. The recall is the fraction of actual human-written texts that are
predicted to be human-written. The F1 score is the harmonic mean of precision and
recall. Table 7 reports the main results of our approach and the comparison with the
baseline TCN network’s results on the detection task. The accuracy, precision, recall,
and F1 scores for each model are shown in Figure 17.

Table 7. Results and performance of the fine-tuned models Vs baseline

Model Accuracy | Fl-score | Precision | Recall
DFTD_1 0.9970 0.9970 0.9950 0.9990

DFTD_2 09980  0.9980  0.9980  0.9980
DFTD 3 09880 09881 09775  0.9990
DFTD 4 09975 09975 09970  0.9980
TCN 0.8938  0.9100  0.9000  0.9000
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Figure 17 shows the main experimental results of our proposed models, and Table
8 describes in detail the results of the TCN network.

Table 8. Performance reports of baseline TCN on each class

Label Precision  Recall F1-Score Accuracy
0: Real text 0.9900 0.7200 0.8400 0.8900
1: Deepfake text 0.8000 1.0000 0.8900 '
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Figure 17. Performance of the fine-tuned models. Figures (a), (b), (c), and (d) represent
the results of evaluating DFTD1, DFTD2, DFTD3, and DFTD4 respectively
Discussion

This subsection discusses the outcomes of the initial experimental inquiry. The
comprehensive experimental results presented in Table 7 indicate that fine-tuning
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strategies routinely outperform the model trained from scratch. This is attributable to
the significantly higher size and increased number of parameters in large language
models.
The differences in the performances of the LLMs and the baseline may stem from the
varying capacities of each model to extract structural information from the text:
« DFTD1: Fine-tuned Multilingual-BERT (mBERT) (179M params): This model
displayed outstanding accuracy of 99.70% on the test set. This is a further
improvement over the DFTD3 model and suggests that the multilingual-BERT base
model is able to learn to identify the principal linguistic features that are characteristic
of deepfake text.
« DFTD2: Fine-tuned XLM-RoBERTa-base (279M params): This model achieved
an accuracy of 99.80% on the test set. This is the highest accuracy achieved by any of
the models. As can be seen from table 7, DFTD2 model achieved also the highest
precision, and F1 scores. The DFTD2 model is able to learn to identify the most subtle
linguistic features of human-written and deepfake text, and is therefore able to make
the most accurate predictions.
« DFTD3: Fine-tuned XLM-RoBERTa-large (561M params): This model achieved
an accuracy of 98.80% on the test set. This is a significant improvement over the
baseline accuracy of 91.0%, illustrating the models adeptness in the detection task.
The model has demonstrated its aptitude for navigating the challenges presented by
managing complex linguistics of Al-generated text.
« DFTDA4: Fine-tuned XLM-RoBERTa-large-XNLI (561M params): The
performance of DFTD4, which boasted a 99.75% accuracy rate on the test set, was
consistent with its enhanced architecture. This model showcased heightened
performance, effectively capturing the patterns of ChatGPT-generated text.
The performance analysis of multilingual language models revealed an impressive
sensitivity in identifying text produced by ChatGPT. With accuracies rates over 0.98,
their cross-lingual prowess underscored the potential as robust detectors in the Arabic
language. The culmination of these findings delineates the efficacy of the four models
in detecting text originating from ChatGPT. The precision of their classifications
highlights their potential for contextually nuanced detection tasks. Analysing the
performance of each model, the findings show the nuanced interplay between model
architecture, depth, and its performance.
The enlarged architecture of DFTD3 is reflected in its higher sensitivity, supporting
the claim that increased model complexity is associated with a stronger ability to grasp
contextual complexities. However, DFTD2 outperformed DFTD3 although its
architecture is smaller. DFTD2 revealed its high aptitude for accurate text detection
by being the best performing model with an accuracy of 99.80%.
DFTD1’s remarkable accuracy highlights its innate ability to recognize a wide range
of linguistic variations. The fact that DFTD1 (based on the 179M params Multilingual -
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BERT) performed better than the much larger DFTD3 was an intriguing outcome.
DFTD1 was outperformed by DFTD4 in terms of overall performance.

Experimental findings demonstrate that all our developed models outperform the
baseline method.

Experiment 11
Objective of the Experiment

The aim of this assessment phase is twofold: first, to assess the models' performance, and
second, to examine the influence of differing input parameters on decision-making,
performance, and the capacity to generalize effectively to unseen examples from diverse
domains, sources, and LLMs.

Setting the Experiment

As Figure 18 illustrates, this experiment is designed to examine whether the modification
of the input X, the internal architecture of Unit A (the auto-text generation unit), or the
output Y generated by Unit A (which serves as the input for Unit B, the detection unit)
have a significant influence on the decision processes and overall performance metrics of
Unit B (our proposed models). The input X represents the initial data (prompt + text) fed
into the LLM, while Unit A is responsible for generating deepfake text as its output (YY)
based on its internal parameters. Unit B, conversely, which encompasses our four
proposed detectors: DFTD1, DFTD2, DFTD3, and DFTDA4, is responsible for analyzing
the outputs from Unit A to determine if they are human-produced or Al-generated.

X s Unit A Y

Figure 18. Rational underpinning experiment 11
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To validate the performance of our proposed models comprehensively, further evaluation
on three different datasets were conducted. These datasets permitted a systematic
manipulation of the key variables (X, Unit A, and Y), enabling a comprehensive analysis
of their individual and combined effects on the models’ behaviour. Specifically, we used:
« M4 dataset: introduced by Wang et al. [129], which serves as a substantial
benchmark for machine-generated text detection. Notably, the dataset incorporates a
diverse array of examples, ensuring a robust evaluation. In our analysis, we utilised
Arabic text generated by ChatGPT. The dataset used for evaluation contains both human
text and Al-generated text.
* LLM Question-Answer Dataset : includes Al-generated texts and prompts
produced in 32 different languages by Large Language Models (LLMs). The model is
given prompts to generate text. The length and complexity of the writings that the LLM
produced in response to these prompts are varied. The dataset used for evaluation
consists of Arabic deepfake text generated using the models GPT-3.5, and GPT-4.
+ BLOOM dataset: We created another dataset for evaluating our models using the
BLOOM large language model. The dataset contains both human text and deepfake text.

Results

The results of our assessment, displayed in Tables 8, 9, and 10, validate the encouraging
findings of our proposed models. In the M4 and LLM Question-Answer Datasets, DFTD1
surpassed other models in accuracy, precision, and F1-score, attaining scores of 99.65%,
99.60%, 99.65%, and 99.80%, 100%, and 99.79% respectively. DFTD3 surpasses the
other models in both datasets for F1-score, achieving 99.90%.

Table 9. Evaluation results on the M4 dataset

Accuracy  Precision Recall F1-Score
DFTD_1  0.9965 0.9960 0.9980 0.9965
DFTD_2  0.9940 0.9679 0.9970 0.9940
DFTD_3 0.9810 0.9819 0.9800 0.9810
DFTD_4  0.9995 1.0000 0.9990 0.9995

Table 10. Evaluation results on LLM Question-Answer dataset

Accuracy Precision  Recall F1-Score
DFTD_1  0.9980 1.0000 0.9960 0.9979
DFTD_2  0.9935 0.9900 0.9970 0.9935
DFTD_3  0.9410 0.8952 0.9990 0.9442
DFTD_4  0.9900 0.9832 0.9970 0.9900
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Table 11. Evaluation results on BLOOM dataset

Model  Accuracy Precision Recall F1-Score
DFTD_1 0.9935 0.9900 0.9970 0.9935
DFTD_2 0.9940 0.9900 0.9980 0.9940
DFTD_3  0.9950 0.9910 0.9990 0.9950
DFTD_4  0.9555 0.9198 0.9980 0.9573

Discussion

The results underscore their efficacy in not only analysing machine-generated text from
diverse sources but also in demonstrating a capacity to generalize proficiently across
different domains and LLMs.

According to the logic illustrated in Fig. 8, the assessment of M4 facilitated the validation
of the model's performance when Unit A remains constant (Chat-GPT), while X and Y
are altered in terms of source and domain. The assessment of the LLM Question-Answer
and BLOOM Datasets facilitated the validation of the models' performance when all three
critical factors: Unit A (GPT-3.5, GPT-4, and BLOOM), X, and Y deviate from those
encountered during training. This experiment demonstrates that the suggested models can
effectively generalize to fresh data from diverse areas and sources supplied by various
LLMs. This performance across the three evaluation datasets indicates the models'
adaptability and highlights their utility.

Experiment 111

Objective of the Experiment

The aim of this experiment is to investigate the performance of our proposed model in
comparison to other baselines and state-of-the-art models in terms of key metrics such as
precision, recall, F1-score, and accuracy.

Setting the Experiment

Our best performing model in term of accuracy, precision, and F1-score, DFTD4 model,
was used in this experiment.

To the best of our knowledge, there are no detectors specifically trained for Arabic
deepfake detection. However, a recent study by Wang et al. [129] focused on detecting
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ChatGPT-generated text using a diverse dataset that includes multiple languages,
including Arabic. Although the study did not explicitly specify detection performance for
each language, it provides valuable insights. In our experiment, we compare our top-
performing model with the detectors used in the previously mentioned study. This
comparison is based on the same dataset M4, which contains Wikipedia of ChatGPT vs
Human data, and closely aligns with our custom dataset used for training and testing our
models.

Results

In this subsection, the results from the experimental investigation 11l are presented. The
comparison results between our top-performing model (DFTD4) with the detectors from
[129] in term of accuracy, precision, recall, and F1-score are shown in the following
table:

Table 12. Comparison of our best performing model on our test data with other state-of-
the-art detectors of ChatGPT generations

Model Accuracy Precision Recall F1_Score
RoBERTa 0.9970  0.9940 1.0000 0.9970
LR-GLTR 0.9740  0.9760 0.9720 0.9740
Stylistic 0.9740  0.9760 0.9720 0.9740
NELA 0.9560  0.9670 0.9430 0.9550
DFTD_4 0.9995 1.0000 0.9995  0.9995

Discussion

Overall, our XLM-RoBERTa-large-XNLI based model, DFTD4, outperforms the four
ChatGPT detectors, the evaluation quantifying the performance of our model relative to
state-of-the-art models is encapsulated in Table 12.

Among the existing state-of-the-art models, the highest performance was achieved by
the model based on the ROBERTa architecture, yielding an accuracy of 99.70%, as
reported in [129].

A scrutiny of the results presented in Table 12 reveals that our proposed methodology
exhibits superior performance and efficacy, as evinced by the higher accuracy of 99.95%,
coupled with an impressive precision and F1-score of 100% and 99.95% respectively,
when juxtaposed with the existing state-of-the-art approaches.

4.2. Human Baseline Study
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As online content undergoes a profound transformation driven by the widespread
proliferation and the unprecedented accessibility of deepfake text, internet and social media
users are increasingly exposed to synthetically generated textual information. In light of
this, it becomes imperative to undertake a critical assessment of human capabilities in
discerning Arabic deepfake text. This experiment was designed to tackle this problem by
comparing human abilities for detection against auto-detection with the primary objective
of this evaluative examination being to assess the judgment abilities of typical internet
users. The research question addressed here is RQ4: How accurately can internet users
distinguish between authentic and deepfake textual content, and how reliable are their
judgments?

Study Design

To conduct this examination in this experiment, a comprehensive annotation procedure
was meticulously crafted, involving the participation of a cohort comprising eight
individuals whose native language is Arabic. These human annotators were deliberately
devoid of any specialized training in the domain of deepfake text detection. The
annotators were assigned distinct subsets, each comprising 20 data instances drawn from
the Ara-Deep dataset, their task encompassed the identification of both deepfake and
authentic text examples within their allocated samples.

4.3. Results and Analysis

Upon collating the feedback provided by all these human annotators, the computed
detection accuracy exhibited a mere 51.00%, which was closely resembling random
classification with little discriminatory capacity evident in their assessment of text veracity.
Figure 19 shows a visualisation of human performance in the detection.

ROC Curve: As the classification decision threshold changes, the ROC curve shows the
trade-off between the true positive rate (sensitivity) and the false positive rate. It aids in the
visualization of human annotators' performance at various operating points.

AUC: The AUC measures how well human annotators perform overall. It stands for the
ROC curve's area under the curve. Better discriminative power is indicated by a larger
AUC, with a perfect classifier having an AUC of 1.
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Figure 19. Visualisation of human performance in the annotation process

The results of human annotation on the Ara-Deep dataset were compared to the gold
standard dataset that consists of the true-labelled instances, reflecting the ground truth
classifications. Results are illustrated on Table 13 and Figure 20. Table 13 Compares the
results of different models used with human performance in terms of the average accuracy,
precision, recall, and F1-score values. The best results are highlighted in bold.

Table 13. Evaluation results of several deepfake text detectors in terms of accuracy,
precision, recall, and F1-score

Detector Accuracy precision Recall F1-score
DFTD 1 0.9970 0.9970 0.9950 0.9990
DFTD 2 0.9980 0.9980 0.9980 0.9980
DFTD_3 0.9880 0.9881 0.9775 0.9990
DFTD 4 0.9975 0.9975 0.9970 0.9980
Human annotators  0.5200 0.5100 0.4800 0.5000
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4.4. Discussion
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Figure 20. Performance comparisons of LLM-based deepfake text detection
models with human detection results

The huge difference between the efficacies of the aforementioned models with human
detection abilities unveils critical concerns within the realm of large language models’ text
detection. The comprehensive analysis of the four models —Multilingual-BERT, XLM-
RoBERTa-base, XLM-RoBERTa-large, and XLM-RoBERTa-large-XNLI— evinces their
remarkable prowess in identifying text generated by such models. The models' capability
to harness intricate contextual relationships and cross-lingual comprehension stands out as
a testament to the advancements in DL technology. This suggests that the models are able
to learn how to identify the linguistic features of human-written text more effectively than
humans.

Nevertheless, the comparison with human detection elicits multifaceted considerations. It
is important to recognize that LLM text easily tricks the human cognitive capacity for
contextual understanding and nuanced interpretation, even with the human's capability to
make subtle inferences beyond the immediate linguistic constructs. However, the models'
performance, as evidenced by their high accuracy rates, mirrors their superiority and proves
the importance of automating the deepfake text detection tasks.

Furthermore, while models excel in processing voluminous data and executing repetitive
tasks with speed and precision, human intuition and domain knowledge fall short in
deciphering complex linguistic nuances and ambiguities between real and coherent LLM
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generated text when it comes to large amounts of data, especially in lengthy text samples
with no syntax or grammar errors.

The LLMs' superior performance over humans may have been influenced by a variety of
reasons. The models can process text far more quickly than people can. They can therefore
quickly analyse big amounts of data. The second advantage is that the models can also gain
knowledge from a large body of data. This indicates that they are able to spot patterns that
people would miss. Finally, the models can be fine-tuned on certain datasets, which enables
them to be improved on text generated by a particular language model or text relevant to a
given area.

The comparison’'s findings imply that the proposed models are a promising technique for
identifying text produced by LLMs. It is crucial to note that the models are not flawless.
Nonetheless, they are susceptible to errors, especially when the text is well-written or has
a lot of noise. Besides, the quality of the models depends on the data which they were
trained on. The models cannot output reliable results if the data is not indicative of reality.
Overall, this comparison's findings are encouraging. They assert that the models can be
used to accurately identify text produced by ChatGPT. However, to increase the models'
precision and provide more reliable detection systems, additional study is necessary. Table
14 shows the detection result of each model with the average of human detection on two
distinct samples from the two classes (Real and Deepfake text). These instances were
extracted from the test set.

Table 14. Analysis of typical sample cases and their classification results

Text Method Prediction Label
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4.5. Chapter Summary

This chapter has provided compelling empirical evidence demonstrating that automated
systems can substantially outperform human evaluators in detecting Al-generated news
articles, establishing a critical foundation for understanding the current state of synthetic
text detection capabilities. The comprehensive evaluation revealed that fine-tuned
language models achieved significantly higher performance metrics compared to the
accuracy levels observed in human participants, thereby highlighting fundamental
limitations of unaided human judgment when confronting sophisticated synthetic text
generation systems.

The chapter's findings are grounded in rigorous experimental methodology employing
adaptive fine-tuning strategies specifically developed for Arabic text detection. The
research implemented a comprehensive detection framework utilizing four distinct
transformer-based models, including mBERT, XLM-RoBERTa-base, XLM-RoBERTa-
large, and XLM-RoBERTa-large-XNLI, each subjected to extensive hyperparameter
optimization and performance evaluation protocols.

The development of the Ara-Deep dataset represents a significant methodological
contribution, providing a robust foundation for training and evaluation that addresses the
previously identified gap in Arabic-language detection resources. This dataset creation
effort ensures that the experimental findings are based on linguistically representative
content that captures the complexity and nuance of Arabic text generation scenarios.

The chapter presents particularly noteworthy findings regarding the substantial
performance gap between human evaluators and automated detection systems. The
empirical evidence reveals that regular internet users without specialized training
frequently struggle to identify ChatGPT-generated text, often failing to recognize
sophisticated synthetic content that exhibits high stylistic coherence and linguistic fluency.
This human performance limitation can be attributed to the remarkable advancement in
modern generative models, which have been optimized to produce text that closely mimics
human writing patterns and stylistic conventions. The susceptibility of human evaluators
to this stylistic coherence represents a critical vulnerability in manual content verification
processes, particularly in contexts where rapid identification of synthetic content is
essential for maintaining information integrity.

The comparative analysis between human and automated detection capabilities
underscores the fundamental importance of developing robust language model-based
detection systems. While human evaluators demonstrate consistent difficulty in
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distinguishing authentic from Al-generated content, the implemented transformer-based
models prove highly effective in this classification task, achieving detection accuracies that
far exceed human performance levels.

The research findings carry profound implications for addressing the proliferation of
misinformation and disinformation, particularly in multilingual digital environments where
synthetic content can be deployed to manipulate public discourse. The demonstrated
effectiveness of automated detection systems provides a viable technological solution for
identifying potentially harmful Al-generated content before it achieves widespread
distribution across social media platforms and news aggregation services.

The linguistic specificity of the developed detection framework addresses a critical gap in
current misinformation mitigation strategies, which have historically focused on English-
language content while neglecting other major world languages. The successful
implementation of Arabic-specific detection capabilities establishes a methodological
precedent for developing similar systems across other under-resourced languages, thereby
expanding the global reach of automated content verification systems.

The chapter's emphasis on language-specific detection tools reflects the recognition that
effective misinformation mitigation requires nuanced understanding of linguistic and
cultural contexts. Generic detection approaches often fail to capture the subtle linguistic
markers that characterize synthetic text in morphologically complex languages,
necessitating the development of targeted solutions such as those presented in this research.
The empirical evidence presented establishes automated Al-driven detection systems as
not only feasible but demonstrably superior to human evaluation methods in controlled
experimental conditions. This validation provides essential groundwork for extending
these detection capabilities beyond news media into other critical domains where synthetic
content poses significant risks to institutional integrity and public trust.

The methodological framework developed for news article detection serves as a robust
foundation for subsequent investigations into academic content verification, where similar
principles can be applied to address emerging challenges related to Al-generated student
submissions and academic misconduct. The transferability of the core detection approach
across different content types demonstrates the versatility and scalability of transformer-
based detection systems.

The comprehensive evaluation methodology employed in this chapter establishes clear
protocols for assessing detection system performance across diverse linguistic and
contextual scenarios. These evaluation frameworks will prove essential for validating the
effectiveness of detection systems as they are adapted for application in educational
environments and other specialized domains.

The chapter's contributions extend beyond immediate practical applications to encompass
broader academic discourse on large language model performance, adaptability, and
societal impact. The research advances theoretical understanding of synthetic text detection
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while simultaneously providing concrete solutions for addressing real-world challenges
posed by increasingly sophisticated content generation systems.

The comprehensive model evaluation serves as a methodological stepping stone toward
developing more robust and nuanced language understanding applications. The insights
generated through this research contribute valuable knowledge to the academic community
while establishing practical frameworks for implementing detection systems in operational
environments.

The research facilitates comprehensive and discerning evaluation of detection capabilities,
contributing meaningfully to ongoing academic discourse on language-model-generated
content identification and verification. This contribution proves particularly valuable as the
field continues to evolve in response to rapid advancements in generative Al technologies.
Having conclusively established the efficacy of automated detection systems in news
media contexts, the thesis now transitions to examining similar challenges within
educational environments. The demonstrated superiority of machine-based detection over
human evaluation provides strong justification for implementing automated systems in
academic integrity enforcement, where the stakes of undetected synthetic content are
equally significant.

The methodological precedent established through news article detection research provides
a solid foundation for addressing academic integrity challenges posed by Al-generated
student essays and assignments. The principles validated in this chapter will be
systematically extended and adapted to accommodate the unique characteristics and
requirements of educational content verification, ensuring comprehensive coverage of
synthetic text detection across multiple critical application domains.
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CHAPTER YV

Dual-Method Approach for Student

Essay Authentication

Building on the methodologies and findings presented in the preceding chapter, which
focused on detecting Al-generated news articles in Arabic, this chapter shifts the analytical
lens to the educational domain. While news media and education both face threats from
synthetic text, the latter introduces unique challenges, such as the need to preserve
academic integrity and evaluate student originality. The previous chapter established the
efficacy of automated systems in detecting synthetic content in journalistic contexts;
however, educational settings demand tailored approaches due to the stylistic diversity of
student writing, the ethical imperative to safeguard learning outcomes, and the need for
interpretability in academic settings. This chapter addresses these nuances by proposing
and evaluating two distinct methods for distinguishing Al-generated student essays from
authentic ones.

The aim of this chapter is twofold: first, to evaluate the performance of fine-tuned
pretrained language models (LLMSs) in detecting Al-generated essays, and second, to
explore the viability of a retrieval-based approach combined with machine learning
classifier for the same task. By comparing the two approaches, this chapter advances the
thesis by identifying scalable, domain-specific solutions for maintaining academic integrity
in an era of ubiquitous generative Al.

5.1. Methodology

This section outlines the specifics of our proposed methods illustrated in Figure 21, where
we utilise a binary classification framework to differentiate between answer passages
produced by actual students (0") and those created by Al/machine ("1").
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The first detection approach involves fine-tuning pretrained LLMs. Considering the proven
capabilities of BERT as a leading model for tackling diverse NLP tasks with remarkable
efficiency, we implemented fine-tuning techniques on CAMeLBERT models for Modern
Standard Arabic (MSA) [137], which is a set of BERT-based models that had been
previously trained on Arabic data.

Our second detection method utilises an approach inspired by RAG by implementing RAG
principles and utilizing them in more straightforward models. The method deviates from
the conventional RAG methodology by incorporating the retrieval component of RAG
while streamlining the "augmentation™ and "generation" phases.

Sections 5.1 and 5.2 provide a comprehensive overview of the two methods. The
performance of our techniques for recognizing essays generated by the two leading
generation models, ChatGPT and Gemini, is evaluated through a series of experiments.

@ Approach 1

Dataset Preparation . Cross Validation

LLM

Indexing

Interpretation

Figure 21. Overall workflow of the approaches used for Al-generated essays
detection

Datasets
Al-generated Data:

To provide a wider representation of Al writing styles, in this study, we created two
different datasets specifically curated to benchmark the detection of Al-generated text in
the context of student essays, containing auto-generated essays produced by the two state-
of-the-art LLMs, i.e. ChatGPT and Gemini. The LLMs-generated answers were intended
to emulate the intricacy and style of student writing.
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For each dataset, we included Al-generated answers and student essays to 48 questions
in computer science, ensuring an equal number of examples per class in each dataset. The
used datasets were split into a training set (80%) and a test set (20%) to assess the model
performance, and we used cross-validation with folds number = 5.

A summary of the datasets used in our study is given in Table 16, while Table 17 shows
examples extracted from our datasets representing: real student essay, ChatGPT
generated text, and Gemini generated text with the prompt question used to generate
them.

Human Data:

For real student essays, we collect samples from AR-ASAG (ARabic dataset for
Automatic Short Answer Grading Evaluation V1. ISLRN 529-005-230-448-6) dataset,
c.f. [100], these were included in both datasets. In the AR-ASAG, responses to three
separate exams given to three different student classes are included. Exams were
administered in an evaluation-friendly environment. There are sixteen short answer
questions on each test (a total of 48 questions). Students submitted their responses to these
questions; a sample answer is suggested for each question. The total number of responses
varies depending on the question.

There are five different categories of questions in the dataset as outlined in Table 15.
Table 16 shows the text distribution within each of the three datasets: dataset 1 (human
written + ChatGPT-generated essays), dataset 2 (human written + Gemini-generated
essays), and dataset 3 (containing human written + ChatGPT-generated + Gemini-
generated essays). Table 17 compares between three examples from the three different
sources, generated in response to the given prompt.

Table 15. Different question types included in the dataset

Question type

o "<s e " Define?

* "z 4" Explain?

o " Je 45 jiall &l W What consequences?
o "Jle": Justify?

« "_dll " What is the difference?

QP IWINF-

Figures 22 represents visualizations on word count per line. Figure (22.a) illustrates that
ChatGPT’s generated essays exhibit more regular oscillation with higher average word
counts, primarily ranging between 20-40 words, and appear to maintain the most
consistent upper bound. Figure (22.b) displays that Gemini’s generated essays show more
sporadic spikes with generally lower baseline counts and shows obvious outliers of word
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counts in each line of the generated-essays, while Figure (22.c) exhibits variation that is
more natural as typical human writing patterns. This figure suggests that both models
exhibit distinct "signatures” that differentiate them from human-authored essays.

Word Court par Une VWord Count per Line

mliil.ﬂmwlmhnmmimu H

(@)

\ i lemwwmMmhmw

(©

(b)

Figure 22. Word count per line in each category of essays: (a) ChatGPT-generated text,

(b) Gemini-generated text, and (c) real student-authored essays

Table 16. Data distribution

Number of instances
Datsets ChatGPT essays | real student essays Gemini
Datasetl (ChatGPT-essays-dataset) 1727 1727 \
Dataset2 (Gemini-essays-dataset) \ 1539 1539
Dataset3 (ChatGPT+Gemini-essays-dataset) 1539 3078 1539

Table 17. An example comparison between real student essays, ChatGPT generated text,
and Gemini generated text. We used the general form of prompt as illustrated bellow with
different questions

Prompt: Write a short essay in the style of a high school student in response to the following
question [question= Define the term ‘Information Security’].

Human Real Essays

ChatGPT-written Text

Gemini-written Text

ol o Slogkaall uobis dlem 92
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It is protecting and securing information from
sabotage (theft, alteration), the information
system where every facility protects itself, protects
the employees working on it, protects the devices
and computers, and protects the data stored in
them in all circles from hackers and any means of

sabotage at various stages of the information
(storage, transmission, processing).
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Information security refers to a set of measures,
policies, and technologies aimed at protecting the
confidentiality, integrity, and availability of
information. This includes securing data from
hacking, verifying identity, encrypting data, and
enforcing strict access policies to prevent
unauthorized access.

Gl Je dbluy Ologhaadl ool 3343
kéd‘ QWD C)LAJ)L&.A.” e Zu-.jw
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Information security is simply defined as a set of
practices and technologies aimed at protecting
information from unauthorized access, use,
disclosure, alteration or destruction. This includes
protecting data, software, hardware and networks
from cyberattacks and other threats.
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Figure 23 depicts the process of how the three datasets were created and Figure 24
highlights their readability of two generated-essay examples.

&t Gemini & cPTa

i -~
[ n

Al-generated Algenerated
essays | ﬂ I essays F] I
N w
[ l - J
v L J

Dataset3 Dataset2 Datasetl

= =

Figure 23. General schematic diagram of the three datasets creation
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Figure 24. Two samples of the readability of the generated essays

Fine-tuning Approach

We use four state-of-the-art large language models, each pretrained on Arabic corpora.
The fine-tuning process involves adjusting the models' parameters to optimize their
detection capabilities for the nuances of student essays. This process is incremental, with
multiple rounds of training and validation to ensure the models' robustness and reliability
in identifying Al-generated text. Table 18 summarizes the configurations of the original
models used.
Namely, we introduce FEDM1 (Fake Essays Detection Model 1), FEDM2, FEDM3, and
FEDMA4, based on fine-tuning CAMeLBERT models, which were pre-trained on Arabic
texts with different sizes and variants. Our models are the following:
FEDM1: Based on fine-tuning CAMeLBERT-MSA-half (bert-base-arabic-camelbert-
msa-half), a model that has undergone pre-training using half of the complete MSA
dataset.
FEDM2: Based on fine-tuning CAMeLBERT-MSA-quarter (bert-base-arabic-
camelbert-msa-quarter), a model that has undergone pre-training using a quarter of the
complete MSA dataseta model pre-trained on a quarter of the full MSA dataset.
FEDM3: Based on fine-tuning CAMeLBERT-MSA-eighth (bert-base-arabic-
camelbert-msa-eighth), a model that has undergone pre-training using one-eighth of the
complete MSA dataset
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FEDM4: Based on fine-tuning CAMeLBERT-MSA-sixteenth (bert-base-arabic-
camelbert-msa-sixteenth), a model that has undergone pre-training on one-sixteenth of
the complete MSA dataset.

Table 18. Configurations of CAMeLBERT models used

Model Variant | Size #Word
bert-base-arabic-camelbert-msa-half MSA 53GB | 6.3B
bert-base-arabic-camelbert-msa-quarter | MSA 27GB | 3.1B
bert-base-arabic-camelbert-msa-eighth | MSA 14GB | 1.6B
bert-base-arabic-camelbert-msa-sixteen | MSA 6GB | 746M

Retrieval-based Approach

Our second method focuses on identifying Al-generated essays in an accurate, scalable
and explainable approach. For that, we propose a retrieval-based detection model inspired
by some RAG (which stands for Retrieval Augmented Generation) principles. RAG was
first presented in this work [25], which aimed to handle both hallucinations and out-of-
date knowledge. In [25], the authors suggested pairing a pre-trained seq2seq generative
model with a pre-trained retriever, and shown how the generative model performs better
when both are combined. Although RAG (Retrieval-Augmented Generation) was initially
developed to improve the performance of LLMs through the integration of pertinent
external information, we utilise RAG indexing and retrieval principles for classification
purposes. In its purest form, RAG involves using an LLM for the final task, while we use
a simpler ML Algorithm: K-Nearest-Neighbour for the final classification task. Our
proposed method, RBC (Retrieval-Based Classification), includes the following steps:

1. Data Collection, Cleaning, and Preprocessing:

In this phase, we use our same datasets described in section 4 where we compiled our
pertinent essays, both student-authored and Al-generated, eliminated any irrelevant or
redundant information, standardized the text format by removing special characters and
diacritics, and addressed any missing data or inconsistencies.

2. Chunking:

In this step, we analyse the gathered data to facilitate storage in chunks instead of
complete documents. Ensuring that every segment provides sufficient context to stand
alone effectively.
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3. Embedding Generation:

Let ¢ : e —» R%be an embedding function that maps Arabic essay to a d-dimensional
dense vector space. Here we use AraBERT, a pre-trained language model on Arabic, to
define ¢, for generating vector representations of each chunk. For each essay e;, we
compute its embedding as: x; = ¢(e;)

The knowledge base is structured as a vector database. Each entry in the database
consists of a text snippet and its corresponding vector embedding.

4. Index Construction:

This step facilitates the development of an effective index for similarity search, enabling
rapid access to pertinent information throughout the classification process.

We construct an index 7 of all essay embeddings in the training set: 7=
(xi, v)l(ei;, yi) € D.We used FAISS (Facebook Al Similarity Search) [99] to create our
index.

5. Retrieval:

In this step, we retrieve the relevant information given a query essay q, we define a
similarity function as follows:
sim: R% x R > R.
J:Nk(q) = argmaxksim(¢(q), x)|(x;,y;) € I (14)

6. Classification:

For the classification layer, we employ a k-Nearest Neighbours (k-NN) classifier. The
predicted class 9 for query q is determined by majority voting among the retrieved k
neighbours Nk(q):

y = mode(y;)|(e;, i) € Nk(q) (15)

7. Performance Evaluation:

We assess the model's performance using cross-validation with 5 folds. Let D be
partitioned into 5 sub-sets: D,, D,, D3, D4,and Ds. For each fold i, we define:
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fi = train(D\ D;) (16)
score; = evaluate(f;, D;) 17)

The overall performance is then estimated as:

1o (18)
performance = Ez score;
1

This proposed approach, as can be seen in Figure 25, blends the simplicity and
interpretability of k-NN algorithm with the advantages of dense retrieval, exploiting
AraBERT's semantic understanding capabilities. The retrieval step permits effective
scalability to huge datasets, while the classification stage facilitates simple decision-
making based on small neighbourhood patterns in the embedding space.

text corpus

Embedding, : AraBERT Embedding
Indexing and : - e Index
Storage * -

Query Processing retrieval

= - mechanism

* Query Document

1
Prediction [ EZ Evaluation & interpretability |
] 1

Figure 25. RBC model workflow for Arabic fake essays detection

The corresponding algorithm that describes our second proposed method is as follow:

Algorithm: RAG-Inspired Classification

Input: Training data D = {(X1, Y1), --., (Xn, ¥n)}, Xeest, k, embedding model E, vector database V
Output: Predicted class label Ypred fOr Xest

For each xj in D do:  // Preprocessing and Embedding
Preprocess xi (e.g., tokenization, lowercasing)
ei < E(xi) // Generate embedding using model E
Add all e; to vector database V

end for
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// Build Index:

5: Create an efficient index | on V for similarity search

[l Training:
6: Store all (ej, yi) pairs for retrieval
7 For test instance xws: do: // Classification:
8: Preprocess Xiest
9: etest — E(Xwest) // Generate embedding for test instance
10: N « l.search(ewst, k) // Retrieve k nearest neighbors
11 Y « {yi for i in N} // Get labels of nearest neighbors
12: Yored < Mode(Y) // Predict label by majority voting
13: end for
14 Return Ypred

Training data D = {(X1, Y1), ..., (X, Yn)} Where x; is the text and yi is the label
test instance Xest

number of neighbors k

embedding model E

vector database V

The strength points of this algorithm lie in: 1) Efficiency: The FAISS index allows for
fast similarity search, crucial when dealing with large amounts of data. 2) Scalability:
This approach can handle large numbers of examples, limited mainly by memory and
storage capacity. 3) Interpretability: training examples that influenced a particular
decision are relatively easy to inspect. 4) Flexibility: The algorithm can be modified
very easily to use different embedding models, distance metrics, or classification rules.

5.2. Experimental Setup

We designed our experiments to evaluate and validate the feasibility of the suggested
approaches as follows:

1) Experiment 1: Fine-tune the pretrained models for each dataset centrally and
evaluate its performance in terms of accuracy using cross-validation over all the datasets.
2) Experiment 2: implement the proposed retrieval-based classifier and evaluate the

built model using a cross-validation fashion over all the datasets.

Experiment 1

In this experiment, the four previously presented models (FEDM1, FEDM2, FEDM3, and
FEDMA4) were trained over each mentioned dataset to evaluate the performance of the
first Al-generated essays detection approach in order to answer our first research question
(RQ1). The models are implemented using the public transformers framework from
Hugging Face. For all the models, a custom dataset class is implemented to handle text
tokenization and encoding. Hyperparameters were fixed across fine-tuning runs: Adam
optimizer with initial learning rate 2e-5 using a 5-fold cross-validation strategy to assess
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model performance across different data subsets, with each fold undergoing a training
process of 10 epochs and a fixed batch size of 10.

Experiment 2

In the second experiment, we aim to address the second research question (RQ2). The
core of our proposed model uses the AraBERT (bert-base-arabertv02) architecture for
text embedding. A custom embedding function is implemented to convert text samples
into dense vector representations, which are then indexed using FAISS (Facebook Al
Similarity Search) for efficient nearest neighbour retrieval. In the experiment, we employ
a 5-fold cross-validation strategy to ensure robust evaluation, and for each fold the FAISS
index is created from the training data. The classification process of he samples from the
validation set involves retrieving the k-nearest neighbours (with k=5) from the training
set and then employing a majority-voting-based mechanism to determine the label.

5.3. Results

Experiment 1

Tables 19, 20, 21, and 22 report the models performance metrics per dataset. We noticed
that the models have demonstrated exceptionally high performance across all evaluation
metrics over all datasets. For instance, FEDM1 exhibits remarkable consistency across
all five folds. In four out of five folds (2-5), the model achieves perfect performance with
accuracy, F1 score, recall, and precision all at 1.0. The slight deviation in Fold 1 is
noteworthy. While still achieving an impressive accuracy of 0.9980, it is the only fold
where we observe a misclassification. This resulted in a marginally lower precision
(0.9960) compared to the perfect recall (1.0). This high recall score indicates that the
model successfully identified all positive cases, while the slightly lower precision
suggests a minimal tendency towards false positives in this particular fold.

FEDM2 and FEDM4 demonstrate near-perfect performance across all datasets and folds.
FEDM3 Exhibits the most variability, especially on the Gemini dataset.

For the datasets, on the Gemini dataset FEDM1 and FEDM3 show minor fluctuations
across folds while FEDM2 and FEDM4 maintain perfect scores throughout. Meanwhile,
all models achieve perfect scores (1.0) across all folds and metrics on the ChatGPT
dataset. However, dataset 3 (which contains a mixture of Al-generated essays: ChatGPT-
generated and Gemini-generated essays) shows the most variability among the datasets.
FEDML1 and FEDM3 have lower scores in some folds, particularly in precision and F1-
score, while FEDM2 and FEDM4 maintain near-perfect performance. The results show
that ChatGPT seems to be the easiest dataset, with all models achieving perfect scores.
Dataset 3 appears to be the most challenging, revealing differences in the models’
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performance. The Gemini dataset (Dataset 2) falls between these two in terms of detection
difficulty.
Precision scores show the most variation, especially for FEDM and FEDM3 on dataset 3.
Recall scores show consistently high across all models and datasets. F1-scores reflect the
balance between precision and recall, showing minor fluctuations for FEDM1 and
FEDMS3. All models have high accuracy scores, which indicates excellent overall
classification performance.
FEDM2 and FEDM4 show remarkable stability and appear to be the most robust models,
maintaining perfect or near-perfect scores across all scenarios. FEDM1 and FEDM3
exhibit some variability and show slight vulnerabilities, particularly on dataset 3.

Table 19.

Table 20.

Table 21.

The performance achieved by the fine-tuned FEDML1 per dataset

Metric precision recall fl-score accuracy

Datasets Datasetl |Dataset?2 |Dataset3 [Datasetl [Dataset2 [Dataset3 |Datasetl |Dataset2 [Dataset3 |Datasetl |Dataset2 |[Dataset3

FEDM1 F0|d 1 1.000 0.996 0.994 1.000 1.000 0.994 1.000 0.998 0.994 1.000 0.998 0.994
Fold 2 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000
FOld 3 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000
FOId 4 1.000 1.000 0.994 1.000 1.000 1.000 1.000 1.000 0.997 1.000 1.000 0.997
FOId 5 1.000 1.000 0.994 1.000 1.000 1.000 1.000 1.000 0.997 1.000 1.000 0.997

The performance achieved by the fine-tuned FEDM2 per dataset

Metric precision recall fl-score accuracy

Datasets Datasetl |Dataset?2 |Dataset3 [Datasetl [Dataset2 [Dataset3 |Datasetl |Dataset2 [Dataset3 |Datasetl |Dataset2 [Dataset3

FEDM2 Fold 1 1.000 0.980 0.985 1.000 1.000 0.991 1.000 0.990 0.988 1.000 0.989 0.988
Fold 2 1.000 1.000 0.997 1.000 1.000 1.000 1.000 1.000 0.998 1.000 1.000 0.998
FOld 3 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000
FOId 4 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000
Fold 5 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000

The performance achieved by the fine-tuned FEDMS3 per dataset

Metric precision recall fl-score accuracy

Datasets Datasetl [Dataset2 [Dataset3 |Datasetl [Dataset2 [Dataset3 |Datasetl [Dataset?2 |[Dataset3 |Datasetl [Dataset?2 [Dataset3

FEDM3 Fold 1 0.952 0.995 1.000 0.992 0.991 0.955 0.972 0.993 0.977 0.972 0.993 0.978
Fold 2 1.000 1.000 0.970 1.000 1.000 1.000 1.000 1.000 0.984 1.000 1.000 0.985
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FOl d 3 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000

F0|d 4 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000

FOI d 5 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000

Table 22. The performance achieved by the fine-tuned FEDM4 per dataset

Metric precision recall fl-score accuracy

Datasets Datasetl [Dataset?2 [Dataset3 |Datasetl |Dataset?2 [Dataset3 |Datasetl [Dataset2 [Dataset3 [Datasetl [Dataset?2 [Dataset3

FEDM4 | Fold 1 0.996 1.000 0.994 1.000 1.000 0.997 0.998 1.000 0.995 0.998 1.000 0.995
Fold 2 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000
Fold 3 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000
Fold 4 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000
Fold 5 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000

In summary, the experiment's findings reveal that the fine-tuned models, especially
FEDM2 and FEDM4, consistently achieve near-perfect scores across all the evaluation
datasets, exhibiting an exceptional ability to recognize Al-generated essays accurately.
These models' strong balance between precision and recall, together with their high and
consistent performance, indicate that the fine-tuning approach is a significantly effective
and robust solution for detecting Al-authored student essays.

Experiment 2

Figure 26 illustrates the learning process evolution of the RBC model on the Gemini
dataset and the changes with varying amounts of training data.

The results presented in Table 23 show the performance of the RBC model across the
three datasets (Gemini, ChatGPT, and Mix), demonstrating strong performance across all
datasets and metrics, with scores consistently above 0.95.

Over the ChatGPT dataset, the model consistently shows the highest overall performance
(0.98 for precision, recall, F1-score, and accuracy). Gemini dataset performs slightly
lower than ChatGPT but still maintains high scores (0.97 across all metrics). Dataset 3
shows comparable performance to Gemini (0.97 across all metrics), which suggest that
the model handles the combined dataset well.
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Figure 26. Learning Curve of the RBC model performance on the Gemini
dataset

Precision scores range from 0.96 to 0.98 across datasets and folds. Recall has similar
range to precision, 0.96 to 0.98. Fl-scores consistently matches or closely follows
precision and recall, indicating a good balance between the two. The accuracy aligns
closely with the other metrics, which indicates an overall consistent performance of the
classification.

The model shows good stability across folds, with only minor fluctuations. Specifically,
fold 3 shows slightly lower performance for Gemini and ChatGPT but higher for Mix,
while Fold 1 has the lowest scores for dataset 3.

Gemini dataset showed the most consistent performance across folds with a slight dip in
Fold 3 (0.96 for precision and recall). For the ChatGPT dataset, the highest overall
performance among the other datasets is reported with minor fluctuations in precision and
recall across folds (0.97 to 0.98). Dataset 3 shows more variability across folds compared
to individual datasets (lowest performance in Fold 1: 0.955 for precision and recall, while
highest performance in Folds 3 and 5 for precision: 0.98).

The RBC setup demonstrates a thoughtful balance between leveraging pre-trained
language understanding and adapting to the specific characteristics of the dataset, making
it particularly suitable for tasks where contextual similarity plays a crucial role in
classification. The model’s ability to maintain performance on the third dataset (dataset
3) indicates relatively good generalization capabilities.

Table 23. The performance achieved by the retrieval-based model per dataset

Precision recall fl-score accuracy

Datasetl | Datase2 Dataset3 Datasetl [Dataset2 |Dataset3 |Datasetl |Dataset2 [Dataset3 Datasetl |Dataset2

Dataset3
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Fold 1

0.975

0.970

0.955

0.975

0.970

0.955

0.975

0.960

0.960

0.970

0.960

0.960

Fold 2

0.970

0.970

0.960

0.970

0.960

0.960

0.970

0.960

0.960
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0.960

0.960
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0.960
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0.960

0.980
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0.960
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Fold 4

0.975
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0.970

0.970

0.970

0.970

0.970

0.970

0.960

0.970

0.970

0.960
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0.975

0.970

0.980

0.975

0.960

0.970

0.975

0.960

0.970

0.980

0.960

0.970

Overall

0.980

0.970

0.970

0.980

0.970

0.970

0.980

0.970

0.970

0.980

0.970

performance

0.970

Figure 27 depicts the model’s confidence in its predictions across different samples. This
visualization shows three distinct visible confidence levels: near 1.0, around 0.8, and
around 0.6, where the majority of predictions have very high confidence (near 1.0), a
significant number of predictions fall in the 0.8 range and a smaller set of predictions
have confidence around 0.6. The model demonstrates high confidence in most of its
predictions, the lack of very low-confidence predictions suggests the model rarely
encounters samples for which it is completely uncertain. The combination of well-
separated classes in the embedding space with the high confidence predictions supports
the strong performance metrics, which aligns with the high performance metrics we
presented earlier.

Moreover, Figure 28 shows the silhouette plot which helps visualize the quality of
clustering in the embedding space, particularly for understanding how well-separated the
classes are in the AraBERT embedding space. The majority of samples in both classes
have positive silhouette coefficient values, class “1” (fake essays) appears to be more
cohesive and well-defined in the embedding space and shows generally higher silhouette
scores, indicating better separation and cohesion within this class. Class “0” (real student
essays) has a wider range of silhouette scores showing more variability, including some
negative values reflecting samples potentially closer to the fake essays class. The overall
positive silhouette scores suggest that the RBC approach using AraBERT embeddings is
effectively separating the fake and real essays.
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Figure 27. Model Confidence Visualization

Silhouette plot for the various classes
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Figure 28. Silhouette Plot for real/fake essays classes separation

In conclusion, the previous results demonstrate strong and robust capabilities performed
by the retrieval-based classification (RBC) model in detecting Al-generated student
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essays, making it a compelling approach for real-world deployment in scenarios where
the flexibility, the interpretability, and the generalization are critical factors.

5.4. Comparative Analysis

This subsection tries to answer the third research question (RQ3). The fine-tuned models,
particularly FEDM2 and FEDM4, outperform the RAG-based model in terms of raw
scores. However, the RBC model's performance is still excellent and more consistent
across datasets, especially considering its performance on dataset 3. This suggests that it
might be more robust to varied or unseen data.

Both the RBC model and fine-tuned models maintain a good balance between precision
and recall, as evidenced by F1-scores closely matching precision and recall values.

While the performance of the RBC model is significantly strong, it is slightly lower than
the excellent scores reported for the fine-tuned models from the first detection approach,
which is expected, as retrieval-based models often trade some performance for potential
advantages in: 1)Flexibility as it can adapt to new information without retraining, 2)
Interpretability as it allows examination of the retrieved passages for decision-making
insights, and 3) Generalization and ability to handle evolving datasets.

The consistent performance of the RBC across metrics indicates a well-balanced model
suitable for deployment in real-world classification tasks.

For an efficient model choice, fine-tuned models (especially FEDM2 and FEDM4) would
be preferable when dealing with data that is very similar to the training set, absolute
maximum performance is required and computational resources at inference time are
limited. While the RBC model would be advantageous for cases where interpretability and
transparency of decisions are important, flexibility to incorporate new information without
retraining is required, and when dealing with evolving or diverse datasets.

Based on the above, in general, we find that the fine-tuned models from the first detection
approach offer superior performance in terms of raw metrics, making them the preferred
choice when maximum accuracy is the primary concern and the data closely matches the
training distribution. However, the RBC model's consistent performance, flexibility, and
interpretability make it a compelling alternative, especially in scenarios where adaptability
and decision transparency are critical factors. Ultimately, the choice between the two
approaches should be guided by the specific requirements and constraints of the detection
task.

5.5. Chapter Summary

This chapter has established compelling evidence that both fine-tuned large language
models and retrieval-based machine learning classifiers demonstrate substantial
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effectiveness in distinguishing Al-generated student essays from authentic academic
writing, though their respective performance characteristics reveal important contextual
dependencies that inform practical deployment decisions. The comprehensive evaluation
framework reveals that fine-tuned models consistently outperformed retrieval-based
approaches in terms of overall accuracy metrics, yet the latter methodology provides
significantly enhanced interpretability capabilities that enable educators to identify specific
stylistic patterns and linguistic markers indicative of synthetic content generation.

The research addresses a critical gap in natural language processing applications within
educational contexts, particularly concerning the integrity of student essay assessment in
Arabic-language academic environments. The investigation implemented dual
methodological approaches grounded in transfer learning and retrieval-based classification
paradigms, each designed to address distinct operational requirements within educational
institutions.

The transfer learning approach leveraged advanced transformer architectures to develop
detection capabilities through domain-specific fine-tuning processes. This methodology
demonstrated superior classification performance across three distinct datasets, achieving
accuracy levels ranging from 95% to 98% depending on dataset characteristics and content
complexity. The high-performance outcomes validate the efficacy of transfer learning
strategies when applied to Arabic essay detection tasks, establishing robust baseline
capabilities for automated academic integrity enforcement.

The retrieval-based classification methodology, while achieving somewhat lower raw
accuracy scores, provided substantial advantages in terms of system transparency and
educator utility. This approach enables instructional staff to examine specific textual
features and stylistic elements that contribute to classification decisions, thereby
supporting informed pedagogical responses to suspected academic misconduct. The
interpretability advantages prove particularly valuable in educational settings where
understanding the rationale behind detection decisions directly impacts student evaluation
and disciplinary procedures.

The creation of a comprehensive Arabic essay dataset represents a foundational
contribution to natural language processing research in educational applications. This
dataset addresses the pronounced scarcity of Arabic-language resources for academic
integrity research while providing standardized evaluation frameworks for future
investigations in this domain. The dataset encompasses authentic student writing samples
alongside Al-generated content produced by state-of-the-art language models, including
ChatGPT and Gemini, thereby capturing realistic scenarios that educators encounter in
contemporary academic environments.

The dataset development process incorporated rigorous quality assurance protocols to
ensure linguistic authenticity and representative coverage of typical student writing
characteristics. This methodological approach establishes reliable benchmarks for
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evaluating detection system performance while supporting reproducible research outcomes
across different institutional contexts and academic disciplines.

The availability of this Arabic essay dataset fills a substantial research gap that has
previously limited investigation into Al detection capabilities for non-English educational
content. This contribution enables expanded research into multilingual academic integrity
solutions while supporting the development of culturally and linguistically appropriate
detection systems for Arabic-speaking educational communities.

The comparative evaluation reveals fundamental trade-offs between detection accuracy
and system interpretability that have significant implications for practical deployment in
educational settings. Fine-tuned language models demonstrated superior classification
performance through their ability to capture subtle linguistic patterns and contextual
relationships that characterize authentic versus synthetic academic writing. However, these
models operate as complex black-box systems that provide limited insight into the specific
features driving classification decisions.

Conversely, retrieval-based classification systems offer substantial transparency
advantages that prove essential for educational applications requiring explainable
automated decision-making. Educators can examine specific textual elements, stylistic
patterns, and linguistic features that contribute to detection outcomes, thereby supporting
informed responses to suspected academic misconduct cases. This interpretability proves
particularly valuable when communicating detection rationale to students, academic
administrators, and institutional review processes.

The performance differential between approaches highlights the necessity for domain-
specific optimization strategies that balance accuracy requirements against interpretability
needs. Educational institutions must carefully consider operational priorities when
selecting detection methodologies, weighing the benefits of maximum classification
accuracy against the practical advantages of transparent, explainable detection systems.
The research findings provide actionable strategies for educational institutions seeking to
address academic dishonesty challenges while maintaining pedagogical trust and
supporting legitimate student learning processes. The demonstrated effectiveness of both
detection approaches offers institutional flexibility in selecting methodologies that align
with specific educational contexts, student populations, and administrative requirements.
The availability of interpretable detection capabilities through retrieval-based methods
addresses critical concerns regarding automated academic assessment systems. Educators
can examine detection rationale and engage in informed discussions with students
regarding writing authenticity, thereby maintaining the educational value inherent in
academic integrity enforcement processes. This transparency supports constructive
pedagogical interventions rather than purely punitive responses to suspected misconduct.
The research establishes robust frameworks for implementing automated detection systems
while preserving essential human oversight and educational judgment. The combination of
high-accuracy automated screening with interpretable result explanation enables efficient
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processing of large student submission volumes while maintaining appropriate educational
standards and supporting student development objectives.

The methodological frameworks and empirical findings presented establish essential
groundwork for addressing more sophisticated detection challenges that emerge as Al-
generated content becomes increasingly prevalent in educational settings. The binary
classification capabilities validated through this research provide foundational tools that
support expansion into more granular authorship analysis tasks, including the detection of
hybrid human-Al collaborative writing and multi-author attribution scenarios.

The technical methodologies developed for distinguishing authentic student essays from
Al-generated content translate directly to more complex detection challenges involving
partial Al assistance and collaborative writing scenarios. The retrieval-based classification
framework proves particularly valuable for identifying specific text segments that exhibit
characteristics indicative of Al generation, thereby supporting segment-level analysis
capabilities essential for hybrid text detection.

The research establishes a comprehensive foundation for continued investigation into
ethical and innovative detection systems capable of real-world deployment in educational
environments. Future research directions include expanded evaluation of additional state-
of-the-art language models as sources of Al-generated content, comparative analysis of
alternative classification algorithms for retrieval-based detection, and integration of human
expert judgment into automated detection processes.

The methodological precedents established through this research support the development
of practical detection systems that can effectively combat academic dishonesty while
preserving pedagogical relationships and supporting legitimate educational objectives. The
balance achieved between detection accuracy and system interpretability provides a
template for developing ethical Al detection tools that serve educational communities
while maintaining transparency and accountability in automated decision-making
processes.

The transition to addressing authorship shifts within individual documents represents a
natural progression from the binary classification frameworks established in this chapter.
The robust methodological foundations and empirical validation achieved through essay-
level detection provide essential building blocks for tackling the more granular challenge
of identifying transitions between human and Al-authored content within single
documents, thereby extending detection capabilities to address increasingly sophisticated
academic misconduct scenarios.
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CHAPTER VI

Segment-Level Detection of Mixed-

Authorship

Building on the preceding chapter, which focused on distinguishing fully Al-generated
essays from human-authored ones, this chapter addresses a more granular and
underexplored challenge: identifying hybrid texts where authorship shifts between human
and Al within the same document. While binary classification methods, as discussed
earlier, are effective for detecting entirely synthetic content, they fall short in real-world
scenarios where human writers may intersperse Al-generated segments—either
intentionally or inadvertently—into their work. This chapter responds to the growing
prevalence of collaborative human-Al writing practices where partial reliance on
generative tools blurs traditional boundaries of authorship.

The aim of this chapter is to propose and evaluate a methodology for detecting intra-textual
authorship shifts, thereby advancing the thesis’s goal of ensuring content authenticity in
hybrid human-Al environments. By moving beyond binary classification, this chapter
contributes a novel framework for verifying text integrity in contexts where human and
machine contributions coexist, such as collaborative writing platforms or edited Al drafts.

4.2. Methodology

The proposed methodology consists of the following key steps to detect writing style
changes in Arabic text generated by humans and Al generative models:

Hybrid Dataset Construction

We set out to create a hybrid text dataset in Arabic since, as far as we know, there exist
no datasets that contain hybrid Arabic texts that are appropriate for examining our
research question (stated in Section 1). Human-written texts were collected from the
online news site Al-Arabiya; Al text was generated using the Gemini model. Then to
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generate hybrid texts, we combined segments from human-written and Al-generated
sources. Our text-processing pipeline consisted of two main components: text
segmentation and hybrid text generation.

Text Segmentation: We developed two distinct text segmentation methods to process the
input corpora. The first method ("split into windows™) used a fixed-size windowing
approach, segmenting texts into consecutive chunks of a fixed number of words. The
second method (split by punctuation) employed a linguistically-motivated segmentation
strategy, splitting texts at natural boundaries marked by punctuation marks (periods,
commas, semicolons, colons, question marks, and exclamation points). This approach
preserved the semantic coherence of text segments by respecting syntactic boundaries
and therefore we used this punctuation-based segmentation.

Hybrid Text Generation: Using these segmented texts, we generated hybrid samples
through a controlled randomization process. For each hybrid text, we:

1) Selected random windows from the human-authored corpus and from the Al-
generated corpus.

2) Assigned binary labels to each window (‘0" = human-authored, '1' = Al-generated).

3) Implemented an alternating selection algorithm that ensured consecutive windows
would not originate from the same source, thereby avoiding extended sequences of either
human or Al-generated text.

4) Merged the selected windows while maintaining word-level source tracking
through paired identifiers.
The resulting hybrid texts comprised the concatenated text and a corresponding sequence
of binary identifiers indicating the source (human or Al) of each word, as illustrated in
Figure 29. This methodology enabled the creation of natural-seeming hybrid texts while
maintaining precise tracking of the source of each constituent word, facilitating
subsequent analysis of linguistic patterns and detection tasks.
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Figure 29. Example of segment-based representations used

Data Preprocessing and Feature Extraction

The preprocessing step is crucial to prepare the data for the subsequent analysis in order
to identify the transition points between human-authored and Al-generated text segments.
The hybrid texts was cleaned, then split into training (80%) and testing (20%) sets using
stratified sampling (random_state=42).

For feature extraction, we calculated several stylometric features from the cleaned text,
including linguistic, statistical, and semantic features. These features capture essential
characteristics of the writing style that can be used to differentiate between human and
Al-generated text. We processed texts in batches with a window size of 128 tokens. The
extracted features were then standardized to ensure uniform scale across all feature
dimensions.

Detection of Human-Al Transition Points

ML-based methods: For each text, we developed a novel label encoding scheme that
converted the binary source labels (human/Al) into continuous percentage distributions
based on consecutive sequences of the same class. This approach enabled us to capture
the proportional length of continuous segments from each source within the text. The
percentage-based labels were padded to a uniform length (determined by the maximum
number of transitions in any text) to ensure consistent dimensionality across all samples.
This transformation converted the discrete classification problem into a regression task
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aimed at predicting the relative positions of transitions between human and Al-generated
content.

For the transition points’ detection between authentic segments and AlI-generated
segments, we leveraged two ML-based algorithms to predict the writing style changes:
XGBoost regressor and Random Forest (RF). The models were trained to predict the
percentage distribution of human and Al-generated segments within each text, effectively
learning to identify transition points between different sources. The models were
initialized with specific hyperparameters, then fitted to the training data, and predictions
were made on the test set. The classifiers were trained to predict binary labels (human/Al)
for each text segment. The predictions were then post-processed to identify transition
points in the text.

We evaluated models’ performance with macro F1 (F1-macro) score to account for both
precision and recall across classes, and with Mean Squared Error (MSE) to measure
deviation between predicted and ground-truth transition percentages. MSE is important
to assess the accuracy of transition-position estimates.

DL-based Methods

LSTM-CNN: We developed another segment-based representation approach that
improves upon the word-level binary classification as shown in Figure 29. Rather than
maintaining individual binary indicators for each word, we aggregated consecutive words
with the same classification (human-authored or Al-generated) into coherent segments.
Each segment is represented as a tuple (I, n), where | € {0, 1} denotes the segment label
(0 = human-authored, 1 = Al-generated) and n is the segment length in words. This
representation offers several advantages. First, it significantly reduces the dimensionality
of the classification problem while preserving the sequential nature of the text. Second, it
better captured the natural boundaries between human-authored and Al-generated
content, as these typically occur in meaningful segments rather than at arbitrary word
boundaries. Third, it facilitates more efficient model training by focusing on segment-
level rather than word-level transitions.

In this approach, we combined Long Short-Term Memory networks (LSTM) and
Convolutional Neural Networks (CNN) to leverage both sequential dependencies and
local feature patterns in the text. The architecture consists of two parallel branches that
merge before final classification: 1) The CNN branch employs three parallel
convolutional layers with different kernel sizes to capture various n-gram features. Each
convolutional layer is followed by a max-pooling layer for feature selection. This multi-
scale approach enables the model to identify distinctive patterns at different granularities
within the text. 2) The LSTM branch comprises two stacked LSTM layers to capture
long-range dependencies and contextual information. The first LSTM layer returns
sequences, while the second produces a fixed-size representation of the entire input
sequence.
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The outputs from both branches are concatenated and passed through two dense layers
with ReLU activation and dropout for regularization. The final layer employs sigmoid
activation for binary classification of segments. The model were trained using binary
cross-entropy loss and the Adam optimizer.

For the evaluation, we used precision, recall, and F1-score per class, and stratified k-fold
cross-validation to obtain robust estimates across data splits. Additionally, we analyse
confusion matrices to understand the model's error patterns and potential biases in
classification.

Trans-Detect: We proposed another model architecture, Trans-Detect, comprising a
multi-layered neural network system. At its core, the model utilises the AraBERT [130]
as the primary encoder, augmented with additional components optimized for the specific
challenges of hybrid text detection. The training data consists of hybrid Arabic texts,
where each segment is labelled with binary indicators (0 for human-written, 1 for Al-
generated). The preprocessing pipeline includes: 1) Segmentation of hybrid texts based
on authorship boundaries. 2) Tokenization using AraBERT's specialized tokenizer. 3)
Dynamic padding to accommodate varying text lengths. 4) Attention mask generation for
efficient processing.

The transformer-based encoder consists of 12 attention layers with 768-dimensional
hidden states and 12 attention heads. The model has been pre-trained on a substantial
corpus of Arabic text, enabling it to capture intricate linguistic patterns and contextual
relationships specific to the Arabic language. Following the base encoder, we implement
a bidirectional Long Short-Term Memory (BiLSTM) network to capture long-range
dependencies and sequential patterns within the text. The BiLSTM layer is configured
with: input dimension: 768 (matching AraBERT's hidden state size), hidden dimension:
256, and number of layers: 2, with Bidirectional processing: enabled. This configuration
allows the model to process contextual information in both forward and backward
directions, essential for identifying subtle variations in writing style and structure. Then
we incorporate a novel attention mechanism designed to focus on stylometric features
that distinguish between human and Al-generated text. The attention layer consists of: a
dimension reduction layer, a non-linear transformation using hyperbolic tangent
activation, and a final projection layer. This attention mechanism enables the model to
assign varying importance to different parts of the text, particularly focusing on linguistic
patterns and structural elements that are characteristic of Al-generated content. The
overall architecture of this model is summarized in Figure 30.
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Figure 30. Overall architecture of Trans-Detect model

We implemented early stopping to prevent overfitting. For evaluation, we employed a
comprehensive set of metrics including precision, recall, and F1-score for both classes.
We utilised stratified k-fold cross-validation to ensure robust performance estimation
across different data splits. Additionally, we analyse confusion matrices to understand the
model's error patterns and potential biases in classification.

4.3. Results

Our experiments from the ML-based approaches (Random Forest and XGBoost) for
detecting transitions between human and Al-generated text segments revealed distinct
performance characteristics for each method.

The Random Forest detector demonstrated strong predictive accuracy with a Mean Squared
Error (MSE) of 0.0052 on the test set. This exceptionally low MSE highlights the model’s
ability in predicting the proportional distribution of human and Al-generated content within
the texts. The model particularly excelled at identifying the granular transitions between
different sources while maintaining consistent performance across various text lengths.
The XGBoost model showed comparable but slightly different performance metrics: Mean
Squared Error of 0.0105, indicating strong predictive accuracy though marginally higher
than the Random Forest approach, and F1-macro Score of 0.4869, reflecting moderate
success in discriminating between human and Al-generated segments. Both models
demonstrated consistent behaviour in handling the sequential nature of the text. However,
the XGBoost model's lower F1-macro score (0.4869) demonstrates that it was less effective
at maintaining balanced performance across different classes.

Table 24 highlight the results reported from the CNN-LSTM and Trans-Detect detectors.
The LSTM-CNN model exhibits commendable proficiency in distinguishing between
human-authored and Al-generated text segments within hybrid texts. The precision and
recall metrics indicate a nuanced balance, where the model's ability to correctly identify
Al-generated segments is robust (precision of 0.85), while maintaining a substantial recall
for human-authored segments (0.87). The relatively low number of false positives (85) and
false negatives (48) underscores the model's reliability in practical scenarios.
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Table 24. Performance results of LSTM-CNN and Trans-Detect

Precision Recall Fl-score | Accuracy
LSTM-CNN | 0| 0.7900 0.8700 0.8200
0.8200
1| 0.8500 0.7700 0.8100
Trans-Detect | 0| 0.9800 0.9700 0.9800
0.9800
1| 0.9700 0.9800 0.9800

The classification report summarized in Table 24, demonstrates that our model achieves a
high level of accuracy in this task. Specifically, the model exhibits an overall accuracy of
98%, with precision, recall, and F1-score values consistently above 97% for both classes
(Al-generated and human-written). These results indicate that the model is highly effective
in correctly identifying the origin of text segments within hybrid documents.

Table 25. Comparison between the four detectors

XGBoost RF CNN-LSTM | Trans-Detect
F1-macro score | 0-4869 0.010 0.8200 0.98

MSE 00105 | 00052 | 0.1724 0.0218

Confusion Matrix
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Figure 31. Confusion matrix of Trans-Detect model performance

4.4. Analysis and Discussion
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These results suggest that while both models perform well for transition detection, the RF
model offers marginally better performance for this specific task. The lower MSE and
higher F1-macro score indicate that it may be more suitable for applications requiring
precise identification of transition points between human and Al-generated content. The
XGBoost-based approach provided complementary insights to the RF regression method.
The combination of both approaches may enable a more robust analysis of hybrid text
composition.

The slightly higher precision for Al segments suggests that the model is adept at
recognizing the more deterministic patterns typically associated with Al-generated texts,
while the higher recall for human segments indicates an effective capture of the more
complex and varied nature of human-authored content. This performance balance is crucial
for applications where both false positives and false negatives carry significant
implications. Furthermore, the high overall accuracy reinforces the model's effectiveness.
The Mean Squared Error value complements these findings, confirming the model's
precision in predictions. The F1-macro Score of 0.82 aligns with the overall harmony in
the model's classification capability.

Our proposed transformer-based model (Trans-Detect) demonstrated superior performance
in distinguishing between human-authored and Al-generated text segments compared to
traditional machine learning and deep learning approaches. Table 25 compares between all
the four detectors in terms of Fl-macro score and MSE. Trans-Detect achieved an
impressive macro F1-score of 0.98, substantially outperforming other approaches
including XGBoost (0.4869), Random Forest (0.010), and CNN-LSTM (0.8200). This
performance differential highlights the effectiveness of our architecture in capturing the
characteristics of hybrid text indicating robust generalization capabilities. The confusion
matrix presented in Figure 31 highlights the classification performance of Trans-Detect,
delineating the true positives (TP), true negatives (TN), false positives (FP), and false
negatives (FN). The confusion matrix analysis reveals exceptional classification accuracy,
with 1,753 true negatives (correctly identified human-authored segments) and 1,776 true
positives (correctly identified Al-generated segments), resulting in a total of 3,529 correct
classifications out of 3,607 samples where only 48 human-authored segments were
incorrectly classified as Al-generated and 30 Al-generated segments were misidentified as
human-authored. This relatively balanced error distribution suggests that the model does
not exhibit significant bias toward either class, though it shows a slight tendency toward
Al-generated classification in ambiguous cases.

The lower MSE achieved by RF compared to XGBoost, suggests superior accuracy in
predicting transition points. This difference, while small in absolute terms, represents
approximately a 50% improvement in prediction accuracy. Both models showed stable
performance across the test set, maintaining consistent prediction lengths and
demonstrating reliable scaling of features. The Random Forest approach appeared to
provide more balanced predictions across different text segments, as indicated by its
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superior F1-macro score. These results suggest that while both models perform well for
transition detection, the RF model offers marginally better performance for this specific
task. The lower MSE and higher F1-macro score indicate that it may be more suitable for
applications requiring precise identification of transition points between human and Al-
generated content. The XGBoost-based approach provided complementary insights to the
RF regression method. The combination of both approaches may enable a more robust
analysis of hybrid text composition.

When we examine MSE across architectures, deep learning models show higher MSE
values (Trans-Detect: 0.0218; CNN-LSTM: 0.1724). This suggests a trade-off: while
classical models (e.g., Random Forest with lower MSE) may achieve lower point-wise
errors, deep models can provide superior classification (F1) and better generalization.
While traditional machine learning approaches like Random Forest achieved lower MSE
(0.0052), they significantly underperformed in terms of classification accuracy and F1-
scores. This apparent paradox can be attributed to several factors such as prediction
confidence where Deep learning models tend to produce more nuanced probability
distributions, reflecting their uncertainty in borderline cases. While this may result in
higher MSE, it often leads to better generalization and real-world performance. Another
factor may be the feature complexity where the higher MSE in deep learning models
suggests they are capturing more complex, non-linear relationships in the text. This
complexity, while increasing point-wise error, enables better overall classification
performance. Furthermore, traditional models may achieve lower MSE by making "safer"
predictions closer to the decision boundary, but this conservative approach compromises
their ability to distinguish between subtle variations in text characteristics.

4.5. Chapter Summary

This chapter has established definitive evidence that segment-level authorship attribution
methodologies can effectively detect human-to-Al transitions within individual
documents, achieving superior F1-scores on hybrid Arabic texts while demonstrating
substantial improvements over traditional binary classification approaches. The
comprehensive evaluation demonstrates that granular analysis of authorship patterns
provides essential capabilities for addressing the evolving landscape of collaborative
human-Al content creation, where conventional detection systems fail to identify partial
synthetic content integration.

The research presents a comprehensive methodological framework that combines machine
learning and deep learning techniques to address the intricate dynamics of text generation
within Arabic language contexts. The investigation implemented four distinct detection
architectures designed to identify writing style transitions between human authors and Al
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systems through strategic extraction of stylometric features and advanced neural network
architectures.

The core technical contribution focuses on Trans-Detect, a transformer-based architecture
that demonstrates exceptional performance in detecting transitions between human-
authored and Al-generated segments within single documents. This deep learning approach
achieved balanced performance across precision, recall, and F1-score metrics while
maintaining high overall accuracy levels that position the methodology as a robust solution
for practical natural language processing applications.

The strategic integration of stylometric feature extraction with machine learning models
provides complementary detection capabilities that enhance overall system reliability. The
dual approach leverages both traditional linguistic analysis techniques and modern neural
network architectures to capture subtle transitions in writing patterns that characterize
shifts between human and artificial authorship within continuous text.

The research directly confronts a fundamental limitation in existing deepfake text detection
systems, which predominantly focus on binary classification of entire documents while
struggling to identify partially synthetic content. Current detection tools exhibit significant
blind spots when confronting hybrid texts that combine authentic human writing with Al-
generated segments, creating vulnerabilities that sophisticated content manipulation can
exploit.

The segment-level analysis framework developed through this research provides essential
capabilities for detecting these subtle authorship transitions that occur within single
documents. This granular approach enables identification of specific text regions where
stylistic patterns shift from human to Al characteristics, thereby addressing scenarios
where traditional binary classifiers prove inadequate.

The practical implications of these detection capabilities extend across numerous real-
world applications where hybrid content creation is increasingly prevalent. The
methodology provides essential tools for validating edited Al drafts, auditing collaborative
writing platforms, and ensuring content authenticity in environments where human authors
integrate Al assistance into their writing processes.

The creation of a comprehensive dataset containing hybrid Arabic texts represents a
substantial contribution to natural language processing resources for low-resource
languages. This dataset addresses a notable void in available linguistic resources while
providing standardized evaluation frameworks for future research in Arabic text analysis
and authorship attribution.

The dataset development process incorporated rigorous quality control measures to ensure
representative coverage of authentic human-Al writing transitions while maintaining
linguistic authenticity across diverse content domains. The resulting resource supports
reproducible research outcomes and provides benchmarking capabilities for evaluating
alternative detection methodologies in Arabic language contexts.
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The availability of this specialized dataset enables expanded investigation into multilingual
authorship detection while supporting the development of culturally and linguistically
appropriate analysis tools for Arabic-speaking communities. This contribution establishes
essential infrastructure for continued research advancement in hybrid text detection across
underrepresented linguistic contexts.

The comprehensive evaluation demonstrates the effectiveness of the proposed detection
methodologies through rigorous testing across diverse hybrid text scenarios. The LSTM-
CNN architecture emerged as the most reliable solution for identifying human-authored
and Al-generated segments, exhibiting consistent performance characteristics that support
deployment in operational environments.

The balanced performance metrics achieved across precision, recall, and F1-score
indicators demonstrate the robustness of the detection framework under varying content
conditions and authorship transition patterns. This consistent performance profile indicates
that the methodology can reliably identify stylistic shifts without exhibiting bias toward
either human or Al content classification.

The high overall accuracy levels attained through the detection system validate the
technical approach while demonstrating practical utility for real-world applications. The
performance characteristics position the methodology as a viable solution for content
moderation, plagiarism detection, and forensic analysis scenarios where accurate
identification of authorship transitions proves essential.

The research provides essential tools for maintaining textual communication integrity and
trustworthiness in environments where Al assistance is increasingly integrated into human
writing processes. The granular analysis capabilities enable nuanced evaluation of content
authenticity while supporting informed decision-making regarding text provenance and
authorship verification.

The interpretable framework developed through this research addresses critical
transparency requirements for automated content analysis systems deployed in high-stakes
environments. Stakeholders can examine specific textual segments and stylistic patterns
that contribute to authorship attribution decisions, thereby supporting accountability and
trust in automated analysis outcomes.

The practical applications span diverse domains including academic integrity enforcement,
journalistic fact-checking, legal document analysis, and social media content moderation.
The methodology provides essential capabilities for identifying sophisticated content
manipulation attempts that traditional binary classification systems cannot detect.

The methodological innovations established through this research provide essential
groundwork for extending similar analytical approaches to other languages and writing
systems. The underlying detection principles demonstrate potential for generalization
beyond Arabic contexts while maintaining effectiveness across diverse linguistic and
cultural environments.
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The research establishes critical precedents for investigating cultural and linguistic factors
that influence style change detection accuracy and reliability. Future research directions
include comprehensive evaluation of the methodology across multiple language families
while examining how cultural writing conventions impact authorship transition
identification.

The integration potential with advanced transformer-based models presents opportunities
for further enhancing detection accuracy and system robustness. The foundational
approach developed through this research provides essential building blocks for
incorporating state-of-the-art natural language processing techniques into hybrid text
analysis frameworks.

This work represents a significant advancement in hybrid text authorship detection,
particularly within Arabic language contexts where limited research resources have
previously constrained investigation. The proposed methodologies demonstrate clear
implications for content moderation, plagiarism detection, and forensic analysis
applications while establishing robust foundations for continued research development.
The comprehensive approach addresses the evolving field of text generation technologies
while providing valuable insights into the intricate dynamics that characterize human-Al
collaborative writing. As text generation capabilities continue advancing, this research
establishes essential frameworks for ensuring content integrity and trustworthiness across
diverse communication contexts.

The successful demonstration of segment-level analysis capabilities in Arabic texts
establishes critical precedents for global applications where hybrid human-Al authorship
is becoming increasingly common. The methodological foundations developed through
this research provide essential tools for addressing contemporary challenges in content
authenticity while supporting the development of ethical and transparent Al integration
practices in human communication systems.
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Chapter VII

Conclusion

The rapid advancement of artificial intelligence (Al) and natural language processing
(NLP) technologies has brought about transformative changes in how we generate,
consume, and interact with textual content. While these advancements have unlocked
unprecedented opportunities for innovation, they have also introduced significant
challenges, particularly in the form of Al-generated or "deepfake™ text. This thesis has
focused on addressing these challenges in the context of the Arabic language. Through a
series of studies, this research has contributed to the development of robust methods for
detecting and attributing of Al-generated Arabic text, offering both practical solutions and
theoretical insights.

One of the key contributions of this thesis lies in the development of fine-tuned models for
detecting Al-generated text in specific domains, such as news articles and student essays.
The first study demonstrated that machine-based detection systems can outperform human
evaluators in identifying Al-generated news articles, highlighting the potential of Al to
combat its own misuse. This finding underscores the importance of leveraging advanced
computational techniques to address the growing threat of misinformation. The second
study expanded on this by proposing two distinct approaches for distinguishing fake
student essays from authentic ones. By fine-tuning pre-trained language models and
employing retrieval-based methods with machine learning classifier, this research provided
effective tools for maintaining academic integrity in an era where Al-generated content is
increasingly accessible.

A particularly innovative aspect of this thesis is its exploration of segment-level authorship
attribution, as demonstrated in the third study. Unlike traditional binary classification
approaches, this method focuses on identifying shifts in authorship within a single text,
enabling the detection of human-to-Al transitions. This approach not only enhances the
granularity of detection but also opens new avenues for verifying the authenticity of
complex documents. By addressing the problem at a more nuanced level, this research has
advanced the field of text verification, offering a framework that can be adapted to other
languages and contexts.

The implications of this research extend beyond the technical realm, touching on broader
societal and ethical considerations. The proliferation of Al-generated text poses a
significant threat to the integrity of information, with potential consequences for public
trust, democratic processes, and social cohesion. By developing tools to detect and mitigate
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deepfake text, this thesis contributes to the broader effort of safeguarding the authenticity
of digital content. Moreover, the findings underscore the need for interdisciplinary
collaboration, combining insights from computer science, linguistics, and social sciences
to address the multifaceted challenges posed by Al-generated content.

However, the work presented in this thesis is not without its limitations. While the proposed
models have shown promising results, their performance is inherently tied to the quality
and diversity of the training data. The Arabic language, with its richness and variations
presents a particularly challenging landscape for data collection and model generalization.
Future research should focus on expanding the datasets to include a wider range of dialects
and text types, ensuring that the models remain robust across different contexts.
Additionally, the rapid evolution of Al technologies necessitates continuous updates to
detection methods, as newer generative models (e.g., DeepSeek®) may produce text that
evades current detection mechanisms.

Another area for future exploration is the integration of multimodal approaches, combining
text analysis with other forms of media, such as images and audio, to enhance detection
accuracy. As deepfake technologies increasingly blur the boundaries between different
media types, a holistic approach to detection will become essential. Furthermore, the
ethical implications of Al-generated text warrant further investigation, particularly in terms
of developing guidelines and policies to regulate its use. This includes exploring methods
for watermarking Al-generated content to ensure transparency and accountability.

The findings of this thesis also highlight the importance of public awareness and education
in combating the spread of misinformation. While technological solutions are critical, they
must be complemented by efforts to equip individuals with the skills to critically evaluate
digital content. Educational initiatives that promote media literacy and digital citizenship
can play a vital role in reducing the impact of Al-generated text, empowering users to
discern credible information from falsehoods.

In conclusion, this thesis has made significant strides in addressing the challenge of Al-
generated Arabic text, offering innovative solutions that advance the field of NLP while
addressing pressing societal concerns. By developing models for the detection in different
levels and contexts, this research has provided a foundation for ensuring the authenticity
and reliability of digital content in an era dominated by Al. The work underscores the
importance of interdisciplinary collaboration, continuous innovation, and ethical
considerations in navigating the complex landscape of Al-generated text. As the
capabilities of generative models continue to evolve, so too must our approaches to
detecting and mitigating their misuse. This thesis represents a step forward in that ongoing
journey, contributing to a future where the benefits of Al can be harnessed without
compromising the integrity of information.

Ultimately, the fight against deepfake text is not merely a technical challenge but a societal
imperative. It requires the collective efforts of researchers, policymakers, educators, and

3 https://chat.deepseek.com/
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the public to create a digital ecosystem that prioritizes truth, transparency, and trust. This
thesis serves as a call to action, urging stakeholders to recognize the urgency of this issue
and to work together in developing solutions that safeguard the integrity of information in
the digital age. The journey is far from over, but with continued innovation and
collaboration, we can build a future where the authenticity of content is preserved, and the
potential of Al is realized for the greater good.
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