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Abstract

This study develops advanced frequency control strategies to enhance the stability of electrical grids with high pen-
etration of renewable energy sources (RES), specifically photovoltaic (PV) solar plants and wind turbines. Due to their
intermittent nature, these RES introduce significant challenges to grid stability. A novel frequency control strategy is
introduced, characterized by simplicity, efficiency, and precision. Unlike conventional methods, it operates independently
of auxiliary equipment such as batteries, reducing costs and complexity while ensuring reliable grid performance. Initially
designed for PV-integrated grids, its effectiveness is validated using proportional-integral (PI) controllers. A deloading
mechanism is combined with real inertia from decommissioned synchronous generators (SGs) to form hybrid inertia (HI),
enhancing overall stability. To further improve performance, advanced control techniques, including fuzzy logic and genetic
algorithms, are incorporated. These Al-driven enhancements enable dynamic adaptation to PV variability, improving
grid stability and facilitating higher RES penetration. The study then extends this strategy to wind energy integration,
developing a robust control approach to maintain frequency stability under fluctuating wind conditions. A wind turbine
(WT) deloading strategy is further refined through Al-based techniques and advanced control methodologies, creating a
comprehensive frequency management solution adaptable to diverse renewable energy scenarios.

Finally, the research investigates hybrid PV-wind systems and their decoupling strategies with deloading mechanisms.
Robust control techniques are employed to ensure stability and reliability in these multi-source configurations.All proposed
strategies undergo rigorous testing and validation in MATLAB Simulink under infinite bus and isolated network conditions,
demonstrating their robustness, reliability, and practical feasibility for real-world power grids.

Keywords: photovoltaic (PV), wind turbine (WT), deloading, primary frequency control (PFC), virtual inertia (VI),
real inertia (RI), hybrid inertia (HI), synchronous generator (SG), infinite and isolated grid.

Résumé

Cette étude développe des stratégies avancées de controle de fréquence afin d’améliorer la stabilité des réseaux électriques
a forte pénétration des sources d’énergie renouvelable (RES), notamment les centrales solaires photovoltaiques (PV) et les
éoliennes. En raison de leur nature intermittente, ces sources posent des défis importants pour la stabilité du réseau.
Une nouvelle stratégie de controle de fréquence est proposée, caractérisée par sa simplicité, son efficacité et sa précision.
Contrairement aux approches conventionnelles, elle fonctionne indépendamment des équipements auxiliaires tels que les
batteries, réduisant ainsi les cotits et la complexité tout en assurant des performances fiables du réseau. Initialement congue
pour les réseaux intégrant le photovoltaique, son efficacité est validée a laide de régulateurs proportionnel-intégral (PI).
Un mécanisme de réduction de charge est combiné & 'inertie réelle provenant des générateurs synchrones (SG) mis hors
service pour former une inertie hybride (HI), renforgant ainsi la stabilité globale du réseau. Afin d’améliorer encore les
performances, des techniques de contréle avancées, notamment la logique floue et les algorithmes génétiques, sont intégrées.
Ces améliorations basées sur l'intelligence artificielle permettent une adaptation dynamique a la variabilité de la production
photovoltaique, renforgant ainsi la stabilité du réseau et facilitant une plus grande pénétration des énergies renouvelables.
L’étude étend ensuite cette stratégie a 'intégration de 1’énergie éolienne, en développant une approche de controle robuste
pour maintenir la stabilité de fréquence face aux variations de vitesse du vent. Une stratégie de réduction de charge pour les
éoliennes (WT) est ensuite optimisée a 'aide de techniques d’intelligence artificielle et de méthodes de controle avancées,
aboutissant a une solution globale de gestion de fréquence adaptée a divers scénarios d’énergie renouvelable.

Enfin, la recherche examine la performance des systémes hybrides PV-éolien et leurs stratégies de découplage avec des
mécanismes de réduction de charge. Ces configurations sont renforcées par des techniques de contrdle robustes afin de
garantir leur stabilité et leur fiabilité. Toutes les stratégies proposées font I'objet de tests rigoureux et de validations dans
MATLAB Simulink, avec des simulations réalisées dans des conditions de réseau infini et de réseau isolé, garantissant leur
robustesse, leur fiabilité et leur applicabilité aux réseaux électriques réels.

Mots clés : photovoltaique (PV), éolienne (WT), diminution de la puissance (deloading), contréle primaire de fréquence
(PFC), inertie virtuelle (VI), inertie réelle (RI), inertie hybride (HI), générateur synchrone (SG), réseau infini et isolé.
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General introduction

The global switch towards renewable sources of energy is changing the face of the power
sector. Integrating renewable energy sources (RES) with traditional power grid is crucial for
ensuring a sustainable energy future. As the world faces the pressing challenges of climate
change and the depletion of fossil fuel reserves, harnessing the vast potential of renewable
energy is both a necessity and an opportunity.

One of the most significant challenges in this transition is maintaining grid frequency
stability, which is essential for a secure and reliable power supply network. RES are inherently
intermittent and variable, with no intrinsic inertia, especially in photovoltaic (PV) and wind
energy systems, creating specific challenges for grid operators. To effectively address these
issues, innovative strategies and sophisticated control methods must be adopted to keep grid
frequencies within acceptable limits and enable greater RES integration.

Among renewable energy sources, wind and photovoltaic (PV) energy systems are the
most widely used and impactful. Given the increasing penetration of these RES types, en-
hancing grid frequency control is a key focus of this doctoral research.

This research addresses these challenges by proposing advanced deloading strategies and
innovative control techniques to enhance the integration of RES into modern power grids.
Initially, an in-depth analysis of RES integration and its impact on frequency stability is
conducted, highlighting the challenges posed by these systems. Subsequently, a novel deloa-
ding approach is developed and applied to photovoltaic and wind systems, accompanied by
advanced control methods such as hybrid inertia and artificial intelligence algorithms.

This thesis also validates these strategies through rigorous simulations and tests under
various operating scenarios. Finally, a broader integration of these methods into a hybrid
PV-wind system is explored, demonstrating improvements in frequency regulation and grid
stability.

The thesis is organized into four main chapters, each addressing a specific aspect of
renewable energy integration and control:

Chapter 1 Review of state-of-the-art frequency control systems and deloading techniques



General introduction

used in power grids with high renewable energy penetration. A review of classical and ad-
vanced strategies is conducted, highlighting existing challenges and solutions.

Chapter 2 develops an analytical approach for the advanced control of grid-integrated
photovoltaic systems. The concepts of deloading and hybrid inertia are detailed and validated
through simulations. Explore enhancements through fuzzy logic control (FLC) and genetic
algorithms (GA), critically evaluating their design, testing, and impact on system efficiency.

Chapter 3 focuses on the integration of wind energy systems (WES) and their impact
on grid stability. A comprehensive modeling approach and an innovative deloading strategy,
supported by an experimental validation methodology based on real installation data, are
presented. The study explores advanced control techniques, including H., control, to en-
hance system performance. Validation tests using a direct-driven PMSG system assess the
effectiveness of these strategies, with simulation results highlighting key improvements.

Chapter 4 examines the integration of photovoltaic and wind systems in a hybrid se-
tup. It proposes an advanced control approach combining robust H., control and artificial
intelligence (AI) algorithms, synthesizes the results, and discusses future improvements for
optimizing control strategies to enhance renewable energy integration into power grids

Finally, the general conclusion summarizes all the relevant results of this thesis, high-
lighting the effectiveness of the proposed deloading strategies and control techniques for
enhancing frequency stability in power grids with high renewable energy penetration. The
discussions focus on the strengths and limitations of the developed methods, assessing their
performance under various operational scenarios.

Additionally, the thesis conclusions outline future research directions for further refining
the proposed approaches. Potential future work includes experimental validation on real-
world power systems, optimization of control parameters, and integration of hybrid energy
storage solutions to complement deloading strategies. These advancements will contribute to
the ongoing efforts to enhance grid resilience and facilitate the transition to a more sustainable

energy landscape.
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Chapter 1: Review of Frequency Control
Systems and Deloading Techniques in

Electrical Power Grids

This chapter provides an overview of current trends in energy supply and the ongoing
transition toward RES. It focuses on the increasing adoption of PV and WT systems, which
are among the most widely utilized RES technologies. However, their large-scale integration
introduces challenges related to grid stability, particularly in maintaining frequency regula-
tion.

To address these stability concerns, various solutions proposed in the literature are ex-
plored, with a particular emphasis on the role of advanced control techniques in enhancing
electrical power system resilience in high-penetration scenarios. These methods play a cru-
cial role in ensuring grid reliability while accommodating increasing levels of PV and WT
integration. To enhance clarity, the following diagram, figure 1.1, visually represents the key

topics covered in this chapter.

1.1 Introduction

The transition from conventional to RES marks a crucial transformation in the energy
sector. This significant change is driven by a heightened awareness of the pressing need to
combat climate change, as illustrated in figure 1.2, which depicts the alarming upward tra-
jectory of carbon dioxide (CO2) emissions. Additionally, figure 1.3 showcases the progression
in electrical power consumption, highlighting the growing energy demands that must be met
[1].

This transition stems from the imperative to fortify energy security in response to esca-

lating electrical power demands and harness the abundant clean and sustainable resources
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FIGURE 1.2 — The trend in carbon dioxide (CO2) emissions from 1940 to 2024 [2]

that nature provides. It entails departing from the conventional reliance on fossil fuels like

coal, oil, and natural gas, which have held sway as the primary energy sources for several de-
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cades. Instead, it embraces the potential of RES, such as solar, wind, hydro, and geothermal
power, which offer environmentally responsible and sustainable alternatives. RES not only
reduces the carbon footprint but also contributes to a more resilient and diversified energy
landscape. By transitioning to RES, we take a significant step towards a cleaner, greener,
and more sustainable energy future while addressing the urgent challenges posed by climate

change and ensuring a secure energy supply for future generations [1].
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FIGURE 1.3 — The pattern of energy consumption between 2021 and 2022 [2]

At the end of 2023, the global renewable generation capacity reached a remarkable miles-
tone of 3 870 GW, representing a substantial increase compared to the previous year, with a
growth of 473 GW (+13.9%). As presented in figurel.4, Asia played a dominant role in this
expansion, contributing nearly 69.3% of the new capacity, which translated to a substantial
growth of 327.8 GW. This bolstered Asia’s total renewable capacity to 1.961 terawatts (TW),
making up 50.7% of the global total. Notably, China played a pivotal role in this surge, adding
an impressive 297.6 GW to its renewable capacity [2].

Furthermore, both Europe and North America experienced notable growth, with their
capacities expanding by 71.2 GW (4+10.0%) and 34.9 GW (+7.0%), respectively. The Afri-
can continent continued its steady expansion with an increase of 2.7 GW (+4.6%), slightly
surpassing the previous year’s figures. Oceania continued its impressive double-digit growth
trajectory, expanding by 5.5 GW (49.4%), primarily driven by developments in Australia.

South America also maintained its upward trend, achieving a capacity expansion of 22.4 GW

Univ-Setif/Electrical Engineering/Automatic and systems : 2025 5)



textbf Review of frequency control systems and deloading techniques in electrical power grids

Renewable power capacity by region
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FIGURE 1.4 — Regional distribution of renewable generation capacity [2]

(+8.4%). Additionally, the Middle East set a new record for expansion, commissioning 5.1
GW of new capacity in 2023, marking an impressive growth rate of 16.6% [2].

Looking ahead, the International Energy Agency (IEA) forecasts that over the next five
years, several renewable energy milestones are expected to be reached. In 2025, renewables-
based electricity generation is set to overtake coal-fired generation. In 2026, wind and solar
electrical power generation are each poised to surpass electrical power generation from nu-
clear. Then, in 2029, electricity generation from PV is set to surpass hydropower, becoming
the largest RES globally, with wind-based generation expected to surpass hydropower in 2030
[3].

Algeria renewable energy acceleration in 2024: In 2024, Algeria is making notable
progress in its shift toward renewable energy with the launch of a 2,000 MW solar PV
project led by Sonelgaz, scheduled for completion by mid-2025. This development marks
a significant increase from the 589.7 MW installed between 2011 and 2022. The project
encompasses 14 solar plants spread across 11 provinces, with nine facilities constructed by
Chinese companies and five by Algerian firms, demonstrating both international cooperation
and local involvement [4].

Algeria also prioritizes domestic solar panel production, supported by ENIE and the Fi-

mer Algeria joint venture, to strengthen its renewable energy sector. Alongside this major
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initiative, additional projects are in progress, including the Solar 1,000 MW program and a
3,000 MW plan, all contributing to the country’s goal of reaching 15,000 MW of installed
capacity by 2035. Moreover, Algeria is positioning itself as a significant player in green hy-
drogen production, with a pilot project in partnership with Germany’s VNG AG, aiming for
large-scale commercial production by 2030 [4].

The subsequent paragraph will delve into the specific categories and types of RES contri-
buting to this remarkable rise in clean energy capacity to provide a more detailed breakdown

of this progression.

1.2 Renewable energy sources

The global increase in renewable energy capacity for each RES technology presented in
figure 1.5 is highlighted by:

Hydropower: Hydropower continued to grow steadily, representing the largest propor-
tion of global renewable energy capacity (GREC). It reached a substantial capacity of 1 268
GW, constituting 33% of the total GREC [5].

Solar energy: Solar PV technology has emerged as a prominent player, accounting for
37% of the GREC, with an increase of 346 GW and a total capacity of 1 419 GW. Concen-
trated solar electrical power, on the other hand, experienced a more modest growth of 0.3
GW [5].

Wind energy: Wind energy represented 26% of the GREC, totalling 1 017 GW. Al-
though there was an additional 116 GW of wind electrical power capacity in 2023, the growth
rate in this sector continued to decelerate compared to the preceding two years [6].

Constitutes: The remaining sources of renewable energy, which include 150 GW of
bioenergy, 15 GW of geothermal, and 0.5 GW of marine energy, collectively constitute ap-
proximately 4% of the global electrical power capacity within the renewable energy sector.
While these sources may have a smaller capacity compared to some other renewables, they
still contribute significantly to the overall renewable energy landscape, adding to the diversity
and sustainability of global energy production [6].

These highlights underscore the continued expansion and diversification of renewable
energy sources, with varying growth rates among different technologies and regions, reflecting
the ongoing global transition towards cleaner and more sustainable energy options.

In 2023, the renewable energy sector continued to be characterized by the sustained

predominance of solar and wind energy in terms of capacity expansion. Solar electrical power
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witnessed a significant increase of 346 GW, while wind energy contributed an additional
116 GW. These two renewable sources combined to make up an impressive 90% of all new
renewable capacity installations, totaling 462 GW for the year. Figure 1.5 visually depicts this
trend and highlights the noteworthy emergence of these renewable energy sources compared
to conventional electricity generation. This data emphasizes the pivotal role solar and wind
technologies play in driving the expansion of clean and sustainable energy globally [7].
Given their paramount significance in the renewable energy sector, this study focuses
primarily on solar and wind energy sources, acknowledging their central role in shaping the

future of sustainable energy production.

Renewable electricity capacity additions by technology, 2020-2024
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FIGURE 1.5 — RES emergency and distribution [5]
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1.3 Impact of RES integration on electrical power sys-

tems

As previously mentioned, the integration of RES presents challenges due to its impact
on the quality of the electrical power system. In this section, the principal challenges and
influences of PV and wind systems on electrical grid quality are summarized as follows [8-10]:

Voltage stability: PV and wind systems, often connected at various electrical grid
points, can cause voltage fluctuations because of their intermittent nature. These fluctua-
tions can affect the ability of the electrical grid to maintain a stable voltage level, potentially
leading to voltage deviations that could harm sensitive equipment and disrupt the electrical
power supply.

Transient stability: Rapid and unpredictable changes in PV and wind generation can
cause transient disturbances in the electrical grid. Transient stability refers to the electrical
grid’s capacity to remain stable during sudden and temporary disturbances. The variability
of these renewable sources can challenge the electrical grid’s resilience in responding to such
disturbances.

Small-signal stability: Intermittent electrical power injections from PV and wind sources
can introduce subtle, continuous oscillations into the electrical grid, known as small-signal
stability issues. Although these oscillations may not be immediately disruptive, they can
accumulate over time, potentially affecting overall electrical grid performance.

Frequency stability: Conventional electrical power plants provide inherent rotational
inertia, which stabilizes electrical grid frequency. In contrast, RES like PV and wind systems
lack this inertia, making electrical grid frequency more susceptible to fluctuations due to
rapid changes in RES output. These fluctuations, if not managed properly, can disrupt the
stable operation of electrical grid-connected devices.

Reserve requirement increase: PV and wind electrical power’s intermittent nature can
necessitate an increase in the required reserves. These reserves are essential to compensate
for the sudden and unpredictable drops in renewable electrical power output, ensuring the
electrical grid’s reliability during such events.

Reactive power support: The capacity of PV and wind systems to generate or consume
reactive power can influence electrical grid voltage stability. Reactive power support is vital
for voltage regulation and electrical grid stability. Fluctuations in reactive power support can
lead to voltage deviations that may affect electrical power quality.

Rotor angle stability: Large-scale of PV and wind farms can have an impact on the
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dynamics of synchronous generators in the electrical grid due to their intermittent electrical
power output. Rotor angle stability ensures that these generators’ rotor angles remain within
acceptable bounds to prevent electrical grid instability and protect connected equipment.

Dynamic performance: PV and wind integration introduce dynamic challenges due
to the variability and unpredictability of these sources. Dynamic performance assesses the
electrical grid’s ability to respond effectively to rapid changes in electrical power generation
or load without compromising overall stability and performance.

Load condition response: Electrical grid operators must adapt to changing load condi-
tions driven by fluctuations in PV and wind generation. This involves monitoring and ad-
justing grid parameters, including voltage and frequency, to ensure consistent and reliable
electrical power delivery as load conditions vary.

These impacts underscore the intricate interplay between PV and wind power systems
and power system stability, emphasizing the necessity for meticulous planning and control
strategies to ensure the reliable integration of PV and wind energy into the electrical grid.
This study places a specific focus on the impact of electrical grid frequency or grid frequency
stability, a paramount concern in electrical power systems. Prolonged deviations in frequency
can lead to severe consequences, including blackouts with substantial economic and operatio-
nal repercussions. Ensuring a consistent and stable electrical grid frequency within a narrow
range is of utmost importance to prevent damage to electrical equipment, mitigate electrical
power quality issues, avoid load shedding, and avert widespread blackouts.

The upcoming section will delve into a comprehensive exploration of electrical grid fre-
quency, its various phases, and the influence of RES integration on frequency stability. It will
scrutinize the significance of maintaining electrical grid frequency stability and shed light on

the challenges introduced by the variability of RES generation.

1.4 Grid frequency

Grid frequency, also known as electrical grid frequency or mains frequency, is a fundamen-
tal parameter governing the operation of electrical power systems. It measures the number
of complete alternating current (AC) cycles per second within an electrical grid and is typi-
cally expressed in hertz (Hz). This frequency characterizes the periodicity of the AC voltage
waveform [11-13].

In most parts of the world, grid frequency adheres to either 50 Hz or 60 Hz standardized

values. In regions with a 50 Hz standard, the voltage waveform completes 50 cycles per
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second, whereas those adhering to a 60 Hz standard complete 60 cycles per second.

The precise control and maintenance of grid frequency fall under the responsibility of
electrical grid operators. Deviations from the standard or nominal frequency (fy) can have
substantial repercussions for electrical equipment and the stability of the electrical power elec-
trical grid. Grid frequency is pivotal in ensuring that generators, motors, and other electrical

devices operate at their designed speeds and execute their functions accurately [11-13].

SUPPLY

DEMAND

FIGURE 1.6 — Frequency balance [12]

The equilibrium between electricity generation and consumption influences grid frequency,
as illustrated in figure 1.6. When generation exceeds consumption, the frequency tends to rise,
while excessive consumption results in a lower frequency. Electrical grid operators employ
various control mechanisms, such as adjusting generator output and load shedding, to uphold
grid frequency within a narrow and specified range. This meticulous management is essential
for the dependable and efficient operation of the electrical grid.

Figure 1.7 illustrates the standard grid frequency response, composed of three crucial
phases essential for maintaining the electrical grid’s stability and reliability. The primary fre-
quency control (PFC) phase, lasting approximately 30 seconds, includes the inertial response
and governor response. The inertial response acts as the first line of defense against frequency
deviations by using the inertia of rotating machinery to momentarily stabilize the frequency.
The governor’s response then adjusts the generator’s electrical power output to correct fre-
quency deviations. Secondary control, also known as automatic generation control (AGC),
operates over minutes, optimizing the electrical power output of multiple generators across
a larger area to maintain the system’s frequency around its nominal value while considering
economic and operational constraints. Tertiary control, or delistage control, operates on the
longest timescale (hours to days) and focuses on optimizing generation resources, conside-
ring factors such as fuel costs, maintenance schedules, and unit commitment to ensure the

most efficient and cost-effective generators are dispatched to meet the expected load while

Univ-Setif/Electrical Engineering/Automatic and systems : 2025 11



textbfReview of frequency control systems and deloading techniques in electrical power grids

maintaining system stability [11-13].
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FIGURE 1.7 — Typical frequency control response to electrical power distribution [13]

Inertial and governor responses are key for frequency stability. Figure 1.7 shows a typical
frequency response with nominal frequency (fy) and acceptable limits (Af). A disturbance,
often from load changes at point A, leads to the lowest frequency point (f,qq;r) at B. The
slope between A and B represents the rate of change of frequency (RoCoF), inversely related
to system inertia. Governor control at C restores stability. The crucial elements pertain to
where the frequency reaches stability and the initial RoCoF. In this context, the RoCoF is
notably influenced by the system’s inertia, with Hi representing the inertia of each electrical

power source. This relationship is expressed mathematically in the following equation:

1

RoCoF (1.1)

sYs

Here Hy, signifies the system’s overall inertia () Hi).

1.5 PV and Wind Turbine (WT) Primary Frequency
Control (PFC) techniques

The integration of RES, such as solar PV and wind, reduces overall system inertia by
replacing conventional synchronous generators. Since wind turbines and PV systems are in-

terfaced through power electronic converters, they inherently lack internal inertia and offer
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limited contribution to frequency response (figure 1.7(a)). This reduction in inertia increases
the RoCokF, triggering load-shedding even with minor load-generation mismatches and redu-
cing electrical power reserve, leading to frequency deviations (figure 1.8(b)). Therefore, new
controllers must be designed for RES to emulate synchronous generators’ behavior, improving

system frequency response. In the upcoming subsection, we will discuss the main techniques,
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FIGURE 1.8 — Integrating RES and its impact on grid frequency [14]

control approaches, and strategies employed in solar PV and wind systems, depicted in figure

1.9, to enhance frequency response and maintain stable grid frequency.
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1.5.1 PFC techniques in PV system

The main approaches for controlling primary frequency in PV-integrated electrical power
systems are roughly classified into two categories: the first with an energy storage system
(ESS) and the second without (figure 1.9). Each option presents its own set of advantages and
disadvantages, and the decision between them is influenced by a variety of factors, including
the cost of storage devices, the availability of sunlight, and the specific requirements of the

electrical grid [15-19].

Pitch angle
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’ De-loading
Using ESS technique Over speed
P ‘ control
Inertia and
frequency
control
i Droop
techniques control
De-loading Inertial
technique response
Fast power
reserve
Hidden
inertia
emulation

FIGURE 1.9 — PV and wind system inertia and frequency control methods [15]

1.5.1.1 Using energy storage systems

To address this challenge, researchers and engineers have explored the integration of
energy storage systems (ESS) into the PFC loop. Various ESS technologies are utilized to
provide an additional electrical power reserve, achieved by temporarily storing excess energy
generated by solar panels , as illustrated in figure 1.10. These ESS systems are managed
both centrally and locally through a power electronic converter system, which effectively
replicates the inertia response of traditional electrical power generation. The emulation of

inertial response is achieved by adjusting the active output of the storage device in inverse
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proportion to the rate of change of the grid frequency, thereby enhancing the system’s primary
frequency response.

Among the diverse range of ESS options under investigation, including superconducting
magnetic energy storage (SMES), supercapacitors, electric batteries (BESS), fuel cells, and
flywheel energy storage, SMES technology emerges as the most promising choice for emulating
inertia. SMES holds advantages in terms of its rapid response time and capability to deliver
high electrical power outputs, making it a valuable asset for bolstering frequency stability
and electrical grid resilience.

In summary, the integration of ESS, particularly leveraging SMES technology, within the
PFC loop proves to be an effective strategy for improving the stability and reliability of the
electrical power grid in the presence of high PV penetration. However, implementing this

technique involves higher costs and increased grid infrastructure complexity.

Converter
system

" 1BESS
e

A
a i

Grid NVH Control ||
unit

PV unit

FiGURE 1.10 — Primary frequency control in PV integrated electrical power system using
BESS [16]

1.5.1.2 Deloading techniques

Several strategies integrate PV systems into the PFC loop without needing additional
devices like ESS. One innovative approach involves a unique PV power curtailment control
method aimed at providing auxiliary services during electrical grid disturbances. Diverging
from traditional methods, this technique employs a virtual frequency droop-based control sys-
tem to adjust the active power output of PV units, thereby contributing to crucial frequency
regulation services. This method operates in two modes, one bolstering inertial response and
the other preventing frequency collapse. Additionally, recent advancements have emphasized

delta power control, where a portion of the PV power output is reserved to bolster electri-
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cal grid stability. Another novel concept involves using the electromagnetic energy stored
in DC-link capacitors to simulate virtual inertia, thereby enhancing system stability during
disturbances.

Nonetheless, the predominant approach garnering significant attention is the application
of power reduction or deloading techniques. In these methods, the MPPT can be configured
to operate outside the MPP to maintain a designated electrical power reserve, as illustrated
in figure 1.11(a). This approach is particularly advantageous because it is more cost-effective
and doesn’t necessitate additional equipment.

The electrical power plant operator may regulate how much reserve power is generated
using the deloading technique by setting a deloading gain, which displays the ratio of the
reserve power to the maximum available power. An in-depth discussion of the different power
reserve calculation techniques is provided in [17], along with a method for estimating the
minimum amount of power reserve required to ensure frequency stability, which is closely

related to the frequency nadir.

P Maximum power point

P Deloaded operation
MPPT

Eie[oud

V| o] 1 PI L e L
—| — —
1457, controller 1.

Vv

Vo ViV,

MPPT " d

(a) Deloading procedure in PV plants (b) Power control in deloaded PV system

FiGURE 1.11 — Primary frequency control in PV integrated electrical power system using

deloading approach [17]

The deloading technique can generally be divided into two approaches:

* Power reserve control (PRC): In the PRC approach, the MPP is continuously
monitored to determine the reference power value, ensuring that the desired power

reserve is generated under all conditions [18].

* Constant power generation control (CPGCQC): in the CPGC approach, the system
follows a predefined power value (Pjii), as stipulated by the grid operator, which is

lower than the maximum power value (P,,,,:). The goal is to generate the desired power
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reserve. However, if the power output of the PV system falls below Py, it operates

in MPP mode without providing any power reserve [18].

1.5.2 PFC techniques in Wind system

Recent literature surveys have highlighted three predominant methods for supporting grid

frequency: operating variable speed wind turbines (VSW'Ts) in a deloaded state, integrating

embedded ESS, and emulating an inertial response (see figure 1.12) [20-26].
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FIGURE 1.12 — Inertia response control techniques for variable-speed wind turbines [21]
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1.5.2.1 Inertial response

The inertial response technique in wind turbine systems leverages three key approaches:

1. Droop control: This approach mimics the behavior of a governor in a conventional
synchronous generator by responding to changes in system frequency. It regulates the
active power output from the wind turbines in proportion to frequency deviations (Af).
By adjusting the power output based on frequency changes, droop control helps main-
tain electrical grid stability, significantly enhancing the frequency nadir (the lowest

point of frequency during a disturbance) and the overall frequency recovery process.

2. Fast power reserve: This approach involves quickly supplying additional active power
to the electrical grid by utilizing the kinetic energy stored in the rotating masses of the
wind turbines. When a sudden frequency deviation occurs, the wind turbines tempo-
rarily decrease their rotor speed to provide this additional power, helping to stabilize
the electrical grid. After the disturbance, the wind turbines enter a recovery phase,

gradually restoring the rotor speed and power output to their normal operating levels.

3. Hidden inertia emulation: This technique replicates the inertia response of tradi-
tional generators, providing immediate support to counteract frequency fluctuations.
Inertial emulation enhances the wind turbines’ ability to contribute to electrical grid
stability by delivering a rapid response to frequency changes, similar to the inertial res-
ponse provided by conventional generators. This is achieved through advanced control
algorithms that simulate the effect of physical inertia, allowing wind turbines to support

the electrical grid more effectively during transient events.

1.5.2.2 Using ESS

Energy storage systems (ESSs) are among the most reliable control strategies implemen-
ted to mitigate low inertia and frequency issues (figure 1.13). ESSs can be integrated into
the electrical grid with wind energy electrical power systems, providing a dependable solu-
tion adaptable to the varying nature of wind. Various ESSs, such as BESS, superconducting
magnetic energy storage systems (SMESS), flywheel energy storage systems (FESS), superca-
pacitors, and combinations like BESS with automatic generation control (AGC), are crucial
for delivering improved frequency response during faults. Since ESSs differ in energy and
electrical power density, hybrid techniques based on ESS have been suggested as an effective
frequency response solution. For instance, SMESS can enhance the frequency response of

permanent magnet synchronous generators (PMSG) due to its fast response characteristics.
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In PMSG wind energy systems, an artificial inertia controller provides duties to the boost
converter in the DC link, controlling power output and torque by managing the current
through the reactor, thereby improving frequency response. Doubly-fed induction generator
(DFIG) wind energy systems employ flywheel energy storage to provide primary frequency
response by appropriately distributing the reserve active power between the turbine and the
flywheel. This power reserve is activated by local controls when the RoCoF deviates from
the set value, with these local controls being further activated by the central control situated

within the operator’s premises.

Central control system of the wind
power plants
Distribution the power reserve
margin (x)

y

Local control of Local control of
wind turbines flywheel
'
Variable speed wind Flywheel storage
turbines

ii I +—@—+— Power system

F1GURE 1.13 — Flywheel energy storage systems control techniques for variable-speed wind
turbines [23]

1.5.2.3 Deloading techniques

In general, the deloading technique in wind turbine systems involves two types of control

systems: speed control and pitch angle control.

1. Deloading by speed control (SC): Speed control adjusts the value of the tip speed
ratio (\) by shifting the operating point to the left or right of the maximum power
point, as illustrated in figures 1.14(a) and 1.14(b). When the wind turbine operates
at point A, deloading can be achieved through under-speed or over-speed control. In
under-speed control, the operating point moves towards point C, while in over-speed

control, the operating point shifts towards point B, which is the preferred method.

2. Deloading by pitch angle control (PAC): Pitch angle control is used to deload the
wind turbine by increasing the blade’s pitch angle (figure 1.14(c)). This controller is
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typically activated when the wind turbine generator reaches its rated speed and when

the over-speed controller is unable to perform the deloading operation.
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FIGURE 1.14 — Deloading techniques for variable-speed wind turbines [25]
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1.6 PFC techniques comparison

Both deloading and energy storage systems (ESS) contribute to maintaining frequency
stability in grids with high renewable energy penetration. However, deloading stands out
due to its cost-effectiveness, efficiency, and long-term reliability. By reducing the output of
PV and wind systems below their maximum capacity, deloading enables rapid frequency
response without requiring additional infrastructure investments. It provides a stable, long-
lasting solution without suffering from capacity degradation, unlike ESS.

Conversely, ESS offers flexible energy storage and release, enhancing electrical grid sta-
bility. However, its high capital costs, operational expenses, and battery degradation limit
its long-term viability. While ESS can effectively manage short-term fluctuations, its depen-
dency on storage capacity and frequent cycling makes it a more complex and costly option.

Given its real-time adaptability, lower cost, and minimal operational requirements, deloading

Technique Advantages Disadvantages
Deloading - Cost-effective - Reduces generation revenue
- No conversion losses - Wastes potential energy
- Long lifespan - Limited scalability
Energy - Generates revenue - High capital and maintenance costs
Storage - Fast response time - Battery degradation
Systems - Prevents curtailment - Complex setup

TABLE 1.1 — Comparison of Deloading and Energy Storage Systems

proves to be a more scalable and sustainable PFC solution. It optimizes power generation
while maintaining electrical grid stability, making it a technically and economically favorable
alternative to ESS [27].

Table 1.1 summarises the key differences between these PFC techniques.

Traditional and advanced deloading methods for PV and WT systems Advanced
control techniques, particularly Al-based methods, have significantly improved the effecti-
veness of deloading strategies in PV and wind turbine systems. While traditional control
methods, such as proportional (P), integral (I), and derivative (D) controllers, have been wi-
dely used for managing electrical power extraction uncertainties, their performance is often

limited by fixed tuning parameters and difficulty in adapting to dynamic fluctuations. Hybrid
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controllers like PI, PD, and PID enhance reliability by balancing system response, but they
still struggle with handling complex nonlinearities and unpredictable disturbances [28].

In contrast, Al-driven techniques such as artificial neural networks (ANNs), fuzzy logic
(FL), genetic algorithms (GA), particle swarm optimization (PSO), and reinforcement lear-
ning (RL) introduce adaptive and predictive capabilities that significantly enhance system
performance. These approaches excel in managing uncertainties, optimizing energy produc-
tion, and ensuring real-time adjustments to electrical grid conditions. For instance, ANNs
improve forecasting accuracy, FL effectively handles nonlinearities, and GA optimizes control
parameters. Moreover, reinforcement learning (RL) and model predictive control (MPC) en-
able proactive decision-making, further boosting system efficiency and resilience [29].

The main distinctions between classical and advanced techniques are:

* Handling uncertainties: Traditional methods struggle with nonlinearities and fluctua-

tions, while Al-based methods effectively manage uncertainties and optimize responses.

* Response time: Traditional methods have a moderate response and adapt slowly, whe-

reas Al-based methods provide fast, real-time adaptation to sudden changes.

* Performance: Traditional methods perform poorly in high renewable energy systems,

while Al-based methods efficiently handle dynamic fluctuations.

* Scalability: Traditional methods degrade in performance as system complexity in-

creases, while Al-based methods scale effectively to large and complex systems.

Several research studies have explored Al-driven deloading techniques for PV and WT sys-
tems, integrating machine learning, fuzzy logic, and optimisation methods to enhance power
reserve management, frequency control, and system adaptability. Table 1.2 below summarises
key Al-based deloading techniques from the literature, highlighting their specific methods and
contributions for both PV and W'T systems:
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Reference

Al-Based Deloading Technique and Contribution

[29]

Implements adaptive power-voltage matching (APVM) to optimize PV power
extraction while ensuring a power reserve without MPPT. Al enables dyna-
mic power regulation and enhances the system’s responsiveness to fluctuating

environmental conditions.

[30]

Uses an artificial neural network (ANN) for accurate real-time power reserve
estimation in PV systems. By leveraging Al-driven predictive analytics, it mi-
nimizes reliance on static models and improves energy management through

adaptive learning and dynamic adjustment to varying conditions.

[31]

Proposes a linear regression-based Al model for estimating maximum PV po-
wer output under fluctuating environmental conditions. By continuously refi-
ning power predictions, Al enhances adaptability, optimizes energy utilization,

and improves overall system reliability.

[32]

Combines ANN and fuzzy logic to optimize PV deloading and power reserve
management. Al-driven predictive modeling and rule-based control enhance

decision-making, ensuring optimal power allocation and system performance.

[33]

Introduces a deep learning-assisted adaptive nonlinear deloading (DL-AND)
method for wind turbine load frequency control. By leveraging Al-driven deep
learning techniques, the proposed approach enhances adaptability to frequency
fluctuations, ensuring faster response times and more efficient energy regula-

tion.
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Reference | AI-Based Deloading Technique and Contribution

[34] Presents a heuristic fuzzy logic controller (FLC) designed for frequency regula-
tion in hybrid wind power systems. Utilizing Al-driven real-time adjustments,
the proposed approach dynamically optimizes fuzzy rules to enhance electrical

grid stability, ensuring effective adaptation to fluctuating power demand.

[35] Employs artificial bee colony (ABC) optimization to autonomously tune a
fuzzy-based PID droop control system for wind turbines. The Al-driven self-
tuning mechanism dynamically selects optimal control parameters, enhancing
turbine performance across diverse operating conditions and improving overall

system stability.

[36] Presents a game theory-based AI model for distributed control of rotor speed
and kinetic energy storage in variable-speed wind turbines (VSWTs). The Al-
driven approach optimizes cooperative decision-making among turbines, en-
hancing power regulation efficiency and maximizing energy storage utilization

for improved system performance.

[37] Optimizes fuzzy droop control in wind turbines through artificial bee colony
(ABC) optimization, enabling self-tuning capabilities. By dynamically adjus-
ting droop parameters in real-time based on electrical grid conditions, the

Al-driven approach enhances frequency regulation.

TABLE 1.2 — Summary of Al-based deloading techniques in PV and W'T systems, highlighting
the role and necessity of Al

1.7 Conclusion

This chapter has examined recent advancements in RES integration, with particular atten-
tion to the breakthroughs achieved in 2023. Among RES technologies, PV and WT systems
have emerged as the most dominant, reflecting their widespread adoption and critical role in
the evolving energy sector.

The integration of WT and PV systems into electrical grids has significantly enhanced
overall grid performance. However, as the penetration of RES continues to grow, challenges
related to grid regulation and stability are becoming increasingly critical. This chapter has

provided an in-depth analysis of the impact of RES integration on grid quality with a parti-
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cular emphasis on frequency regulation. It includes a clear definition of grid frequency and its
various phases, highlighting the crucial role of stable frequency in grid operations. Additio-
nally, the chapter recognizes that the integration of RES can lead to frequency disturbances
and system instability, both of which pose significant concerns for grid operators.

A major focus of this chapter was on PFC techniques used in PV and wind energy systems.
An overview of widely utilized PFC methods was presented, along with an assessment of their
effectiveness in maintaining electrical grid stability. A comparative analysis between two
key PFC techniques, deloading and ESS, was conducted. The findings demonstrated that
deloading techniques outperform ESS in maintaining frequency stability due to their ability
to directly regulate power output and manage electrical grid fluctuations more effectively.

Additionally, the chapter explored advancements in Al applications for deloading control
strategies. A comparison between conventional deloading techniques and Al-driven approaches
revealed that Al-enhanced methods offer significant improvements. Advanced techniques such
as ANN, FLC, and other Al-based models provide enhanced adaptability, predictive capabili-
ties, and real-time response, leading to more efficient and effective electrical grid management.
Key examples of Al-based deloading strategies in both PV and wind systems were presented,
demonstrating their potential to mitigate RES integration challenges and optimize electrical
grid performance.

In conclusion, this chapter underscores the importance of both traditional and advanced
control methods in managing the effects of RES integration. It highlights the continuous evo-
lution of these technologies and their pivotal role in ensuring a stable and reliable electrical
grid. As RES penetration increases, the development and implementation of sophisticated
control strategies, particularly Al-driven solutions, will be essential in maintaining grid resi-

lience and sustainability.
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Chapter 2: Advanced Real-Time Deloading
Techniques for Frequency Regulation

in PV Systems

This second chapter explores the integration of PV energy by providing an overview of
PV modeling and grid configurations. It then introduces and evaluates a novel deloading
technique for PV systems, which is further optimized by incorporating a real inertia confi-
guration to enhance frequency stability. Finally, the chapter concludes by discussing the im-
plementation of an advanced control mechanism within the proposed PV deloading system,

highlighting its added benefits and contributions.

2.1 Introduction

Aligned with the study’s objectives, this chapter embarks on a comprehensive PV grid
systems analysis. A deep understanding of the dynamic behavior of PV systems is crucial
for gaining insights into their operation and integration. The chapter begins with a detailed
description and modeling of PV systems, focusing on key components and their interactions
within the energy conversion process. This foundational groundwork is essential for accurately
predicting system behavior and optimizing performance.

A significant contribution of this chapter is the presentation of a novel deloading technique
designed to enhance the efficiency and reliability of PV systems. This technique is rigorously
tested and validated to ensure its effectiveness in real-world conditions. The chapter also inte-
grates this deloading approach with advanced frequency control mechanisms, demonstrating
its potential to improve grid stability and performance.

Furthermore, the chapter explores the application of Al in refining the proposed deloading

technique. Specifically, it incorporates FLC and GA to optimize control parameters and
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enhance system adaptability. The integration of these Al techniques is validated through a
series of tests, showcasing their impact on system performance and their ability to address
the challenges associated with variable renewable energy sources.

By presenting both theoretical insights and advanced methodologies in PV system opti-
mization, including innovative deloading strategies and Al-enhanced control techniques, this
chapter aims to contribute valuable knowledge to the field of photovoltaic technologies and

their integration into modern energy systems.

2.2 Description and modeling of PV systems

This section introduces the fundamental concepts of PV system modeling, including key
models and their applications, to better understand and enhance PV system performance

under various conditions.

2.2.1 PV modelling

PV cell modeling is essential for optimizing solar energy systems. These models, as pre-
sented in figure 2.1, simplify complex physical processes into electrical circuits, helping design
and adjust PV systems effectively. Key components include PV current sources, diode junc-
tions, series and shunt resistances, and factors such as temperature and irradiance effects

[38]. Various models are used to study PV cells: Single diode model: Includes a PV current
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FIGURE 2.1 — Single diode electrical model : (a) PV cell model (b) PV array model

source, diode junction, series resistance, and shunt resistance. Double diode model: Adds an
extra diode for improved accuracy in high-efficiency cells. Bishop model: A highly precise

model suitable for real-world applications with varying environmental conditions [39, 40].
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The electrical model for a PV cell is given by:

V+IR I
I =1, — I e 1] — VA+IR,
Rp

(2.1)

The mathematical equivalent model for a PV array, consisting of Ns cells in series and Np

cells in parallel, is presented as:

Vpy +1Rg(Ns/Np) Vpy + IRy(Ns/N,)
[ — N I — N [ e nViNs - 1 -
PV plph plol ] Rp(Ns/N,)

(2.2)

The mathematical model that characterizes the electrical behavior of PV cells and arrays
introduces a set of critical variables and parameters, which include: I and Ipy: The current
flowing through the PV cell and array, respectively; V and Vpy: The voltage across the
PV cell and array, respectively; I,,: Photocurrent corresponds to the current generated by
sunlight;

Iy: Diode saturation current;

V;: Thermal voltage is influenced by the PV cell’s temperature;

n: Diode ideality constant provides insights into diode characteristics;

R,: Series resistance accounts for internal electrical losses;

R,,: Parallel resistance reflects any parallel paths for current within the cell.

Graphical representations such as the I-V and P-V curves, figure 2.2, illustrate the PV

system’s performance:
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FIGURE 2.2 — PV system characteristics

[-V curve: shows the relationship between current and voltage, including the maximum
power point (MPP) [41].
P-V curve: depicts power output relative to voltage, also highlighting the MPP.
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Environmental factors like irradiance and temperature significantly affect PV perfor-

mance, as shown in figure 2.3 :

Irradiance: Higher levels increase power output, while lower levels reduce it. Variations
in irradiance shift the MPP [42].

Temperature: Higher temperatures decrease efficiency by lowering voltage and increa-
sing internal resistance [43].
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FIGURE 2.3 — Irradiation and temperature influence

2.2.2 PV grid system

PV grid systems come in two main configurations, as illustrated in figure 2.4 :

PV Array
1Y

DC-AC
“| Inverter

Filter .
Grid

Filter

peoc | Cl|peac
Converter|Va{- |Inverter
(b)

FIGURE 2.4 — PV grid systems: (a) single stage (b) double stage [44]

* Single-stage: simpler but less versatile (figure 2.4(a)).

* Double-stage: more commonly used, includes a DC-DC converter for better control
(figure 2.4(b)) [44, 45].
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Components of a PV grid system include:
DC-DC converters: optimize energy output by matching voltage or current with load

requirements. Types include Buck, Boost, Cuk and Buck-Boost converters (figure 2.5) [46, 47].

L
s, S 2228 ls
I3 . T .
A I c 5 LoD |y Vs JHS = Loa |y
° | |

Boost Converter

A
A

LOAD | v,

<
=]
=<
L
1%
w
o
o
o
| L
I\

Buck-Boost Converter Cuk Converter

FicUrE 2.5 — DC-DC Converter types

DC-AC inverters: Convert DC power from PV panels into AC power for grid compati-
bility. Types include string inverters, microinverters, central inverters, hybrid inverters, and
grid-tied inverters with backup (figure 2.6) [48-50].

|

FIGURE 2.6 — Single-stage DC-AC inverter circuit
Three-phase RLC filter: Improves output quality by filtering harmonics, reducing
noise, stabilizing voltage, and suppressing transients (figure 2.7) [51, 52].
2.3 Deloading technique and hybrid inertia

The existing literature on deloading techniques presents several limitations. In [17], a
method for maintaining power reserves is proposed, utilizing deloading reference power gene-

rated through an ANN model to estimate the maximum PV power. Similarly, in [18], a linear
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regression-based approach is introduced to estimate maximum power under different environ-
mental conditions, ensuring the necessary power reserve. However, both techniques exhibit
reduced accuracy in dynamic climatic conditions, as they rely on offline analytical models
and training-based assumptions. Furthermore, these methods assume uniform temperature
and sunlight distribution across all PV modules, overlooking the impact of partial shading.
Additionally, the requirement for temperature and irradiation sensors increases installation
and maintenance costs.

A different PRC technique, described in [19], employs periodic switching between two
computational blocks—one responsible for estimating the available PV power and the other
for calculating deloading power and defining the target power reserve. However, this periodic
switching introduces fluctuations, reducing the lifespan of system components and affecting
overall stability.

This thesis presents a novel online deloading technique based on a PRC approach. The
proposed method is distinguished by its simplicity and independence from complex mathe-
matical models, system parameters, and additional equipment. It operates through a cyclic
control mode of the DC-DC converter, utilizing conditional switching to effectively adapt to
changing climate conditions, such as temperature and irradiation variations. By eliminating
reliance on external sensors and auxiliary systems, such as the DC link conductance mentio-
ned in [53], this approach addresses the limitations of previous PRC methods. The proposed
technique streamlines the deloading process, ensuring robust performance in fluctuating en-
vironmental conditions without requiring extensive additional infrastructure.

In addition to the novel PRC approach that leverages virtual inertia (VI), this thesis also
explores the use of synchronous generators (SGs) to provide real inertial (RI) responses in
PV systems. These SGs, which have been relied upon for over a century for their reliable
RI responses, can be integrated into the grid using static frequency converters or methods
similar to those used in hydrogenerators. Figure 2.8 illustrates our suggested strategies for

integrating the hybrid inertia (HI) consisting of VI and RI in frequency regulation.
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Moreover, the thesis will analyze the performance of the HI response. This hybrid ap-
proach seeks to optimize grid stability by leveraging the strengths of both VI and RI, offering

a comprehensive solution to enhance the overall performance and reliability of PV systems

in the grid.
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FIGURE 2.8 — Proposed PRC strategy

2.3.1 PRC modes

The PRC method operates in a cyclic manner involving two distinct modes of PV power
converter, as illustrated in figure 2.9. The first one, MPPT mode, is used to identify and track
the available PV power (P,,,,). The duration of this mode, denoted as T}, is adjustable based
on experimental needs to ensure accurate tracking. Following MPPT, the system switches to
PRC mode, which is designed to maintain the PV plant at a deloaded operating point. The
duration of PRC mode is set to T, allowing time for the system to stabilize at the deloaded
power level.

During the entire cycle period (T¢,.), which is the sum of T} and 75, the switching control
signals are not actively considered. Once the cycle is triggered, the MPPT mode operates for

T} seconds to maximize power output, after which the PRC mode is activated for a minimum
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of T5 seconds.

In MPPT mode, the perturb and observe (P&O) method is employed, which relies on
measurements of PV voltage (V},,) and current (I,,). This method enables the PV plant to
operate at its maximum power output without requiring additional sensors for irradiation
and temperature [54]. Upon completion of MPPT mode, the maximum power value (P,;,)

and corresponding PV voltage (V,,,,) are recorded and used by the PRC mode.

MPPT mode
Vev —  pgo Dutty cycle

lov —»{ MPPT

Prop& Vi (0]
T Pmpp control: o
i ower
P H L

Memory mpp>| o, el Pael control: converter
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] 4 "
Vel _»®—; S 4 X Teyc
"3 ._> AND

Vpv

§Cycle triggering signal
If |Afl<S2 AND [df/dt|<Ss

Enable signal

PV coupling startup
Switchina control block

FIGURE 2.9 — Proposed PRC strategy

The PRC mode utilizes a simple PI controller to adjust the PV operation around a
deloading power reference (Py;). This reference is set to ensure that the PV plant operates
in a stable and controlled manner. The power reserve (APpgc) is calculated as the difference

between P,,,, and Py, as shown in the following equations:

{ Pdel = Gdel X Pmpp (2 3>

APprc = Popp — Pael
Here, Gy represents the deloading gain, defined by the operator (e.g., Gge = 0.9 cor-
responds to 90% of P,,,). This method ensures a reliable and adjustable power reserve to

enhance grid frequency stability.
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2.3.2 Switching control block

As shown in figure 2.9, the cycle starts after the coupling of the PV plant with the grid.
The MPPT is activated for 77 seconds, followed by the PRC mode, in which the active power
generated by the PV is controlled to the deloaded value Py.,;. During a variation in the solar
irradiation or/and temperature, the PV voltage V,, will change due to the regulation loop
that regulates the active power to the deloaded one. Consequently, the PV voltage signal is
used to identify a change in the available power. Any fluctuation in PV plant voltage V,,
is monitored by the switching control block. This detection is accomplished by calculating
the instantaneous relative error Ev(t) of the observed V,, as described in equation 2.4 and
comparing it to a predetermined threshold S; bigger than the voltage sensor error. In our
study, Sy is set to 0.2%. The error Ev(t) is defined as follows:

_ ‘/del - ‘/;w
Vm(l(E
With Ve and V,,,, denote the deloading voltage and the maximum voltage measurable

Eu(t) (2.4)

by the voltage sensor, respectively.

As presented in figure 2.9, the triggering signal can be inhibited when the enable signal is
deactivated. This signal ensures that the PV voltage variation used by the switching control
is only related to weather condition changes (temperature and/or irradiation). The following

tasks are made possible by the trigger signal:

*x Cycle (MPPT mode then PRC mode) activation with each change of G and/or T to
supply the operator requested power reserve in real-time with a cycle activation at PV

plant coupling;

* The PV voltage variation detection block should be deactivated during the cycle period
(Teye), and at the end of it, the system should be kept in PRC mode until the next

activation;

* If a frequency error occurs during a grid perturbation and frequency regulation phase,
the voltage variation detection is deactivated. At the end of this phase, the PV voltage

variation detection block must be reactivated.

* To identify the end of the frequency regulation phase, a frequency speed signal is char-
ged. When this signal is turned on, the cycle mode is started for that specific operation.
In the event that a change in the climate occurs during the frequency regulation cycle,

this activity is carried out to update the power reserve.
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2.3.3 Deloading region

Figure 2.10 presents the P-V characteristics of a 100 kW PV system. The PV curve shows
that each P, value has two possible points on each side with their own voltage, one on
the left side with V., voltage and one on the right side with Vj,r voltage. The PV panel
may fluctuate or swing between Vi, and Vgr as the PI controller tries to reach the Py
value, which could cause momentary instability. To avoid this issue, one deloading zone must
be fixed; it is visible that the right region of the PV curve has bigger voltage values than
the left region. Higher voltage levels enhance converter efficiency by offering higher voltages
and faster dynamic response as a result of a steeper slope [55]. As a result, in our work, we

preferred the operation on the right side of the curve using Vg as deloading voltage.

S
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FIGURE 2.10 — PV linearization for the operation in the right region (100 kW PV)

A monotone technique is used to ensure that the deloading process is conducted in the
correct region. The principle of this algorithm is to modify the panel’s PV curve (solid line)
by a curve changing P, (dotted line) as shown in figure 2.10. This new curve is identical to
the original curve in the right region of the MPP, but in the left region P’,, is a PV curve
image created by mirroring based on a horizontal line that passes through the MPP point.
The image of deloading voltage in the left region has high power corresponding values above
the Py reference value, which will cause a significant negative error at the PI controller

(P’ po-Pier). As a result, the PI controller rejects this region and retains only the Ve p values.
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The new PV power plant P’,, is calculated as follows:

P /pv (t) =

{ P, si Voo = Vi 25)

2P,pp — P, sinon

2.4 Primary frequency control and inertial response

2.4.1 Primary frequency control

In this study, we employ the same strategy utilized in hydropower plants and several
PFC research studies [56]. It is based on a droop gain (K p,oep), which quantifies the plant’s
participation level in keeping the frequency at the nominal value. Figure 2.11 depicts the
frequency regulation loop, which includes the PRC, PFC, and virtual inertia control (VIC)
strategies. Regarding the PFC, in a steady state, the PI input must be equal to zero and the

power provided by the virtual inertial response is zero. Consequently:
AF)PFC = P/pv - Pdel - Af/](Droop (26)

The frequency variation (Af) is calculated as:

— fO_fm
Jo

fm and fy are the measured frequency and the nominal frequency, respectively.

Af (2.7)
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FIGURE 2.11 — Frequency regulation diagram: PRC, PFC, and VIC
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For example, for Kp,.0p = 4% = 0.04, if the frequency changes by -0.4% (-200 mHz), the
PV plant will increase the injected power by 10% (0.1 p.u.). The maximum power of the PV,
which is dependent on temperature and irradiation, can be utilised as the base active power
for normalisation. The base or nominal frequency (fy) is 50 Hz or 60 Hz.

The following formula can be used to adjust Kp,.., depending on the amount of power
required to be injected during a specific fluctuation of the grid frequency:

Afmax

2.
1 — Gae (2:8)

KDroop =

with A f.q. being the highest frequency that causes an increase in injected power equal to

the power reserve amount.

2.4.2 Inertial control strategy

The PFC often specified by grid codes allows the injected power to be increased or de-
creased proportionately to the frequency variation. However, inertial response inherited from
synchronous power plants (hydro, thermal, etc.) modifies the injected power based on the
RoCoF (%) that depends on the intensity of the grid perturbation. The swing equation in

synchronous power plants can be expressed as follows:

2H><Cf;;:P_m—]56—D><w (2.9)
Pezﬁm—Zchf;;—wa (2.10)

Where P, and P,, are respectively the mechanical power and electromagnetic power of the
SG in per unit. H is the inertia constant that is proportional to the rotating component’s
moment of inertia. w is the angular frequency in per unit, and D is a damping coefficient.
To mimic the inertial response provided by a synchronous power plant, we consider an
additional power reference APy ;¢ for the PV controller to provide a virtual inertial response.

APy ¢ is proportional to the RoCoF [57].

d
APV]C = QHPV X d]; (211)

APyc is the additional power reference for VIC. Hpy is the equivalent virtual inertia
constant.
In this work, this quantity of power (APyj¢) is obtained using the absolute value of

frequency RoCoF multiplied by the sign of frequency deviation, as follows:

APV[C = 2Hpv X SZg(Af) X abs(g) (212)
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where: sig(Af) is the frequency deviation’s sign, which is positive when the frequency reduces
and negative when it rises. abs(%) is the absolute value of the RoCoF.

The idea of combining the two control loops, PFC and VIC, into frequency regulation
is depicted in figure 2.11. When a frequency fluctuation emerges, the PV power reference is
updated to respond to this variation; the new power reference is equal to the total of the
previous deloading power and the power requested by both the PFC and the VIC.

Virtual inertia is a good means to provide a fast response during a frequency variation.
However, as discussed in the introduction, synchronous generators provide inertial response
without any control. The PV synchronous generator (PVSG) proposed in this study is mainly
used to provide a real inertial response. It can be equipped with an excitation system to
control the reactive power to zero or work as a synchronous compensator. In terms of electrical
design, the nominal active power of the PVSG is minimized, and it is equivalent to the power
needed from the grid to run the generator as a motor and recover the iron and friction losses.
Moreover, synchronous generators used in closed thermal power plants can be used as PVSG.
This paper does not consider the PVSG design but its effect on frequency regulation, which
is mainly determined by the inertia constant H or the moment of inertia of the rotor part.
We will also examine the behavior of the complete system in the presence of a real and a

virtual inertial response given by the control system (hybrid response).

2.5 Proposed PV PRC system configurations

As presented in figure 2.12, the proposed PV system includes a 100 kW PV system made
up of 66 parallel strings, each of which is made up of 5 SunPower SPR-305E-WHT-D modules
in series [56]. A two-stage converter is used to couple the PV with the grid. The DC-DC
converter of type boost is controlled by the frequency regulation control block that includes
the PRC, PFC, and VIC. The boost converter component values are calculated using the
equations cited in [58]. The DC-AC inverter is controlled to achieve a constant DC voltage
and zero reactive power (I, ,.y=0). This last control strategy is very used with double-stage
inverters where a park transformation is used and a decoupling between the d-axis and the
g-axis is implemented. Details about the inverter control in the d-q axis are explained in
multiple papers [59, 60]. The LR filter at the inverter output allows filtering of the injected
current. The values of Ry and Ly are also calculated using [61].

The proposed PV system is coupled to the grid under two configurations: an infinite

grid and a non-infinite (isolated) grid. In the infinite configuration, the grid is modeled
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as a voltage source with constant frequency and voltage. In contrast, the isolated grid is
represented in Simulink by a large synchronous generator with variable loads, which can be
modified abruptly. In this case, load variations directly influence the grid frequency. The

PVSG used in the simulation is connected to the grid via a circuit breaker. The Table in the

Lboost / Interconnected or infinite grid
— —
O > PVSG —"—
VA :
A ,11 L
A
A A
bc /"v’ bc ‘,/'V Rr Lt
" C‘L i \ Grid
Jg} . T @ / Isolated grid
/o —
DC
A Transformer \l‘ \ $G
L Variable
load

PFC & VIC
generation

I

Vov |
Switching
fo ot Af signal
& df/dt

Frequency regulation control DC/AC three-phase inverter control

FIGURE 2.12 — Bloc diagram of the complete system implemented in Matlab

appendix lists all component characteristics and controller settings. It should be mentioned
that the offered solutions were tested on a double-stage PV system, although they are equally
applicable to a single-stage PV system.

The proposed system, under different configurations, is implemented in Matlab Simulink

software.

2.6 Simulation tests and results

The experiments conducted to validate the suggested techniques, along with their inte-
gration into frequency control and grid frequency stability enhancement, are summarized in
Table 2.1. The main objective of the first test, focusing on the PRC, is to validate the correct
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operation of the new PRC algorithm under variations in irradiation and/or temperature.
The other tests (PFC, VIC, RI, and HIC) demonstrate the contributions of the proposed

structures to frequency regulation.

TABLE 2.1 — Realised tests

Tests Interconnected (infinite grid) isolated
PRC Climatic change (AG, AT)
PFC
VIC
Real inertia (RI)
Hybrid inertia control (HIC)

SIS U
<l <

2.6.1 PRC validation

This test shows that the suggested PRC approach produces the desired power reserve
under a variety of environmental conditions. Due to this, the PV plant is connected to an
infinite grid without coupling the PVSG, then it is applied to the climatic scenario (AG
and AT) depicted in figure 2.13(a). The chosen climatic scenario replicates two changes in
radiation: an increase in G from 900 W/m? to 1000 W/m? at t = 1 minute, followed by a
decrease to 800 W/m? at t = 3 minutes, and two changes in temperature: an increase in T
from 28 °C' to 30 °C' at t = 2 minutes, followed by a decrease to 25 °C' at t = 4 minutes. The
maximum power generated by the PV plant (P,,,,), the power generated (P,,) using PRC
technique, and the power reserve (APpgc) are all shown in figure 2.13(b). In this test, the
targeted power reserve is 10% of P, for this reason, the deloading gain G is set to 0.9.

As presented in figure 2.13(a), the increase of the solar irradiation from 900 W/m? to
1000 W/m? induces a variation of the PV voltage that is fast detected by the PRC algorithm.
Consequently, the MPPT mode is activated during 9 seconds (77=9) where the PV systems
work at the maximum power point (99 kW) and the PRC algorithm deduces the resulting
deloading power based on the registered maximum power and the deloading gain requested
by the operator (G, =0.9). After 9 seconds, the PV system is forced to work in PRC mode for
9 seconds (T5=9), where the active power generated by the PV is regulated to the deloading
value (89.2 kW). As we can see, the system achieves steady-state operation in less than 0.08
minutes without oscillations in the active power output. The following Table provides the
obtained PV power and dynamics during these tests. In a steady state, the PV power equals

90% the maximum power.
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FIGURE 2.13 — Proposed PRC under climates changes

This test validates the proper operation, efficiency, and fast response of the suggested
PRC technique in generating reserve power. As shown in figure 2.13(b), the suggested PRC
provides and generates a desirable power reserve A Ppre, which is appropriately fixed in this
test at 10% of the power generated by the PV plant, under varying climatic conditions such
as changing irradiation or temperature, or both at the same time, at the appropriate time

without any power losses and without oscillation.

2.6.2 PFC test

In this test, we examine the performance of the PFC strategy and its interaction with
the proposed PRC technique interconnected grid. For this reason, only the PFC part already
discussed is integrated into frequency regulation with a power reserve of 10% (Gy4,=0.9). To

accomplish this, the same PV system described in the previous test is used with K p,e0p= 4%,
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TABLE 2.2 — PRC tests results

Time o Prpp Py APprc Response Power
Variation
(min) (kW) (kW) (kW) (%) time (min) | overshot
1 100 W/m? 9.90 8.92 0.98 (9.9%) 0.057 0
2 2°C 9.85 8.87 0.98 (9.9%) 0.055 0
3 -200 W/m? 7.86 7.08 0.78 (9.9%) 0.078 0
4 -5°C 8.00 7.20 0.80 (10%) 0.076 0

the PVSG and the VIC are not activated. As requested by many grid codes of synchronous
power plants, we simulate a sudden variation of the grid frequency and observe the variation of
the active power provided by the PV plant. In this test, there are two frequency perturbations
at the desired time (t = 2 seconds), the first being a 200 mHz (0.4%) step up and the second
being a 50 mHz (0.1%) step down in grid frequency. The simulation results of this test are
illustrated in figures 2.14(a) and 2.14(b).
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FIGURE 2.14 — PRC integration into Primary frequency response

During the sudden increase of the grid frequency by 200 mHz, figure 2.14(a) shows a
reduction of the PV active power injected in the grid. The power reduction from 90 kW to

Univ-Setif/Electrical Engineering/Automatic and systems : 2025 42



Advanced Deloading Techniques for Frequency Regulation in PV Systems

80 kW corresponds to the PFC algorithm based on Kp,.0p a set equal to 4% (0.04 p.u.) and
the frequency increase of 200 mHz (0.4%) as given by equation 3.6. The final value of the
PV power is reached without any oscillation and with a response time 90% equal to 0.05 s.
Figure 2.14(b) shows the use of the power reserve obtained by the PRC strategy by injecting
additional active power (2.5 kW) during a sudden decrease of the grid frequency by 50 mHz
(0.1%). Here again, the system reaches the stable steady state without any oscillation.

The validation of the PFC is generally realized by simulating a sudden variation of the
grid frequency, as presented above. Another scenario is employed to evaluate the PFC per-
formance. It consists of simulating a frequency droop that may be obtained during the loss
of a major power plant. Figure 2.15(a) shows a typical waveform of the frequency variation,
and figure 2.15(b) presents the PFC response for different values of Kp,ep. We can see that
the participation of the PV system in regulating the grid frequency is inversely proportional,

K proop Which is generally based on the request of the grid operator.
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FIGURE 2.15 — Proposed PRC under typical waveform of frequency variation

It should be mentioned that the climatic conditions in all of the next tests are set to
standard conditions (G = 1000 W/m? and T=25 °C).
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2.6.3 PFC and VIC in isolated grid

The validation of the inertia control strategies associated with the PRC technique is
realized in isolated mode (not infinite grid), where the grid frequency is perturbated during
load variations. The VIC, RI, and HIC are tested under the same conditions. The PV system
is connected to a load (200 kW) and a 302.1 kVA synchronous generator representing the
isolated grid source equipped with primary frequency control. Suddenly, an additional load
of 100 kW is connected to the grid (at t= 80 s) and then disconnected (at t= 140 s). Figure
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F1GURE 2.16 — Grid frequency and PV plant power with different scenarios of frequency

regulation control

2.16(a) presents the grid frequency during the impact of the additional load and the load
shedding. The blue curve refers to the system response without the use of the PFC in the PV
system and without the VIC. The red curve represents the response obtained when the PFC
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in the PV system is only activated. However, the yellow curve shows the frequency variation
when the VIC is only activated without the activation of the PFC in the PV system. The last
curve, the purple one, gives the obtained frequency variation with a PV frequency regulation
based on PFC and VIC. Figure 2.16(b) shows the injected power by the PV system during
the sudden load impact and rejection. Without a frequency regulation strategy, the PV
power injected and shown by the blue curve is constant (equal to 80 kW) independent of the
frequency variation. For this reason, the frequency droop is about 0.74%. The frequency nadir
is reached after 1.30 s. The PFC allows the injection of an additional power proportional to
the frequency variation. However, the VIC injects an additional power proportional to the
speed of the frequency variation to slow down the speed of the frequency decrease. For this
reason, the frequency droop obtained with PFC and VIC is reduced to 0.52%. The frequency
nadir is reached after 1.20 s. Thanks to the PRC strategy, which reserves the power to be
used by the PFC and the VIC. During the load shedding, we observe an increase in the grid
frequency. The PFC and the VIC techniques reduce fast the injected PV power. Here again,
the frequency control based on PFC and VIC offers a stable control and achieves the best
performance.

Table 2.3 summarizes the obtained results.

It should be noted that the power reserve in this and subsequent tests are set to 20% of
P,pp, therefore the deloading gain G is modified to 0.8. The gain of the VIC (2Hpy ) is set
to b.

2.6.4 Real and hybrid inertia integration

The grid operating in isolated mode is perturbed during a sudden variation of the connec-
ted loads. The same scenario of grid frequency perturbation used in the third VIC test is
used, this scenario involves increasing power consumption at t=80 seconds, followed by a
decrease in consumption at t=140 seconds by connecting and disconnecting the same ad-
ditional charge. First, this scenario is applied to a system consisting of PVSG connected
to an isolated grid without interconnecting the PV plant. The RI performance is evaluated
for various inertia constant values (Hpyse = 2, 4 and 6). In figure 2.17(a), the blue curve
shows the grid frequency without employing the PVSG and the PV system. The other curves
demonstrate the influence of the PVSG inertia on the frequency variation. During a sudden
load impact, the frequency nadir, without a PVSG, is reached at t = 81.05 s. However, the
employing of a PVSG with H=6 delays the frequency nadir to 81.75 s. As shown in figure
2.17(b), the frequency decrease induces a physical uncontrolled power injection by the PVSG
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TABLE 2.3 — Results of PFC and VIC tests

Test f droop (Hz), (%) | Max injected power (kW) | Response time (s)
LOAD IMPACT
Without 0.37 (0.74%) 0 19.50
VIC 0.34 (0.68%) 10.80 17.30
PFC 0.31 (0.62%) 15 11.25
PFC & VIC | 0.26 (0.52%) 20 8.20
LOAD SHEDDING

Without 0.17 (0.34%) 0 16.80
VIC 0.14 (0.28%) 9 17.70
PFC 0.13 (0.26%) 10.50 16.80
PFC & VIC | 0.08 (0.16%) 14.10 15.90
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which helps to reduce the speed of the frequency increase and consequently the frequency
stability. A high value of H allows to injection of more power during a frequency droop.
During a load rejection (at t=140 s), the PVSG absorbs power from the grid because of the
frequency increase. The absorbed power is stored as kinetic energy in the PVSG rotor part.
As noted previously, the PVSG is integrated without a prime mover. In a steady state, the
active power associated with the PVSG is negative which corresponds to the power losses.
The frequency regulation in the presence of the PVSG and the PV plant is also tested
with the same scenario type (sudden impact and rejection of an additional load). The blue
curve in figure 2.18 shows the frequency without activation of the PFC, VIC, and RI systems.
As shown in figure 2.19(a), the injected power by the PV plant is constant and independent
of the frequency variation. On the other hand, the yellow curve (PFC and RI) shows the
system response in the presence of the PVSG and the PFC control strategy associated with
the proposed PRC. The frequency nadir is reduced from 0.37 (Hz) to 0.28 (Hz) (-0.18 %). In
addition, the time response (at 90%) of the frequency regulation is reduced from 19.50 s to

18 s. The PV plant associated with the PVSG performs a very good regulation of frequency.
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FIGURE 2.18 — Grid frequency with hybrid inertia

To compare the RI with the VI, the red curve (PFC and VIC) shows the response in the
presence of the PFC and the VI. However, the PVSG is deactivated. The frequency regulation
performance in (PFC and VIC) is nearly similar to that obtained with the PFC associated
with the PVSG. However, the structure of the RI allows a physical inertial response without

using control or power electronics.
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Finally, we tested the hybrid structure where the VIC and RI are activated. This last

test is shown by the violet curve (PFC and HIC) in figure 2.18. This strategy performs the

best in terms of perturbation rejection. In the hybrid solution, the operator can adjust the

level of contribution of the VIC. In addition, the power plant equipped with a PVSG ensures

an intrinsic inertial response which represents a not controlled stabilizing element of the

grid. The power injected by the PV system and the PVSG is presented in figures 2.19(a)

and 2.19(b). This figure shows that the PV systems used, in a transient state, the complete

reserve power obtained by the PRC strategy. During the load rejection, we observe again a

very good performance of the hybrid solution, thanks to the PRC algorithm which provides

the necessary power for the PRC and the VIC strategies. Table 2.4, presents the frequency

droop and frequency overshoot in % and the response time.

10

PV plant power (W)

PVSG power (W)

FIGURE 2.19 — PV power and PVSG active power with hybrid inertia
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TABLE 2.4 — Results of RI and HIC tests

Test f droop (Hz), (%) Response time (s) | f overshoot (Hz), (%)
Without 0.37 (0.74%) 19.50 0.17 (0.34%)
PFC & VIC 0.265 (0.53%) 18.30 0.08 (0.16%)
PFC & RI 0.28 (0.56%) 18.00 0.11 (0.22%)
PFC & HIC 0.25 (0.50%) 17.10 0.07 (0.14%)

2.7 Integration of advanced techniques

Classic control systems require deep knowledge of the controlled system as well as exact
mathematical modeling. Due to the intermittent nature of PV systems, fluctuating system
parameters, unpredictable fluctuations in load demand, and the presence of grid faults, stan-
dard control techniques may perform poorly, adapt inadequately, and become unstable under
changing operating situations. These constraints have driven researchers to investigate and
use more advanced and adaptive control strategies for highly nonlinear PV grid systems.
Adaptive neuro-fuzzy inference systems (ANFIS), FLC, ANN, and evolutionary algorithms
are some of the artificial intelligence (Al) techniques that are often employed. An intelligent
control technique’s main advantage is that it significantly boosts dynamic performance and
enhances robustness to disturbances[61-65].

The classical control loops implemented in a PV grid model consist of the DC-DC boost
converter controller, the PFC and VIC integration controller, and the governor controller.
The first two controllers have already been explained and presented in figures 2.9 and 2.11,
both relying on a conventional PI controller.

The governor controller also relies on a conventional PI controller, as shown in figure 2.20.
This PI controller is responsible for regulating the main synchronous generator’s speed to
balance power generation and demand with some power statism. The difference between the
nominal and measured frequencies serves as the controller’s input, while the rotor speed is
the output. The PI controller’s proportional (Kp) and integrator (K) gains are determined

using both trial-and-error and Matlab’s tuning method.

Advanced technique integration and simulation tests : The classical loops undergo
a transformation using advanced techniques to enhance both high-frequency grid stability

and the overall efficiency of hybrid inertia integration. Initially, the parameters of the PI
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controllers are fine-tuned using GA to optimize the performance of the governor controllers
and the DC-DC converter. Subsequently, an FLC is introduced to replace the Pl control-
ler and to manage the PR injection, providing greater adaptability to nonlinear dynamic
characteristics.

The next paragraphs describe the various controllers utilized, the simulation results for

each of them, and a comparison of the controllers used to obtain the best possible one.

2.7.1 Governor controller update:

The controller aims to adjust the grid rotor speed based on power demand, as illustrated
in figure 2.20. This controller is built on a PI controller, tuned using previously described
techniques. It takes the difference between the measured frequency (fieqs) and the nominal
frequency (fo, set at 50 Hz) as inputs and outputs the reference mechanical rotor speed. In
this phase, as shown in figure 2.21, the tuning process involves using a GA to determine the
PI parameters (PIyopernorca). The GA is widely used and applied in similar cases [66, 67]. The
GA was configured with a population size of 50 individuals to ensure diverse exploration.
A moderate mutation rate of 0.1 was chosen to balance exploration and maintain genetic
diversity. To prevent premature convergence, the GA ran for 100 generations. A crossover
rate of 0.8 was implemented to balance exploration and exploitation. Parent selection utilized
tournament selection with a tournament size of 3, maintaining a balance between selection
pressure and diversity. The GA aimed to minimize the integral time multiplied absolute error
(ITAE) value, described in equation 2.13, serving as the fitness function. These parameter
selections were the result of preliminary experiments, aiming to achieve a balance between

computational efficiency and tuning effectiveness.
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t=f
ITAE = / IAf] x t x dt. (2.13)
t=0

2.7.2 DC-DC controller update:

The primary objective of this loop is to adjust the PV plant to the desired reference power
in two situations: P,,,, representing the reference power in MPP mode, denoted as position
Py, and P'del in PR mode, denoted as position P. This loop focuses on a PI controller tuned
using a conventional technique, Ply,.s, and then further tuned using GA for Plyyosiga. The

GA is applied with the same parameters as previously detailed, as shown in figure 2.22(a).

Genetic
algorithm
Pldel
T Ae
Po— PWM / . /XW\ U | PWM /DC-DC
b DC-DC converter Pov - e converter
PIbooslGA
P'gel FLChoost
(a) GA tuning (b) FLC model

FIGURE 2.22 — Plyostca tuning diagram and DC-DC control using F'LChost
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Integrating an FLC offers numerous advantages over traditional controllers like the PI
controller, particularly in systems with nonlinearities or complex dynamics, such as renewable
energy systems. Its adaptability allows it to adjust to changing operating conditions, making
it suitable for systems with varying parameters or environments. The FLC’s simple rule base
is intuitive and easier to develop compared to complex mathematical models, making it more
accessible for implementation and tuning [68, 69]. In this context, as the second phase, the
PT controller, Py, of this loop is replaced by an FLC model as shown in figure 2.22(b).
This FLC has two inputs: the error (e) between PV plant power and targeted power (Pj,;)
and its variation (Ae), and one output, which is the duty cycle of the DC-DC controller.

NB NS ZzO PS NS ZO NB NS ZO
-4.0e 4.0e%  Ae
(b) (C)

FIGURE 2.23 — F LC}0st membership functions: inputs members: (a) error (e) and (b) change
of error (Ae), and output member: (¢) Duty (U)

Figure 2.23 shows the input membership functions (e and Ae) and the output membership
functions (D) of the F LCpys0s- Table 2.5 outlines the F'LChy0s guidelines that influence its
decision-making process. These rules are developed based on numerous input variable com-
binations and implemented using the Mandani approach, which leverages a series of fuzzy
IF-THEN rules. Each rule describes the proper output for a given set of input variables.
F LClst makes use of linguistic variables including negative big (NB), negative small (NS),
zero (Z0O), positive big (PB), and positive small (PS).

2.7.3 PFC and VIC integration loop update:

The PFC and VIC loops are integrated first using a classical approach, as depicted in
figure 2.11 and governed by equations 2.6 and 2.13. To handle the nonlinear dynamics of these
loops, an additional FLC is introduced, as illustrated in figure 2.24. The frequency deviation
and its rate (Af and df) serve as inputs to the FLC model, and the extra power (APppc)
is produced at its output. Figure 2.25 presents the input membership functions (Af and df)
and the output membership functions (APppc) of the PFCrpc.

Table 2.6 outlines the PFCrpc guidelines that influence its decision-making process.
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TABLE 2.5 — Fuzzy rules of F LCyo0st-

Ae/e |[NB NS ZO PS PB
NB |NB NB NB NS ZO
NS |NB NB NS ZO PS
ZO |NB NS ZO PS PB
PS | NS ZO PS PB PB
PB |ZO PS PB PB PB

d df APyic
fmeas - » Ky
dt * APpec
) MY —
AT Ko AP0
"'T FLCprc
fo
(a) (b)
FIGURE 2.24 — PFC loop methods: (a) classical (b) FLCppc.
NB NMNS Z PSPM PB NB NMNS Z PS PM PB NB NMNS Z PS PM PB
1‘0 W W
-0.035 0 0.035  Af -3.5e* 0 3.5e* df -0.3 0 0.3 APprc

(C) (b) ©

FIGURE 2.25 — FLCppc membership functions: inputs members: (a) frequency variation
(Af) and (b) speed of frequency deviation (df), and output member: (c¢) injected power

reserve (APppc)

2.8 Tests and discussion

To demonstrate the superiority of the proposed system using conventional configurations
and after applying various intelligent techniques, two main scenarios were applied for dif-

ferent configurations using different developed controllers: Plyovernor, Plgovernorcas Plpoosts
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TABLE 2.6 — Fuzzy rules of FLCppc.

df/ Af [NB NM NS ZO PS PM PB
NB NB NM NS ZO PS PM PB
NM NB NM NS ZO PS PM PB

NS NB NM NS ZO PS PM PB
Z0 NB NM NS ZO PS PM PB
PS NB NB NB ZO PB PB PB
PM NB NB NB ZO PB PB PB
PB NB NB NB ZO PB PB PB

Plyosica, F'LCyoost, and F LCprc. These configurations were tested in various combinations.
In the first scenario, the different configurations were subjected to the already described
frequency perturbation scenario. Throughout all tests, the irradiation was set to 1000 W /m?,
the temperature was maintained at 25 °C, and G4 was set to 0.8.
In the second scenario, the system underwent frequency fluctuations under two conditions:
in the absence of frequency support and with frequency support. The Table below provides
a summary of each controller and the corresponding tests conducted.

Below is a Table summarizing each controller and the tests they were subjected to:

TABLE 2.7 — Summary of controllers and subjected tests

Controller / Test | Frequency perturbation AHI integration
Governor v X
DC-DC boost V/ v
PR integration v N

Figures 2.26(a) and 2.26(b) depict the simulation results of the first test, which involves
subjecting both Plyovernor and Plyoyernorca configurations to the described frequency pertur-
bation scenario. The grid frequency and PV plant power illustrated in this figure show that
the grid frequency reaches a nadir of 49.799 Hz using Plyopernor and a nadir of 49.923 Hz using
Pl overnorca- This demonstrates the effectiveness of Plyopernorca by improving the frequency
nadir by 0.124 Hz and reducing the frequency droop from 0.201 Hz (0.402%) to 0.077 Hz
(0.154%). The same figure shows the PV plant power output of 80 kW while maintaining a
P,es of 20 kW, which is 20% of the maximum power (100 kW), without any PR integration
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as previously configured. Additionally, the real or internal inertia is not integrated, resulting

in the absence of frequency regulation services in this configuration.
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FIGURE 2.26 — Grid frequency and PV plant power using Plgopernor and Plyopernorca

From the first test, Pljopernorca demonstrates its superiority over the conventional one.
For this reason, it will be kept as the governor controller in the subsequent tests.

Figures 2.27 and 2.28 provide detailed insights into the grid characteristics, grid frequency,
PV plant power, and compensator active power results of tests using different configuration
combinations. Initially, the benefits of employing conventional HI are evident, showcasing a
reduction in the frequency nadir from 49.799 Hz to 49.861 Hz, a decrease in frequency droop
from 0.201 Hz (0.402%) to 0.139 Hz (0.278%), but an increase in response time from 14.10 s
to 14.85 s in load impact. This effect is also observed in load shedding, with a reduction in
the frequency nadir from 50.146 Hz to 50.085 Hz, a decrease in frequency droop from 0.146
Hz (0.293%) to 0.085 Hz (0.175%), and decreases in nadir time from 141.16 s to 140.9 s, but
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an increase in response time from 16.44 s to 23.10 s.
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Subsequently, the efficacy of intelligent control approaches is illustrated by utilizing the
AHI, which includes Plyoyernorca as the governor controller, F'LCp,s as the DC-DC boost
controller, and an FLC model in PFC integration (FLCpp¢). This configuration results in
a further significant reduction in frequency nadir to 49.940 Hz, a reduction of frequency
droop to 0.06 Hz (0.120%), a decrease in nadir time to 80.53 s, and a significant reduction in
response time to 4.47 s in load impact. Moreover, better results are achieved in load shedding,
with a reduction in frequency nadir to 50.026 Hz, a reduction of frequency droop to 0.026 Hz
(0.05%), a decrease in nadir time to 140.059 s, and a significant reduction in response time
to 0.59 s.

Figure 2.29 illustrates the outcomes obtained with AHI compared to conventional HI and

without HI incorporation. This visualization highlights the significant contributions made by
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AHI in both disturbance power scenarios, as well as improvements in the DC-DC converter’s

response time. Furthermore, it ensures excellent response quality devoid of oscillations and

maintains high system stability.
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2.29 — Grid frequency: without HI, with HI, and with AHI

TABLE 2.8 — Global test results.

LOAD IMPACT

Governor Boost HIC fragir (Hz)  Af (Hz & %) Thadir (8)  Tresponse (S)

Pl overnor Plyoost without 49.799 0.201 (0.402%) 81.10 14.10
Plyovernorca  Plyoost without 49.923 0.077 (0.154%) 80.23 15.27

Pl yovernor Plyos:  classical PFC 49.861 0.139 (0.278%) 81.15 14.85
Plyovernorca  Plyoos  classical PFC 49.945 0.055 (0.110%) 80.54 3.26
Pliovernorca  Plyoostaa  classical PFC 49.945 0.055 (0.110%) 80.54 3.26
Plyovernorca  FLCpoost classical PFC 49.947 0.053 (0.106%) 80.51 3.29
Plyovernorca  Plyoost FLCprc 49.938 0.062 (0.123%) 80.54 5.03
Plyovernorca  Plyoostca FLCprc 49.938 0.062 (0.124%) 80.56 5.03
Plyovernorca  F LCpopst FLCprc 49.940 0.060 (0.120%) 80.53 4.47

LOAD SHEDDING

Pl yovernor Plyoost without 50.146 0.146 (0.293%)  141.16 16.44
Pliovernorca  Plpoost without 50.035 0.035 (0.071%)  140.25 19.75

Pl overnor Plyos:  classical PFC 50.085 0.085 (0.175%)  140.90 23.10
Pliovernorca  Plpoost  classical PFC 50.183 0.183 (0.366%)  140.59 0.29
Plyovernorca  Plyoostaa  classical PFC 50.184 0.184 (0.368%)  140.55 0.34
Pliovernorca  F'LChoost  classical PFC 50.183 0.183 (0.366%)  140.56 0.35
Pliovernorca  Plpoost FLCprc 50.027 0.027 (0.053%)  140.59 0.62
Plyovernorca  Plyoostca FLCprc 50.027 0.027 (0.054%)  140.58 0.62
Pliovernorca  F'LChoost FLCppc 50.026 0.026 (0.051%)  140.59 0.59
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As previously discussed, internal inertia is a natural reaction and is not linked to any
controller. This justifies that the compensator does not generate any active power until a
frequency perturbation appears. At t = 80 seconds, the compensator provides a constant
quantity of power as internal inertia, injecting 12.98 kW proportional to the frequency de-
viation direction under all configurations, as shown in figure 2.27(c).

Where [ uriation 18 the minimum or highest frequency value registered when frequency
deviation appears; Tygriation 1S the time of the fioriation; and Thesponse is the duration required
to restore the frequency from the fyqriation to 95% of its final value.

The illustrated results of tests in various figures and Table 2.8 underscore the substantial
improvement afforded by a real-time deloading technique integrated with diverse intelligent
techniques. This enhancement is evidenced by the notable reduction in frequency nadir and
response time, both of which play critical roles in bolstering grid frequency stability. The
decrease in frequency nadir reflects the system’s enhanced ability to manage sudden dis-
turbances and fluctuations, thereby ensuring that grid frequency remains within acceptable
limits. Moreover, the observed reduction in response time signifies a more agile and responsive
system, capable of swiftly adapting to changes in operating conditions and mitigating the
adverse effects of frequency deviations. Collectively, these findings highlight the pivotal role
of intelligent techniques in fortifying the stability and reliability of power systems, offering
operators a robust framework to navigate the complexities of modern grid operations and

enhance overall system performance.

2.9 Conclusion

This chapter provided a detailed examination of PV grid operations, including mathemati-
cal modeling, dynamic behavior, and the critical challenge of frequency stability in fluctuating
grid conditions. A major contribution was the introduction of an innovative deloading stra-
tegy that leverages the virtual inertia of PV systems and the real inertia of offline synchronous
generators (SGs) to create a hybrid inertia solution. This approach, supported by power re-
serve (PR) through PFC loops, effectively compensates for the inertia deficit in conventional
PV systems. Validation results demonstrated a significant reduction in frequency fluctua-
tions and enhanced grid stability, emphasizing its suitability for power networks with high
renewable energy penetration.

Building on this foundation, the study also explored advanced control strategies to further

optimize the deloading mechanism. The integration of fuzzy logic control (FLC) improved
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real-time decision-making under dynamic and uncertain conditions, while genetic algorithms
(GA) optimized controller tuning for enhanced performance. The Al-enhanced deloading
strategy yielded notable improvements, including faster frequency stabilization, improved
system resilience, and better adaptability to grid variations.

Looking ahead, the findings highlight the transformative role of Al-assisted control stra-
tegies in addressing the stability challenges of modern power grids. Future research should
focus on expanding Al-driven optimization techniques, integrating predictive analytics for
real-time grid adaptation, and exploring multi-agent systems for decentralized control. Ad-
ditionally, the potential of hybrid inertia solutions in large-scale energy networks warrants
further investigation, particularly in multi-source renewable grids where wind, battery sto-
rage, and demand-side management can work in synergy. By advancing these approaches,
the next generation of PV-based power systems can achieve greater reliability, scalability,

and resilience, paving the way for a more adaptive and robust renewable energy future.
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Chapter 3: Advanced Control Strate-
gies for Improving Real-Time Wind Tur-
bine Deloading

This chapter focuses on the integration of wind turbine (WT) systems. It begins with a
literature review covering various configurations and W'T modeling. This is followed by the
introduction of a novel deloading technique, which is subsequently enhanced using advanced

and robust control methods.

3.1 Introduction

Wind energy systems (WES) have emerged as a critical component of modern power
generation, offering a sustainable alternative to conventional energy sources. However, their
integration into power grids presents significant challenges due to the inherent variability
of wind and its impact on system stability. Addressing these challenges requires advanced
modeling techniques, innovative control strategies, and effective deloading approaches to
enhance the reliability and performance of WES.

This chapter provides a comprehensive study of WES, focusing on advanced control stra-
tegies and their role in improving system stability and efficiency. Building upon foundational
concepts, it begins with an in-depth description and modeling of WES, covering key compo-
nents such as W'T configurations, generator types, and electronic converters. These elements
are analyzed in the context of their interactions within the system, supported by detailed mo-
deling approaches that enable accurate simulation and performance assessment under various
operational conditions.

Following this, the chapter introduces a novel deloading technique designed to enhance

the stability and efficiency of WES. The proposed approach is validated through a series
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of dynamic response tests, demonstrating its ability to support frequency regulation and
improve grid stability. By enabling controlled power reserve management, this deloading
strategy contributes to a more resilient integration of wind energy into power networks.

The discussion then shifts to the application of advanced control techniques, with a par-
ticular emphasis on H,, robust control. This section explores the advantages of H., control
in improving the robustness and adaptability of WES, particularly in addressing system
uncertainties and parameter variations. Extensive test scenarios and validation results are
presented, showcasing the enhancements achieved through these sophisticated control me-
thods.

By addressing critical aspects such as system modeling, deloading strategies, and advanced
control applications, this chapter aims to contribute to the development of more efficient and
resilient wind energy systems, further advancing the role of wind power in modern electricity

generation.

3.2 Description and modeling of Wind Energy Systems

Wind energy systems, often referred to as wind power or W'Ts, harness the natural force
of the wind to generate clean and sustainable electricity. These systems consist of towering
WTs equipped with rotating blades that capture the wind’s kinetic energy and convert it

into a valuable source of power [70].
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FIGURE 3.1 — Wind system stages [71]
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A complete wind energy system, such as a wind farm, encompasses various components,
including individual W'Ts with rotor blades, hubs, nacelles, and generators, as well as towers
to elevate them to optimal heights. These turbines are connected to the electrical grid via
transformers and distribution equipment, integrating the electricity produced into the grid. A
centralized control system monitors and optimizes the performance of each turbine, while in-
frastructure like access roads, foundations, and maintenance systems support their operation.
Additionally, as presented in figure 3.1, within each wind system, there are distinct stages:
the aerodynamic stage, involving the rotor blades and hub, which capture wind energy; the
mechanical stage, within the nacelle, where mechanical components convert kinetic energy
to rotational energy; and the electrical stage, where generators transform this mechanical
energy into electrical power. Sometimes, energy storage and remote monitoring systems are

added for improved wind energy production management [72].

3.2.1 Main components of WES

3.2.1.1 Wind Turbine

Wind turbines are central to WES, converting wind energy into electricity. Key com-
ponents, as shown in figure 3.2, include rotor blades, nacelle (housing the generator and
gearbox), and the tower, all designed for efficient energy capture and conversion. Additio-
nally, the yaw drive ensures the turbine faces the wind, and the pitch system adjusts blade

angles for optimal power generation [73].

Schematic overview of wind
turblne components.

FIGURE 3.2 — Primary components of a WT [71]
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Types of WTs : The two main types are Horizontal-Axis (HAWT) and Vertical-Axis
WTs (VAWT) as depicted in figure 3.3 [74]. HAWTs align with wind direction and are
widely used, while VAW'Ts capture wind from any direction, making them ideal for turbulent
environments. Turbines can also be classified into fixed and variable-speed models, with

variable-speed turbines being more efficient but complex [75].

Rotor
Blade _
Gearbox
Generator
Nacelle
Fixed Pitch
<+~— Tower " RotorBlade
{—1
Gearbox | | Generator

Horizontal axis Vertical axis

FIGURE 3.3 — Horizontal axis WT (HAWT) and vertical axis WT (VAWT) [76]

Control systems : Control systems, like pitch angle and rotor speed control, regulate
turbine operation for safety and efficiency. Other systems include yaw control, SCADA for

remote monitoring, and brake systems for emergency shutdowns [77].
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FIGURE 3.4 — WT operational region [78]
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Operating regions : Turbines operate, as presented in figure 3.4, across cut-in (starting
generation), cut-out (protection during high winds), and maximum power tracking regions,

ensuring optimal energy capture under varying wind conditions [78].

3.2.1.2 Generator

WT generators, synchronous or asynchronous, convert mechanical energy into electrical
energy. Synchronous generators offer higher efficiency but are more complex, while asynchro-
nous generators (induction generators) are cost-effective and widely used [79]. Figures 3.5

and 3.6 depict these generator types.

-F-O- 1 a0

Transformer  Grid

Full-capacit
(Se;gt;(:l{) WRSG power co%ver ers
p PMSG ih i
L Pitch regulator Controller

FIGURE 3.5 — Synchronous generator configurations [79]
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FIGURE 3.6 — Asynchronous generator configurations [79]
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3.2.1.3 Electronic converter and protection

The electronic converter, as illustrated in figure 3.7, consisting of AC-DC and DC-AC
components, ensures stable power conversion for grid compatibility. Protection systems, in-
cluding mechanical brakes, temperature monitoring, and lightning protection, safeguard tur-

bine operation and prevent damage [80-82].

Generator-side Grid-side converter
converter (rectifier) DC bus (inverter)

< »>& »>e >

gr@@ Fho
O) . |
Gag | 344

FIGURE 3.7 — WT electronic converter [82]

AM)Y

3.2.2 WT modelling

WT modeling encompasses the creation of mathematical, computational, or physical re-
presentations of WTs to predict their behavior and performance. It involves defining blade
geometry, considering aerodynamics and structural integrity, incorporating wind resource
data, modeling electrical systems, assessing environmental and economic impacts, and op-
timizing design and control strategies. WT models aid in maximizing energy production,
ensuring safety and reliability, and evaluating the environmental and economic feasibility of
wind energy projects, making them essential tools in the design and analysis of W'Ts for

sustainable energy generation [83].

3.2.2.1 Blade aerodynamics modeling

As previously mentioned, the initial phase of WT operation is dedicated to the aerodyna-
mic process, which aims to convert kinetic energy into mechanical energy. This mechanical
energy results from the rotation of the turbine blades. The Betz limit, also referred to as Betz’s
law, establishes a fundamental boundary for WT efficiency, stating that no WT can capture
more than 59.3% of the wind’s kinetic energy. To characterize the aerodynamic performance
of WTs, a power coefficient (C}) is commonly used. Subsequently, a simplified aerodynamic
model is often applied to analyze the static behavior of mechanical torque (7,,), allowing us

to understand the relationship between turbine rotational speed, wind speed, and the power
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coefficient [83]. X
T = S pmRUZC, 0. ) (3.1)

with: p denotes air density measured in Kg/m?; R signifies the blade radius in meters; U,
corresponds to wind speed in meters per second (m/s); § stands for the blade pitch angle,
measured in degrees; and (\) represents the tip speed ratio.
The calculation of mechanical power extracted from the wind by the WT, denoted as Py,
can be precisely described by the following equation:
T,

_ _1 2773
Pu = - = GrmRRULC0,8) (3.2)

Where W, is the rotational speed of the WT rotor expressed as follows:

AUy
R
The calculation of aerodynamic power efficiency (C,) often relies on empirical equations

Wi, (3.3)

tailored to the specific characteristics of individual WT designs and operational conditions.
These equations incorporate a set of constants denoted as Cy, Cy, C3, Cy, Cs, and Cg, which
are determined through empirical data or modeling. As an example, the specific equation for

C), applicable to a three-bladed WT with variable speed is referenced as follows:
C, = C1(Ca/ N — C33 — Cy)e' /) 1 e\ (3.4)

The constant \; depends on /3 and other constants (C7, and Cy) as:

1

Ai = — Cs (3.5)

MC7B8 ~ B3+1

3.2.2.2 Mechanical drive train model

The gearbox and drive train within a WT play a critical role in harnessing the kinetic
energy of the wind and converting it into usable electrical power. These components act as
an intermediary between the turbine’s rotating blades and the electrical generator. Their
primary function is to ensure that the rotational motion generated by the blades is trans-
mitted efficiently and at the optimal speed to the generator, where electricity is produced.
This process involves adapting to varying wind speeds while maintaining a consistent gene-
rator rotational speed, resulting in a stable and reliable electrical output. Additionally, the
gearbox and drive train can also enhance the rotational speed relative to the incoming wind
speed, contributing to the overall efficiency of the WT system. In essence, they are essential

components that facilitate the effective energy conversion from wind into electricity [84].
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The drive train model relies on an array of parameters and WT characteristics, encom-
passing rotor and generator inertia, gear ratios, torque, friction, bearing properties, damping
coefficients, stiffness, electromagnetic features, and wind conditions. Together, these parame-
ters intricately shape the drive train system’s behavior and its adaptability to fluctuating
wind conditions. Their collective importance lies in facilitating simulations that elucidate
the transformation of wind’s kinetic energy into mechanical power within the WT. Subse-
quently, this mechanical energy is further converted into electrical energy. The incorporation
of these parameters plays a pivotal role in optimizing and conducting in-depth analyses of
WT performance [84].

The mathematical model describing the mechanical transmission mechanism can be ex-

pressed as follows:

1
Wi = (T = T. = BuWo) (3.6)

Where:
* T, represents the electromagnetic torque.
* B,, denotes the rotational friction (in units of kg?/s).

* Joq represents the equivalent rotational inertia, expressed in kg?, and is given by :

I
Jeq - nT + Jg (37>

m

Where: J,,, and J, are the turbine inertia and generator inertia, respectively; n?, is the speed

ratio of the gearbox.

3.3 Wind systems proposed deloading approach

Various deloading approaches have been proposed in the literature [85-98], primarily
relying on estimating the available WT power to determine the appropriate deloading power
level. This estimation is typically based on the calculation of mechanical power extracted
from the wind (Py ), which is influenced by multiple factors, including air density, rotor
sweep area, wind speed, rotor speed, blade pitch angle, and tip speed ratio. The aecrodynamic
power coefficient (C'p) is computed using empirical equations tailored to specific WT designs
and operational scenarios.

However, a key drawback of these techniques is their dependence on power estimation,

which may introduce inaccuracies due to variations in environmental conditions and turbine
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parameters. These uncertainties can affect the reliability and effectiveness of the deloading
process, potentially limiting its ability to provide precise power reserves for grid support.

The second deloading principle involves more complex calculations using mathematical
models to directly determine the deloading power (Pp,;). This approach considers key para-
meters such as deloading rotor speed and aerodynamic power coefficients, enabling a more
precise estimation of the required power reduction [85, 91, 93].

The third principle leverages graphical models to estimate MPPT and deloading va-
lues, simplifying the computation process while facilitating effective power reserve generation
[97, 98]. This method provides a more intuitive approach, reducing computational demands
compared to purely mathematical models.

Despite their advantages, these methods face challenges due to their reliance on theoreti-
cal estimates, sophisticated control systems, and sensor technology. Effective implementation
requires precise measurements and prior knowledge of the WT parameters, increasing both
cost and system complexity. In addition, maintenance becomes more demanding, necessita-
ting specialized expertise to fine-tune control systems and ensure optimal performance under

varying wind conditions.

Approach 3 Hybrid Trigger Signal (HTS)

i Approach 1 |

Mesured electrical power — Temporal Trigger |,
| Signal (TTS) » N Blade &
. ter Power
' L pepp{ MPPT & Deloading fupp] ~ 20 o CONVET ‘
: s $ control Grid

) | | Conditional Trigger |/
Wind speed (OR lin | Vin) ==—P|  Signal (CTS)

Mesured electrical power gy Approach 2 A
1
|

— )

PFC
Frequency |
q y (VIC + Droop)

FiGURE 3.8 — Diagram of the proposed power reserve strategy

This thesis proposes a novel real-time approach that avoids the need for complex models,
prior WT knowledge, or additional sensors. This method rates in a continuous cycle, starting
at maximum power production and transitioning to deloading to generate power reserves,
offering flexible configuration options as shown in figure 3.8. Its simplicity reduces costs,
sensor requirements, and maintenance demands, making it an efficient solution for primary

frequency regulation. Validation tests confirm its effectiveness in improving grid stability
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and optimizing the performance of the WT power system. In the following sections, a detai-
led presentation and implementation configurations of the proposed deloading approach are

examined.

3.3.1 Maximum power measurement and power reserve modes

The technique started with the maximum power measurement (MPM) mode; in this
mode, the WT runs at its maximum power and measures this power. This mode employs
two controllers to achieve this: the MPPT PAC and the P&O MPPT algorithm controller.
The MPPT PAC determines the blade pitch angle (8ypp) required to extract the maximum
mechanical power for a given wind speed. In the coming section, a detailed explanation of
the MPPT PAC and the reference pitch angle (Bapp).

Once Bypp is defined, a second controller based on the P&O MPPT algorithm takes over
to manage the WT at its MPPT, ensuring that it operates at the point where maximum
power is attained. This algorithm takes DC current (I;,,) and DC voltage (V;,,) measurements
at the output of the rectifier as inputs. By continuously adjusting the duty cycle of a DC-
DC boost converter that controls the energy flow from the WT to the grid, the algorithm
perturbs the operating point and observes the corresponding changes in power output. It
fine-tunes the duty cycle based on whether the power output increases or decreases with each
perturbation. This process continues until the MPP is reached, at which point the system
stabilizes, and the corresponding Pyspp is recorded for future reference [99]. It is important
to note that W'T power is restricted to its nominal power, which is the highest level of power
that the WT can supply.

Trig-Si ;

_g_ - ? ______________________________________ Il__‘ _______________________________________
\
| MPM mode !
! If Uw < Un-cutt OF Uw > Uw- cuto > 90° —“.__\ I
=7 : |
1 1
E TN If Un-cutt < Uw < U nom 0" —>e !
1 \
5[ Bmeiiy, !
1 g Vin—> 1
S S i If Unonm < Un < Un-cuo(e=p{Pu——p{X){ P| o — P&O S
Trigger signal configurations ' A m lin—p ‘—’1 PWM CONVERTER |/ !
1 —_— 1
| Memory MPPTPAC N\_Pwn / | MPPT controller !
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3 R IR L L e
‘ , \
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! V Boel Vin—> !
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FIGURE 3.9 — Trigger signal (Trig-Sig) configurations diagram
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In the first operating mode of the proposed approach, the duration is set to 7j. This
duration is adjusted to allow for a correct measurement of the available power of the energy
source. The appropriate setting of T} is crucial to ensuring the accuracy and efficiency of the
MPM mode.

Once the available power (Pypp) is determined, the system transitions into its second
operating mode, referred to as the power reserve (PR) mode. In this mode, the WT operates
at the reference deloading power to generate a specified power reserve.

This process is achieved by computing the deloading pitch angle (8pe;) using a dedicated
deloading pitch angle controller (DEL PAC). The DEL PAC employs a PI controller, which
takes the current wind power (Py ) and the desired deloading reference power as inputs.
Once the optimal (8pe) is determined, the DC-DC boost converter is again controlled by the
previously used P&O MPPT algorithm. This ensures that the WT operates at its maximum

power point, which, in this case, corresponds to the required deloading power (Ppy;).

3.3.2 Trigger signal

Following the completion of this cycle, the system remains in PR mode until a new
activation is initiated to start a new cycle, during which it calculates the new MPP and PR.
The trigger signal (Trig — Sig), which initiates cycle activation, may be configured in two
manners, allowing for flexibility in system implementation options as presented in figure 3.9.

These two configurations include:
* Temporal trigger signal (T'TS);
x Conditional trigger signal (CTS).

The next subsections will explain and comprehensively define the trigger signal concept for

each configuration shown in figure 3.9.

3.3.2.1 Temporal trigger signal (TTS)

The core concept of the T'TS configuration hinges on temporal switching activation, as
illustrated in figure 3.9. This entails the utilization of a predetermined switching time (Tsy),
which is a periodically recurring signal that triggers cycles at specific intervals. To ensure the

effective functioning of this configuration, it T}, must satisfy several critical criteria:

* Completion of the cycle: The switching time must be greater than the system’s cycle

time (T}, > T¢y) to provide ample time for each cycle to fully execute. This ensures
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that all necessary tasks and operations within a cycle are completed before the next

cycle begins.

* Switching time adjustment: The choice of T}, should be made with careful consi-
deration, aiming to strike a balance between minimizing its impact on the system’s
stability and maximizing its effectiveness in capturing variations in wind conditions
(Uy). A shorter Ty, allowed the control system to capture the majority of wind varia-
tions while increasing system oscillations, whereas a longer Ty, can give stability while

missing considerable wind fluctuations.

Meeting these criteria guarantees that the T'TS configuration allows the switching mecha-
nism to function effectively within the context of wind energy generation while also ensuring

the desired power reserve without compromising system stability.

3.3.2.2 Conditional trigger signal (CTS)

The second configuration’s fundamental notion is a modified cycle initiation process with
conditional activation or switching. After the initial cycle is automatically activated when
the WT is connected to the grid, a monitoring signal is employed to initiate the next cycle
by detecting any changes in WT maximum power. The monitoring signal provides flexibility

through a range of implementation methods, including:

* Wind speed variation: In this configuration, the monitoring signal relies on the
detection of wind speed variations, denoted as AU,,. A crucial component in this process
is the U, sensor, which assumes a pivotal role by continuously monitoring the wind
speed and collecting real-time data concerning the current wind conditions within the
system’s environment. When the U,, sensor registers any changes in wind speed (AU,,),
it triggers the initiation of the next cycle. It’s worth noting that the detected AU,, must
exceed a predefined threshold denoted as S;. This threshold is set to prevent erroneous
signals and false variations from prematurely initiating cycles, ensuring the reliability

of the cycle initiation process.

* DC current (/;,) or DC voltage (V;,) variation: In this configuration, the CTS is
predicated on the detection of variations in DC current or DC voltage at the output of
the rectifier, which serves as indicators of wind speed change. This detection process
involves the calculation of the instantaneous relative error denoted as e(t), derived from
the observed values of I, or V;,, as detailed in equation 3.8. The calculated value e(t) is

then compared to a predetermined threshold represented as So, which is set to a value
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exceeding the inherent error margin of the current or voltage sensors. The formulation

for the instantaneous relative error e(t) is defined as follows:

o IDel - Izn - VDel - ‘/m

e(t) OR elt) = 25— (3.8)

Imam

Here Ip. and Vp, represent the deloading current and voltage, respectively. [,,,4, and
Vinaz denote the maximum current and maximum voltage that the sensor can measure,

respectively.

In this configuration, CTS based on I, or V}, variation, it is important to include a duration
for the PR mode, denoted as T5. This duration represents the time needed to stabilize the
WT at the desired deloading operating point (Ppe;) and to stabilize both I, and Vj,,, ensuring
a correct capture of their variations.

By harnessing wind variation detection through the analysis of wind speed, I;,, or Vj,,
this configuration principle guarantees the system’s adeptness in responding to real-time
environmental changes efficiently.

A hybrid trigger signal (HTS) is an extra configuration, presented in figure 3.9, that may
be used to avoid the risk of not capturing changes in wind speed due to the sensor sensitivity
in the CTS configuration or the switching time in the TTS configuration. By integrating the
two configurations, the HTS signal is created, which uses the TTS as an extra trigger signal

and the CTS as the primary cycle initiation signal.

3.3.3 Power control regions and MPPT PAC

In addition to the deloading operation assured by the described cycle, the MPPT PAC
is designed to ensure the W'T safe and efficient operation across a range of operational

conditions, as presented in figure 3.10. The controller accomplishes the following tasks:

1. Cut__in and Cut_ out Regions: In the cut-in and cut-out regions, characterized by
wind speeds either falling below the cut-in threshold (U,_cyur) or surpassing the cut-
out threshold (Uy—_cut0), the WT pitch angle (5ypp) is set to 90°. This configuration
is implemented to safeguard the turbine: it prevents operation at low wind speeds and
shields the turbine from potential damage during high-wind conditions. It’s important
to note that within these two regions, the WT does not generate any power, and no

deloading operation occurs.

2. Maximum power region without limitation: In this region, which covers the spe-

cified range of wind speeds greater than U,_ ., but less than or equal to the nominal
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FIGURE 3.10 — Presentation of the extracted power in PR mode

wind speed (Uy_pnom) corresponding to nominal power denoted as P,,,,. The angle Sy pp
is set to 0°, enabling the turbine’s blades to efficiently extract the maximum mechanical
power from the wind. Achieving MPPT is then accomplished by employing the P&O
MPPT algorithm to regulate the output of the DC-DC boost converter. In this region,
the deloading power reference Pp,; is calculated using the available maximum power

Prpp

3. Maximum power region with limitation: When U, exceeds U, _,o» but remains
below U, _.ut0, the WT tends to accelerate its rotation speed, resulting in an increase
in power output beyond the WT nominal power (P,,,). To ensure safe and reliable
operation while preventing overloading of the blades, it is crucial to limit the available
power to P,,. In this operating region, the controller maintains a constant generator
rotational speed (W) and increases Sy pp to a value greater than 0°. By adjusting
the pitch angle, the WT effectively controls the power output to match P,,,,, ensuring
efficient operation and avoiding potential mechanical stresses caused by excessive power

production. The Pp,; is calculated based on P,,,, in this region.

The equation 3.9 establishes the values of Pp.; and P,.s across different operational regions
of the WT, as illustrated in figure 3.10.

{ Pres = Pypp(l — Gpe) ; without limitation (3.9)

Pres = Poom(1 — Gpe) ; with limitation
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3.3.4 Frequency and blade control

The total supplemental power provided by the WT in deloading mode APpprc, as pre-
sented in figure 3.11, is the sum of the contributions from the Droop and VIC phases:

APppc = APproop + APy ¢ (3.10)

The new power reference P,.f, incorporating the WT power with frequency regulation, is
calculated as:
Pref = Ppa + APppc (311)

This power reference dynamically adjusts the W'T blade pitch angle 5 and rotor speed
W, via PI controllers to precisely control the generated power output, ensuring additional

power is injected into the grid to proactively compensate for detected frequency deviations.

Blade control

FI1GURE 3.11 - Frequency regulation and blade control

3.4 Validation strategy

To validate and demonstrate the accuracy and efficiency of the proposed strategy, it is ap-
plied to a driven direct-wind permanent magnet synchronous generator (PMSG) grid system
under various scenario tests. The entire system and different simulation tests are implemented
in the Matlab Simulink environment. The following sections offer a comprehensive overview

of the employed system and the different tests and scenarios applied.

3.4.1 System description

The proposed system presented in figure 3.12 comprises a 10 MW WT, with its specifi-
cations outlined in figure 3.13. This turbine is connected directly to a PMSG and operates
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FIGURE 3.12 — System configuration and proposed strategy

without the need for a gearbox or multiplier, utilizing a direct-drive approach [100]. The
generator is then coupled to a three-phase rectifier to produce a DC output.

For grid integration, a two-stage converter is used, as detailed in Chapter 2. The first stage,
a DC-DC boost converter controlled by a P&O MPPT algorithm, regulates power extraction
[101]. The second stage, a DC-AC three-level inverter with IGBTS, ensures DC-AC conversion,
constant DC voltage, and zero reactive power, applying d-q axis decoupling [102]. An LR filter
at the inverter output enables current filtering, with component values determined using [103].
The grid is simulated in two configurations. In the first configuration, it is represented as an
infinite grid, achieved by connecting a three-phase voltage source in series with an RL circuit.
The second approach involves simulating an isolated grid by employing a large SG connected
to a main load, which represents electrical consumption, with varying load profiles that allow
for sudden changes. Consequently, alterations in the load directly influence the frequency of
the isolated grid. This approach considers the dynamic characteristics of a real-world isolated
grid, where frequency deviations are a consequence of load fluctuations.

All the characteristics of the components and settings of the controllers are listed in the
appendix (Table B.1).
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FiGure 3.13 — 10 MW WT characteristic

3.4.2 Validation tests and scenarios

The proposed deloading strategy has undergone rigorous testing across various grid confi-
gurations, including infinite and isolated grids, to evaluate its performance under diverse
operating conditions and climate variations. These tests are crucial for assessing the strate-
gy’s robustness and adaptability in real-world applications. Initial conditions such as turbine
cut-in (4 m/s), cut-out (25 m/s), and nominal wind speeds (9.8 m/s), along with parameters
like temporal switching time (T, = 25 s), MPM mode duration (T; = 5 s) and deloading
gain (Gpe = 0.8), ensure the turbine maintains optimal power reserve (Pos= 2 MW) at
nominal power (Pyom).

Wind speed variability tests simulate conditions from 8 m/s to 11 m/s, as illustrated in
figure 3.14, mimicking fluctuating wind speeds with durations of 25 s to 40 s. Real-world wind
data validation from ADA Municipal Airport over 24 hours on March 15, 2023, visualized in
figure 3.16(a), further verifies the strategy’s efficacy in practical scenarios [104].

Integration into frequency regulation systems involves two key tests: first, validating droop

Univ-Setif1/Electrical Engineering/Automatic and systems: 2025 77



Advanced control strategies for improving real-time W'T deloading

regulation through simulations of power generation fluctuations in an infinite grid configu-
ration and second, assessing overall frequency regulation capability under sudden power im-
balance scenarios in an isolated grid setup. These tests highlight the strategy’s ability to
respond dynamically to changes in power demand, ensuring grid stability and effective power

management in varying operating environments.

3.5 Results and discussion

3.5.1 Wind variation tests

In the initial test, the WT was operated in two distinct regions capable of generating
power reserves. These tests were conducted under varying wind speeds, including both in-
creases and decreases. The test results, visually depicted in figure 3.14, illustrate that the
proposed strategy, with different configurations of the trigger signal (TTS and CTS), effecti-
vely achieves the desired power reserve. However, it is important to acknowledge the specific
limitations associated with each configuration.

The TTS configuration does not rely on any sensors, which eliminates the risk of sensor
errors. However, it depends on the setting of Ty, (the switching time interval). This can
sometimes lead to gaps in capturing wind speed variations. For instance, as shown in figure
3.15 at t = 85 s, there is a change in U, that occurs just before the activation of the cycle,
indicating a delay in response. This issue can be mitigated by reducing Ty, to ensure a more
timely capture of wind speed changes.

On the other hand, the CTS configuration continuously monitors climatic changes without
any capturing gaps. It relies on various sensors, such as wind speed sensors, current sensors,
or voltage sensors. The performance of the CTS configuration is therefore highly dependent
on the reliability and accuracy of these sensors. If the sensors are precise and dependable,
the CTS configuration can provide real-time adjustments to wind speed variations, offering
a more responsive and accurate system compared to the TTS configuration.

In the second phase, dedicated to maximizing power while adhering to nominal power
limitations, spanning time intervals from t = 85 s to t = 150 s, the system follows a distinct
set of operations. In the MPM mode, the MPPT PAC adjusts 5 to Sypps2 (greater than 0°) to
maintain the power output (P,) at the nominal power level, denoted as P,,. Additionally,
the MPPT P&O algorithm maintains C'p at its new maximum value, Cp,,q.2. After another
duration of 77 s, the PR mode is once again initiated. During this PR mode, 3 is increased to
Bper2 by the Del PAC, surpassing the initial 5y;pps, while the MPPT P&O algorithm reduces
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Cp to Cppep, enabling the WT to operate at the deloading point. This figure effectively
communicates the dynamic adjustments in blade pitch and aerodynamic power coefficient
as the system transitions between modes to optimize power generation, both within and
constrained by power limitations.

Figure 3.16(b) displays the power of the WT controlled using the proposed strategy
with TTS configuration during a recording of data of real wind speed variations. In power

generated during this test. As depicted, the proposed strategy successfully achieves the desired
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power reserve throughout the entire testing period. This outcome demonstrates that the
strategy effectively adapts to real-world wind conditions, ensuring consistent and reliable

power reserve generation during the test period.
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FIGURE 3.16 — Generating power reserve with real wind speed data

3.5.2 PFC integration tests

In this section, the primary focus is to validate and demonstrate the successful integration
of the proposed strategy with PFC and its associated benefits. The validation process is
divided into two parts, each addressing specific aspects of the strategy’s performance. The
first part aims to showcase the droop regulation behavior of the proposed strategy. In the
second part of the validation, the complete integration of the proposed strategy with PFC is

thoroughly examined.

Univ-Setif1/Electrical Engineering/Automatic and systems: 2025 80



Advanced control strategies for improving real-time W'T deloading

3.5.2.1 Droop regulation

Figure 3.17 illustrates the application of a power reserve obtained through the deloading
strategy, which involves injecting an additional 2 MW of active power when the grid frequency
experiences a sudden 200 mHz (0.4%) decrease. The increase in power from 8 MW to 10 MW
is attributed to the droop algorithm part, which relies on parameters such as Kp;p set to
2% (0.02 p.u.) and a 200 mHz (0.4%) reduction in frequency. Notably, the system smoothly
attains the final value of (P,) without exhibiting oscillations, achieving a 90% response time
of just 4 s.

In a subsequent frequency disturbance, specifically a sudden 200 mHz increase in the grid
frequency, figure 3.17 demonstrates a reduction of 2 MW in the WT active power injected
into the grid, again corresponding to the droop integration. Notably, the system returns to

a stable, steady state without exhibiting any oscillations.

Grid frequency (Hz)
T T T

50.2F

50 *

50 55 60 65 70 75 80
Wind turbine power (W)

--------- I e ]

Reducing Pw ,

30 35 40 45 50 55 60 65 70 75 80
Time (s)

FIGURE 3.17 — Droop regulation validation

These simulation tests validate the correct and precise functioning of the Droop regulation
part in maintaining power equilibrium. The system effectively responds to changes in power
demand, ensuring stability by adjusting power generation without oscillations and with a

convenient response time.

3.5.2.2 Droop and VIC

In this phase, the goal is to validate two main aspects of the PFC command: the Droop
part and the VIC part. To achieve this, another frequency scenario is employed to evaluate
the PFC system’s performance. This scenario involves simulating a frequency signal that

could occur when a major power plant experiences an outage.
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Figure 3.18 illustrates a standard frequency waveform, demonstrating a notable increase
in power demand at t = 120 s, followed by a subsequent decrease at t = 160 s. This depiction
also showcases the pivotal role of the PFC loop in responding to these changes, including its
two parts, the Droop part and the VIC part. When faced with heightened power demand
at t = 120 s, the PFC system promptly signals the WT to inject additional power into the
grid, ensuring grid stability. Conversely, when power demand decreases at t = 160 s, the
PFC system directs the WT to reduce its power output, effectively balancing the supply and
demand of electricity and maintaining the grid’s frequency within acceptable limits.

The noteworthy aspect here is the system’s effective response to these changes in power
demand, ensuring power balance within the grid. It achieves this with remarkable stability,
without undesirable oscillations, and demonstrates a rapid response to these fluctuations.
This control and stability are critical for maintaining the reliability and efficiency of the

power grid, particularly during unexpected events like power plant outages.

Grid frequency (Hz)
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FiGure 3.18 — VIC, Droop and PFC integration in isolated grid

In summary, after conducting comprehensive tests on the proposed deloading strategy,
which has consistently validated its accuracy, ensured high system stability, and demonstrated
its ability to respond swiftly without undesirable oscillations, it is clear that this strategy
offers an optimal solution. Notably, its key qualities include its simplicity of implementation,
devoid of additional sensors or the need for intricate mathematical models or prior knowledge
of system parameters. These qualities, coupled with the successful validation results, position

this strategy as a comprehensive and suitable approach for real-world grid implementations.
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3.6 Advanced and robust controller implementation

The first proposed deloading strategies focus on conventional Proportional-Integral (PI)
controllers, which are commonly employed. However, these methods often fall short in hand-
ling the dynamic and unpredictable nature of wind energy. By integrating advanced control
techniques, the efficiency and stability of the system can be significantly enhanced. In this
work, an FLC and H, controller are integrated. The FLC provides adaptive control capabili-
ties, allowing for better handling of nonlinearities and uncertainties, while the H., controller
offers robust performance against disturbances and model inaccuracies [105]. This combina-

tion ensures more reliable and efficient deloading, thereby improving overall grid stability.

3.6.1 PI-FLC application

The proposed deloading approach initially utilizes a conventional PIpe_pac controller in
PR mode to maintain WT operation around the target Pp.; under varying conditions. Howe-
ver, PI controllers face tuning challenges and may lose accuracy with certain V,, changes. To
address this, a PI-FLC is implemented to ensure precise tuning in response to climate changes.
Unlike conventional controllers, PI-FLC effectively manages uncertainties and imprecise in-
puts, enhancing adaptability to dynamic conditions and improving the overall performance
and robustness of the deloading strategy.

The main objective of the conventional PI controller in the PAC system is to adjust
Pw_nor to match reference Ppe_nor by controlling the [, typically transitioning from the
MPP Syrpp to the desired deloading point Sp.;. However, this controller often struggles with
parameter tuning and may lose accuracy in certain climate conditions.

The nonlinear characteristics of power systems, encompassing components like the WT,
PMSG, and rectifier, pose challenges for linearization, complicating traditional PI controller
methods for regulating variable-speed WECS. In response, PI-FLC emerges as a rule-based
nonlinear control approach, offering advantages by effectively handling system model uncer-
tainties. The transition from conventional PI control to PI-FLC is depicted in figure 3.19.
This system functions as a multi-input multi-output (MIMO) FLC setup with two inputs:
the error between actual and desired per unit power output (Py and Ppe) (e) and its rate
of change (Ae). Its outputs are the PI parameters (Kp and K ), and then a reference signal
consisting of [p.; is generated.

Figure 3.20 shows the input membership functions (e and Ae) and the output membership
functions (Kp and K7) of the PI-FLC. Tables 3.1 and 3.2 outline the PI-FLC guidelines that
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influence its decision-making process.

Ficure 3.19 — PI-FLC structure

TABLE 3.1 — Fuzzy rules of Kp

NB NM NS

z PS PM PB
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©
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PS PM PB
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05 =

NB NM NS z

(b)

Change of err

PS PM  PB

or, Ae

F1GURE 3.20 — PI-FLC membership functions: in-

puts members: (a) error (e) and (b) change of error

(Ae), and outputs members: (¢) Kp and (d) K;

Ae/e| NB| NM| NS | Z | PS| PM| PB
NB | NB| NB| NM| NM| NS |Z |Z

NM | NB| NB| NM| NS|NS|Z |PS
NS | NM| NM| NM| NS|Z |PS|PS
Z NM| NM| NS |Z | PS | PM| PM
PS |NS|NS|Z |PS|PS|PM PM
PM |NS|Z | PS|PM| PM| PM| PB
PB |Z |Z |PM PM| PM| PB| PB

3.6.2 Grid side control (GSC)

3.6.2.1 Conventional GSC

TABLE 3.2 — Fuzzy rules of K;

Ae/e| NB| NM| NS | Z | PS| PM| PB
NB | PB|PB|PM| PM|PS|Z |Z

NM | PB| PB|PM|PS|PS|Z |NS
NS | PM| PM| PM| PS|Z | NS|NS
Z PM| PM| PS|Z | NS | NM| NM
PS |PS|PS|Z | NS|NS|NM NM
PM |PS|Z | NS|NMH NM| NM| NB
PB |Z |Z | NM| NM| NM| NB| NB

The grid-side control loop monitors the inverter to regulate both the DC link voltage

(V4e) and the grid voltage (Vi) to enable the transfer of active power without reactive

power. In the GSC system illustrated in figure 3.21, the AC signals’ active and reactive

power components are separated by transforming them into the dq reference frame. The

amplitude of the current in the d-axis is adjusted to maximize active power transfer, while

the amplitude in the g-axis is adjusted to minimize reactive power. This control approach

is widely employed with double-stage inverters in renewable energy systems, with further
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FI1GURE 3.21 — Conventional grid-side control

details provided in [106, 107]. The grid-side dynamic model, incorporating the dynamics of

the inverter and filter, is given by :

{ dlg/dt =1/L;(v; — Relg+wLyl,) + Ug+ 2/Vae (3.12)
q

d]q/dtzl/Lf( _Rflq_UJLf]d)+Uq+2/‘/dc

where Ry denotes the grid resistance and L represents the grid inductance.

3.6.2.2 H, implementation

The digital H, robust control, replacing the I; PI controller (PI4) and the I, PI control-
ler (PIy,), is depicted in figure 3.22 with a feedback configuration. The augmented system,
labeled P, is presented in figure 3.23 and described as follows:

T = Ax + Byw + Byu
z = Cl.’L' + DHw + D12U (313)
Yy = CQCU + D21w + DQQU

and G(s) is the matrice of transfer function equal to Cy(ST — A) ™' By + Doy

In this context, the digital H., robust control aims to design a controller K(s) to minimize

the induced norm of the input-output operator Tzw(w — z), where x represents the state
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function

vector, w is the exogenous input vector (including external inputs and disturbances), u is the
control input vector, z is the error (output) vector, and y is the measurement vector.

The robustness objective encompasses two main characteristics. Firstly, it aims to achieve
robust disturbance rejection from exogenous signals in the low-frequency region. This trans-
lates to ensuring that the sensitivity function (S(s) =1 / (1 + G(s)K(s))) approaches zero
as the frequency w approaches zero. Secondly, the controller must guard against instability
arising from parameter variations. This is typically achieved by minimizing the control effort
(R(s) = K(s) / (1 + G(s)K(s))).

The H, control algorithm addresses these challenges by solving a suboptimal controller
design problem. The algorithm aims to synthesize a stabilizing controller that ensures the
closed-loop gain from the disturbance w to the controlled output z is less than a specified

level of optimality, denoted by ~ (where v > 0 ).

(WHSa W12S)

TUJZ o0 < . 3.14
LN Predtel IR 314)
By tacking the following assumptions:
[ eq I — 1y
L e I; -1,
il Tl vi |
% %
-1 ? (3.15)
_ La
g 1\ %4
x—_Iq, w = AR u_[V;‘]
I
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The augmented system P derived from the equation (3.11) equal to:

o | 1| Z | —Ri/Ly —1007L; | [ 14 IR U B 0 N R IR VO %1
L, | | 10rLy —Ry/Ly || I, 0 0| 0 1/Ly || V¥

q

-1 0 | ] 10 0 0
S I o I 7 O O S I R U R
100 I | 00 || I LoV
0 0 00 01
(1oL 00][ I3 0 0]V
a1 R e |

A crucial aspect of H, controller design involves determining proper weighting functions. The
importance of selecting these functions is widely discussed in the literature. Many studies,
including this one, opt for first-order weighting functions, even for second-order systems, due

to their simplicity [108-110]. Wi, and Wi, are designed as low-pass filters, as described:

Wy, = Smta g s/mate (3.17)

S+ €979
where my, €, and r; represent the tuning parameters for Wiy, while ms, €5, and ry denote
the tuning parameters for Wis.

The second weighting functions, denoted as Wy, and Wsy, are set to avoid controller

Ve
9 -

saturation and are defined as Wy, = Woyy =

3.7 Simulation tests

3.7.1 Tests

The proposed testing process consists of two distinct phases. The initial phase is sacred to
evaluate the performance and precision of the proposed real-time strategy, leveraging PI-FL.C
as opposed to a conventional PI controller. This stage entails subjecting the configuration to
fluctuating V,, to gauge its effectiveness in system regulation. It is important to note that
the G pe is set to 0.8 to generate a P,., of 20%.

Specifically, the V,, variation scenario, presented in figure 3.24, follows a theoretical fra-
mework encompassing four V,, changes. Initially, V,, is set at 7 m/s; at t = 30 seconds, V,,
increases to 8 m/s, followed by another increment to 10 m/s at t = 40 seconds. Subsequently,
Vi surges to 11 m/s at t = 50 seconds, concluding with a decrease back to 9 m/s at t = 60
seconds. This scenario simulates a range of V,, fluctuations occurring within different opera-
tional regions of the WT: 7 m/s, 8 m/s, and 9 m/s within the MPPT region, and 10 m/s

Univ-Setif1/Electrical Engineering/Automatic and systems: 2025 87



Advanced control strategies for improving real-time W'T deloading

and 11 m/s within the power limitation region. Such variability comprehensively assesses the
configuration’s performance across diverse operating conditions and effectiveness in different
W' operating regions.

‘Wind speed Vw (m/s)
T T

T
- 7

105 7

10~ B

9.5 g==————— MPPT region Power limitation region MPPT region ==

Il I Il Il I Il Il I I
25 30 35 40 45 50 55 60 65 70
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F1GURE 3.24 — Wind speed variation scenario

In the second phase, the focus shifts to evaluating and validating the superiority of the H
controller in maintaining grid stability. Initially, the H., controller is validated by demons-
trating its ability to provide the desired P,.s without any changes to the grid parameters (L
and Ry), which remain at their nominal values. Then the grid parameters are subjected to
variations at t = 3.5 minutes. The first change involves a low variation of up to 20% in both
parameters from their nominal values. The second change involves a significant variation,
with Ry varying by more than 50% from its nominal value. The changes in grid parameters
are simulated by connecting additional resistance or inductance components in series with
the main circuit. A circuit breaker is used to integrate these components at specific times to

mimic increases in grid parameters.

3.7.2 Results

Figure 3.25 presents a comprehensive analysis of WT behavior, encompassing key para-
meters such as output power, C),, and 3, in response to varying V,,. This examination includes
the implementation of two distinct control strategies: PI controller and PI-FLC controller,
operating in both MPM and PR modes.

The test results, depicted in Table 3.3, show that a strategy based on the PI controller
yielded an accuracy error of -15% (-0.15 MW in P,.s) during the period from t = 25 s to t =
30 s with V,, = 7 m/s, and an error of -10.7% (-0.15 MW in P,.s) during the period from t
=30 s tot =40 s with V,, = 8 m/s. In contrast, the strategy based on PI-FLC presented a
unique error of +2.5% (-0.05 MW in P,.). These results demonstrate the high accuracy of
the PI-FLC strategy, providing a more precise P, .
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FIGURE 3.25 — Comparison of WT power, C,, and 3 : deloading strategies
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FIGURE 3.26 — Comparison of WT power, V., C,, and §3: without parameter variations

The same figure also depicts the C, and 8 dynamics using both strategies; this dynamic
shows fewer oscillations with the PI-FLC strategy, which provides more stability to the
proposed system.The findings demonstrate that employing the deloading approach based on
PI-FLC yields notably superior performance, accuracy, and mitigation of oscillations. This

is particularly evident compared to the deloading approach with a PI controller.
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TABLE 3.3 — Strategy test

Strategy based on PI

Vi (m/s) | Prpp (MW) Ppe (MW) P.es (MW) error (%)

7 ) 4.15 0.85 -15

8 7 5.75 1.25 -10.7

10 10.05 8.05 2 0

11 10.05 8.05 2 0

9 8.75 7 1.75 0
Strategy based on PI-FLC

Vi (m/s) | Ppp (MW) Pper (MW) Pes (MW) error (%)

7 ) 4 1 0

8 7 5.6 1.4 0

10 10.05 8 2.05 +2.5

11 10.05 8.05 2 0

9 8.75 7 1.75 0

Figure 3.26 illustrates the configuration characteristics, WT power, C,, 8 and Vg, using
both controllers, with V,, set to 9 m/s, Gpe at 0.8, the grid parameters remain unchanged
at their nominal values. Notably, both controllers maintain a P,..s of 1.8 MW, representing
80% of the WT’s maximum power (8.85 MW), while ensuring stable V;.. Particularly note-
worthy is the superior performance of the PI controller, evident in its ability to exhibit fewer
oscillations, as observed in the behavior of C, and 3.

Figures 3.27, 3.29, and Table 3.4 illustrate the WT output power during deloading mode
with low variation in grid impedance parameters introduced at t = 3.5 minutes, as previously
described. The comparison between controllers shows the impact of these variations on grid
characteristics. For Ry variations, the Ho, controller reduces WT power fluctuations to 6.4%,
compared to 13.6% with the PI controller, achieving a net improvement of about 52.94%.
Similarly, Vj. fluctuations are reduced to 0.6% with the H,, controller, compared to 0.9%
with the PI controller, reflecting a net improvement of approximately 33.33%. For Ly varia-
tions, the H, controller reduces WT power fluctuations to 13.6%, versus 23.5% with the PI
controller, yielding a net improvement of around 42.55%. Additionally, V. fluctuations are
reduced to 1.06% with the H, controller, compared to 1.6% with the PI controller, resulting
in a net improvement of about 33.75%

In addition, figures 3.28, and 3.30 show that the H., controller reduces fluctuations in
Lape and V. compared to the conventional PI controller, even under low variations in grid
impedance parameters. This indicates the superior stability of the H., controller, which

maintains smoother operation and minimizes oscillations in critical grid characteristics such
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F1GURE 3.28 — Comparison of I, and V,.: with low resistance variation

as WT power output, Vi, Lupe, and V.. By effectively managing minor parameter variations,
the H., controller ensures more consistent and reliable performance.

Figure 3.31 illustrates the system characteristics under high parameter variations, specifi-
cally when Ry is increased by more than 50% from its initial value. The figure shows that the
Ho controller adeptly manages these significant variations, maintaining grid stability and
effective management throughout. In contrast, the PI controller struggles to cope with such
substantial changes, leading to divergence and an inability to maintain grid stability.

All of these test results underscore the significant improvements achieved by integrating

advanced control techniques into the proposed deloading processes. The PI-FLC excels in
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TABLE 3.4 — Low variations test

Conventional GSC

Parameter | APp. (MW) AV (V)
Ry 0.9 (13.6%) 70 (0.9%)
Ly 1.6 (23.5%) 125 (1.6%)
H. controller
Parameter | APp. (MW) AV (V)
Ry 0.4 (6.4%) 50 (0.6%)
Ly 0.9 (13.6%) 80 (1.06%)
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F1GURE 3.31 — Comparison of WT power and V,.: with high parameter variations

adapting to changing climatic conditions, such as wind speed fluctuations. This adaptability
ensures more precise and efficient power reserve generation, allowing the system to effectively
respond to varying environmental conditions.

Conversely, the H,, controller demonstrates exceptional stability across a wide range of
grid parameter variations, both low and high. It maintains consistent system operation even
amidst significant variations in grid parameters. The H., controller’s robust performance
in managing severe variations helps to minimize the impact of such disturbances, which is
essential for sustaining grid stability.

Overall, the advanced control adaptations (PI-FLC) and H., significantly enhance both
the efficiency and stability of WT systems. The PI-FLC improves adaptability to environ-
mental changes, while the H,, controller provides robust performance under varying grid

conditions, contributing to the more reliable and stable operation of WT systems.

3.8 Conclusion

This chapter introduced an innovative real-time deloading strategy for wind energy sys-
tems (WES), designed for simplicity, efficiency, and adaptability. Unlike conventional ap-
proaches, this method eliminates the need for complex computations, prior WT parameter
knowledge, or additional sensors. By operating in cyclic modes triggered by a signal mecha-
nism, the proposed strategy dynamically adjusts to changing climate conditions, ensuring
effective frequency regulation. Validation tests under various theoretical and real wind speed

scenarios confirmed its reliability and practical effectiveness, making it a promising alterna-
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tive for grid stability enhancement in wind-integrated power systems.

To further improve adaptability and robustness, the study explored the integration of
advanced control strategies. The proportional-integral fuzzy logic controller (PI-FLC) en-
hanced system adaptability by refining response precision, while the H,, controller bolstered
grid stability by minimizing the effects of parameter variations and uncertainties. These
improvements reinforce system resilience, enabling WES to operate more efficiently under
dynamic grid conditions.

Looking forward, future research directions should explore Al-driven control mechanisms,
such as reinforcement learning for self-optimizing deloading strategies, and hybrid Al-fuzzy
systems for enhanced real-time decision-making. Additionally, expanding predictive mode-
ling techniques could further improve wind power forecasting and grid interaction, enabling
more proactive control adjustments. Investigating multi-objective optimization methods that
balance grid stability, economic efficiency, and energy storage integration will be crucial for
the next generation of highly adaptive wind energy systems. These advancements can pave
the way for a more intelligent, resilient, and sustainable wind-powered energy grid, effectively

supporting the global transition toward renewable-dominated power systems.
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Chapter 4: Deloading and Advanced
Control Techniques for Hybrid PV-Wind

System

To address the integration of hybrid RES, specifically PV and W'T, this chapter examines
the implementation of a hybrid deloading approach. The proposed method is validated under
diverse climatic conditions, various system configurations, and different power reserve targets
for each source, ensuring its adaptability to real-world scenarios. Additionally, the chapter
explores the impact of these configurations on system performance and frequency regulation.
Finally, a robust controller is integrated into the hybrid system to enhance its stability,

ensuring reliable operation against parameter variations and grid uncertainties.

4.1 Introduction

This chapter focuses on hybridising PV and WT energy systems to enhance their overall
performance and maximise power extraction and injection into the grid under varying climate
conditions and operational scenarios. Building on the deloading techniques developed for in-
dividual PV and wind systems, it explores the integration of these approaches in a hybrid
PV-wind configuration. A robust control strategy, employing the H., controller, is then intro-
duced to adapt the system to maintain stability. The strategy ensures optimal performance
by leveraging deloading techniques to compensate for variations in system parameters.

The first section of this chapter provides a comprehensive description of the hybrid PV-
wind system, detailing the integration of the proposed deloading techniques for both PV and
wind components. This section elucidates the design and operational principles of the hybrid
system, demonstrating how the combined approach enhances overall system performance.

Following the description, the second section is dedicated to testing and validating the
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hybrid deloading system under varying climate conditions. This evaluation is critical for
understanding the system’s robustness and adaptability in real-world scenarios, ensuring
that the proposed techniques perform effectively across different environmental contexts.

The third section focuses on the integration of the H,, controller within the hybrid system.
This section details the implementation of the controller, followed by a thorough validation
process that assesses its performance under varying grid impedance conditions. The H.,
controller’s role in maintaining system stability and optimising grid integration is a key
aspect of this section.

The final section of the chapter presents an isolated grid hybrid system analysis. This
section aims to validate and illustrate the impact of the deloading approaches on frequency
improvement within an isolated grid scenario. The analysis highlights how the integration
of advanced deloading techniques and control strategies contributes to enhanced frequency
stability and overall grid reliability.

By examining the hybrid PV-wind system through these detailed sections, this chapter
provides valuable insights into the effective integration and optimisation of renewable energy

technologies, contributing to advancements in grid stability and performance.

4.2 Description of the Hybrid PV-Wind System

4.2.1 Hybrid RES

Hybrid Renewable Energy Systems (HRES) are becoming increasingly popular for power
generation due to continuous advancements in renewable energy technologies. By integra-
ting various renewable sources, such as solar and wind, HRES provides a more reliable and
stable energy supply. The primary advantages of this combination are improved system ba-
lance, enhanced reliability, and greater overall stability. By utilising multiple energy sources,
HRES reduces dependence on seasonal variations and optimises the use of available renewable
resources [111]. Furthermore, hybrid systems tend to be more reliable and cost-effective com-
pared to systems that rely solely on a single energy source [112].

There are two primary topologies for grid-connected PV and wind hybrid systems. The
first configuration integrates the DC outputs from PV panels and WT through DC/DC and
AC/DC converters into a common DC/AC inverter, which interfaces with the grid. This
setup enables power delivery even if only one source is available, with each unit utilizing
MPPT to optimize energy extraction. The second configuration allows renewable sources to
inject power directly into the grid through separate DC/AC and AC/DC-DC/AC converters.
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This design simplifies the connection process while facilitating efficient power transfer to the
grid [113].

4.2.2 Hybrid deloading

The hybrid deloading approach, as shown in figure 4.1, combines the deloading strategies
of both PV systems and WT, which were thoroughly explained in the preceding chapters.
This method integrates the two strategies into a unified framework designed for an alter-
nating current (AC) hybrid configuration. By operating within this shared AC structure,
the approach ensures coordinated implementation of the deloading techniques, enabling effi-
cient control and improved frequency stability under varying operational and environmental

conditions.
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FIGURE 4.1 — AC common hybrid deloading strategies

4.2.3 Hybrid PV WT grid-tied system

The second topology is implemented in the proposed hybrid configuration of this thesis,
which integrates a 10 MW PV plant and a 10 MW WT system. This hybrid system is

examined under two different operational configurations: an infinite grid and an isolated grid,
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as depicted in figure 4.2. Each of these configurations aims to optimize power generation while
ensuring stable grid interaction under varying operational conditions.

The 10 MW PV plant uses SunPower SPR-305-WHT modules, a high-efficiency PV tech-
nology. It is configured with 50 modules in series and 660 parallel strings, forming a robust
power generation system [113]. The plant is connected using a double-stage configuration, as
described in chapter 2. The WT system is the same PMSG direct-drive wind turbine system

outlined in chapter 3.

bC /| oc /)

Deloading

approach comerolles 4 Interconnected or infinite grid
Grid
oc / pc /| \l\

DC AC Variable
L ) T rl load

P&O dg
v controller Isolated grid
Deloading
approach

FIGURE 4.2 — Hybrid PV WT-tied grid configurations

Infinite grid configuration In the infinite grid configuration, both the PV and WT
systems are connected to a common AC coupling point, which acts as a central interface with
the large, stable grid. This setup allows the hybrid system to operate efficiently, regardless
of the fluctuating power generation from individual sources, as the infinite grid can absorb
surplus power and stabilize frequency and voltage levels. The PV and WT systems both
utilize independent MPPT algorithms to maximize energy extraction. The common AC/DC
point consolidates the power from both sources before it is fed into the grid, ensuring efficient
power flow and grid support. This configuration is particularly effective in environments where
grid stability is not a concern, as the large grid compensates for the variability of renewable

sources.
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Isolated grid configuration In the isolated grid configuration, the PV and WT systems
are connected to a common AC point, similar to the infinite grid configuration, but instead of
interfacing with a large grid, the system is connected to a SG through a transformer. The SG
operates as the primary power stabilizer in the isolated grid, providing inertia and maintaining
grid frequency. In this setup, the hybrid system’s ability to balance power generation and
consumption becomes more critical, as there is no external grid to absorb fluctuations in
generation. The transformer ensures the correct voltage levels are maintained between the
hybrid system and the SG, allowing for smooth power transfer. Both systems are capable
of operating autonomously or in conjunction with each other to ensure a consistent energy
supply to the isolated grid. This configuration is commonly used in remote areas where grid
extension is not feasible, and system reliability is paramount.

The detailed modeling, simulation, and validation of both configurations are realized using

Matlab Simulink software.

4.3 Testing and validation of the hybrid deloading sys-

tem

To comprehensively evaluate and validate the proposed deloading techniques for both PV
and WT systems within the hybrid configuration, the system, as depicted in figure 4.2, was
connected to an infinite grid and subjected to various simulated climatic conditions.

For the PV system, these conditions were modelled as changes in solar irradiation and
temperature, which directly influence the power generation and efficiency of the PV modules.
Similarly, for the WT system, climatic variations were represented by fluctuations in wind
speed, affecting the turbine’s power output and overall performance.

The climate change scenarios, illustrated in figure 4.3, were carefully designed to emulate
real-world variability in energy production, providing a robust test environment for the deloa-
ding strategies. These scenarios allowed the system’s response to be analysed under dynamic
environmental conditions.

The proposed hybrid configuration was tested under a range of deloading conditions to
simulate different operational scenarios. These included:

Deloading of the PV system alone with no contribution from the WT system. Deloading
of the WT system alone with no contribution from the PV system. Simultaneous deloading of
both systems, with varying levels of deloading applied. A detailed summary of these deloading

scenarios is provided in the following Table, offering an overview of the test conditions and
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their relevance to practical applications.
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F1GURE 4.3 — Climatic change scenario

TABLE 4.1 — Deloading scenarios for PV and WT systems

Power source Power reserve percentage (%)
PV 20 15110 | 5 | 0 (No deloading)
WT 0 (No deloading) | 5 | 10 | 15 20
6
12 x10 ‘ PV ?ower (W) ‘

10 ﬂ “_PPVrcs (20%) 7
8 | - —
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F1GURE 4.4 — PV deloading without WT contribution

Figures 4.4 to 4.8 showcase the output power of the PV and WT systems, both managed
using the proposed deloading approach to maintain a predefined power reserve. As detailed

in Table 4.1, this power reserve corresponds to varying deloading gain levels, ranging from
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FIGURE 4.6 — PV and WT with 10% reserve each

0% (indicating no reserve power) to 20% (representing the maximum desired reserve). The
deloading gain serves as a critical parameter, determining the amount of surplus power re-
tained beyond the immediate demand, thereby enabling the system to respond effectively to
unforeseen fluctuations or sudden demand surges.

Figures 4.4 and 4.8 depict scenarios where one system operates in deloading mode (either
PV or WT), while the other operates in MPP mode. In these cases, deloading mode is
employed strategically to maintain the necessary power reserve, while the MPP mode system
continues generating power at peak efficiency. Conversely, figures 4.5 to 4.7 illustrate scenarios
where both the PV and WT systems operate simultaneously in deloading mode under varying

climatic conditions.

Univ-Setif1/Electrical Engineering/Automatic and systems: 2025 101



Deloading and Advanced Control Techniques for Hybrid PV-Wind System

PV power (W)
T

ﬂi(———' l:'I’Vrcs (5%)

! ! ! ! ! !
8 9 10 11 12 13 14

9.5
9
8.5
8
| | | | | | |
5 6 7 8 9 . 11 12 13 14
Time (min)
FIGURE 4.7 — PV 5% reserve and WT 15% reserve
x10° PV power (W)
T T T
11 —
10 - PPVres (0%) 1
9+ ,
8 _
7 | | | | | | | | |
5 6 7 8 9 10 11 12 13 14

x10° WT power (W)
T T T

T

MPM mode PR mode
1 1

| | | | |
5 6 7 8 9 10 11 12 13 14
Time (min)

FiGURE 4.8 — WT deloading without PV contribution

The deloading approach dynamically adjusts in response to environmental factors such
as solar irradiation, ambient temperature, and wind speed. For instance, when unfavorable
conditions reduce PV system productivity, the power reserve of the PV system is lowered,
and the W' system compensates by increasing its reserve. Similarly, when PV productivity
improves, the WT system reduces its reserve accordingly. This coordinated interaction en-
sures seamless power reserve management, enabling the hybrid system to adapt to real-time
environmental fluctuations without compromising system stability or power availability.

The figures demonstrate the effectiveness of the proposed approach in actively managing
the output of both systems. By responding to variations in environmental conditions, the
control system dynamically adjusts the generated power, either increasing or decreasing it,

to meet reserve power requirements.
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In conclusion, the proposed deloading strategy provides a flexible, adaptive, and reliable
method for managing power reserves. It enables the system to handle real-time environmental

variations while maintaining the desired power reserve.

4.4 Integration and implementation of the H., control-

ler

4.4.1 Hybrid system H,, implementation

In this section, the conventional dq controller used for the GSC is replaced with a H
controller to ensure grid stability amidst variations in grid parameters, as presented in figure
4.9. The H control architecture and the associated weighting functions have been described
in detail in chapter 3. This upgrade aims to enhance the system’s robustness by providing
better performance under changing conditions, thereby safeguarding against potential insta-

bilities that may arise from fluctuations in grid characteristics.
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FIGURE 4.9 — H,-based hybrid PV-W'T system implementation
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4.4.2 Test and results

To assess the performance of the H, controller relative to the conventional controller, the
proposed configuration depicted in figure 4.9 was tested with an infinite grid connection. This
setup was subjected to deliberate variations in grid parameters, specifically grid resistance
and inductance (Lg and Rg), which were modified by 20% from their nominal values at t=6
minutes.

To create these variations in a controlled manner, a circuit breaker was used to inte-
grate the additional components at specified intervals, effectively simulating increases in grid
parameters. This experimental design thoroughly evaluates each controller’s ability to main-
tain system stability and performance in response to significant changes in grid conditions,

highlighting the advantages of the H., controller in managing such disturbances.
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FIGURE 4.10 — PV and WT systems in deloading mode during variations in grid parameters

Figure 4.10 presents the simulation results of the test involving the PV and WT systems
operating in deloading mode, demonstrating the H., controller’s capability to maintain and
generate the desired power reserve despite the introduced variations in grid parameters. In
both the PV and wind systems, the conventional dq controller is adversely affected by these
variations, resulting in an inability to maintain a constant power reserve. In contrast, the
H controller exhibits remarkable stability, effectively providing a consistent power reserve
even under fluctuating grid conditions. This highlights the superior performance of the H.,

approach in ensuring reliable operation amidst dynamic challenges.
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4.5 Hybrid system with frequency service

4.5.1 PFC integration

To validate the improvement of PFC integration, the proposed hybrid PV-WT system is
connected to an isolated grid. In this configuration, the PV and WT systems are connected
via a transformer to an AC common bus, which is also connected to an SG. This setup is
linked to a load representing power consumption.

To simulate power imbalances, an additional load is introduced at t = 0.8 min, creating a
power deficit, and then removed at t = 1.1 min, restoring balance. These load changes result
in frequency fluctuations. The deloading gain for both the PV and W'T systems is set to 0.8,
corresponding to a 20% power reserve for frequency regulation. Detailed system parameters
are provided in the annex.

The validation process involves two tests:

Without PFC integration: In the first test, the system operates without any frequency
control support from the PV or WT systems. This serves as a baseline to assess how the
system responds to load changes and frequency deviations without PFC.

With PFC Integration: In the second test, both the PV and WT systems are enabled
with PFC, utilizing the reserved 20% power to help stabilize frequency during load changes.

The comparison between these tests will demonstrate the impact of PFC integration on

grid stability and frequency control during power imbalances.

4.5.2 Test and results

Figure 4.11 illustrates the power response of the PV and W'T systems in two scenarios:
without PFC integration and with PFC integration, under both load conditions—load intro-
duction (impact) and load removal (shedding).

In the without PFC scenario, the PV and WT systems remain in deloading mode during
both load situations, meaning they do not supply any additional power to the grid in response
to the frequency changes caused by the load variations. This results in no active participation
in frequency stabilization.

Conversely, in the PFC scenario, both the PV and WT systems dynamically adjust their
power output in response to frequency deviations. During load introduction, they inject ad-
ditional power to counteract the frequency drop, and during load shedding, they reduce their

power output to mitigate frequency overshoot. These adjustments follow the PFC strategy,
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FIGURE 4.11 — PV and WT power response: without vs. with PFC Integration
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both droop control and VIC to stabilize the grid frequency in real time.

Figure 4.12 illustrates the grid frequency under both PFC scenarios across different load

conditions. This figure emphasizes the enhancements in grid frequency resulting from PFC

integration. Specifically, the integration of PFC mechanisms significantly reduces frequency

deviations and shortens response times during load changes. As a result, the system de-

monstrates improved stability and responsiveness, allowing for more effective management of

frequency fluctuations during load impacts and load-shedding events. This leads to a more

resilient grid capable of maintaining frequency within acceptable limits.

Univ-Setif1/Electrical Engineering/Automatic and systems: 2025



Deloading and Advanced Control Techniques for Hybrid PV-Wind System

4.6 Conclusion

This study demonstrated the critical role of deloading strategies in ensuring power reserve
availability and grid stability within a hybrid PV-WT AC system, particularly under fluctua-
ting climatic conditions. By analyzing various power reserve configurations for PV and WT
sources, the findings confirmed that adaptive deloading mechanisms effectively mitigate the
impacts of irradiation, temperature, and wind speed variations, ensuring a stable and reliable
energy supply. Additionally, the integration of robust control mechanisms, such as the H.,
controller, significantly enhanced system resilience by counteracting grid parameter varia-
tions and improving overall operational robustness. Furthermore, the study highlighted the
importance of primary frequency control (PFC) in isolated grid environments, where it was
shown to reduce frequency droop, minimize response times, and improve generation-demand
balancing, ultimately reinforcing grid reliability and efficiency.

Building on these findings, future research should focus on advancing Al-driven control
strategies to further optimize deloading methodologies and enhance grid adaptability. The
application of machine learning, reinforcement learning, and model predictive control (MPC)
could enable intelligent, data-driven decision-making, facilitating real-time adaptive energy
management. These approaches would allow hybrid systems to anticipate and respond to
dynamic grid conditions.

Another key area for further investigation lies in the integration of energy storage sys-
tems (ESS) and demand-side management. Incorporating advanced storage solutions, such as
battery energy storage, supercapacitors, and hybrid storage architectures, can significantly
enhance grid flexibility, power quality, and system resilience. Additionally, optimizing demand
response strategies through Al-driven analytics can further align generation with consump-
tion patterns, improving overall grid efficiency and reliability.

Moreover, the development of decentralized and multi-agent control frameworks repre-
sents a promising research avenue for enhancing system scalability and robustness. The imple-
mentation of distributed optimization techniques can facilitate coordinated decision-making
in large-scale hybrid renewable networks, enabling faster and more resilient responses to grid
disturbances.

By integrating these advanced control methodologies and optimization techniques, hy-
brid renewable energy systems can transition towards greater automation, intelligence, and

resilience, ensuring their long-term viability in future high-renewable power grids.
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This thesis has explored and developed advanced deloading approaches to enhance the
integration of photovoltaic (PV) and wind energy sources into modern power grids. The
research has focused on overcoming critical challenges associated with renewable energy in-
tegration, particularly in maintaining grid frequency stability and optimizing power system
performance.

One of the primary contributions of this work is the development of novel deloading
strategies tailored for both PV and wind energy systems. These approaches are designed to
address the inherent intermittency and variability of renewable energy sources while ensuring
that power generation remains stable and reliable. By leveraging sophisticated control me-
thodologies, including artificial intelligence (Al)-based controllers, hybrid inertia techniques,
and H., robust control, the study has demonstrated significant improvements in grid stability
and renewable energy penetration.

Throughout the research, several key methodologies have been introduced and rigorously
tested. The proposed deloading strategies have been validated through comprehensive simula-
tion studies and verification under various operating conditions. The findings have confirmed
that integrating deloading techniques with advanced control strategies leads to enhanced
system performance, better frequency regulation, and improved adaptability of renewable
energy sources in dynamic grid environments.

While the thesis presents substantial advancements in the field of renewable energy
control, it also acknowledges certain limitations. Some challenges remain, such as the com-
plexity of real-time implementation, scalability to large-scale power systems, and the need for
further optimization of control parameters. Additionally, the study highlights the importance
of continued research into hybrid energy storage solutions and Al-driven predictive control
to further enhance the efficiency of deloading mechanisms.

Building on the findings of this thesis, several promising research directions can be pur-
sued:

Experimental Validation: Implementing the proposed deloading strategies in real-world
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microgrid or pilot-scale setups to assess their practical feasibility and effectiveness.

Adaptive Al-Based Control: Developing more advanced Al-driven control algorithms that
dynamically adjust to real-time grid conditions for improved performance.

Scalability Analysis: Investigating the application of deloading strategies in large-scale
power systems, ensuring their robustness under different network configurations and load
conditions.

Hybrid Energy Storage Integration: Exploring the potential of integrating battery energy
storage systems (BESS) and supercapacitors to complement deloading mechanisms and en-
hance grid resilience.

Economic and Policy Assessment: Evaluating the cost-effectiveness of deloading tech-
niques and their implications on regulatory frameworks to support broader adoption in power
grids.

Advanced Forecasting Models: Enhancing predictive models for renewable energy gene-
ration to improve the anticipation of grid fluctuations and optimize deloading responses.

These future directions will help bridge the gap between theoretical advancements and
practical deployment, further contributing to the development of sustainable and resilient
energy systems.

In summary, this thesis underscores the crucial role of advanced control strategies in sup-
porting the transition to a more sustainable energy landscape. By addressing both theoretical
and practical aspects of renewable energy integration, it contributes valuable insights into im-
proving grid stability and optimizing renewable energy utilization. The research findings not
only enhance the technical understanding of deloading techniques but also offer actionable so-

lutions for policymakers and industry stakeholders to drive the future of clean energy systems.
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Annex 1

TABLE A.1 — 100 kW PV grid parameters: infinite and isolated configuration

Symbol Component ‘ Value
Configuration parameters
Grid Main synchronous generator 302.1 (kW)
Compensator | Secondary synchronous generator | 100.7 (kW)
PV PV plant 100.7 (kW)
Consumption Principal load 200 (kW)
Perturbation Additional load 100 (kW)
Boost parameters
Lioost Boost converter’s inductance 0.54 mH
Chpw PV plant capacitance 1400 puF
Cac DC link capacitance 6000 pF
Vier DC-link voltage reference 600 V
1o Converter switching frequency 5 kHz
(Kpo, K1) Converter PI parameters (62, 8)
Filter and grid parameters
Jinw Inverter switching frequency 25 kHz
fo Rated grid frequency 50 Hz
Ly Filter inductance 0.85 mH
Ry Filter resistance 1 m$2
Cy Filter capacitance 6000 pF
(Kpdc, Krac) DC voltage PI parameters (10, 0.1)
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Annex 2

TABLE B.1 — Parameters of 10 MW Direct-Driven PMSG System

Parameters Description Value
WT parameters
Pruy Rated Mechanical Power 10 MW
R Blade Radius 90 m
Up—cutl Minimum Wind Speed 4m/s
U—cutO Maximum Wind Speed 25 m/s
Uw—nom Rated Wind Speed 9.8 m/s
Aopt Optimal Tip Speed Ratio 8.2
PMSG parameters
Prom Rated Apparent Power 10.7 MVA
Vi Rated Line Voltage 4000 V
n Number of Pole 320
Ly d-Axis Stator Inductance 1.8 mH
L, q-Axis Stator Inductance 1.8 mH
R, Stator Resistance 64 mS2
Boost parameters
Ly Inductance of boost converter 0.54 mH
Cy Capacitance of of boost converter 955.85 pk
Cac DC link capacitance 6000 pF
Vie—ref DC-link voltage reference 6500 V
v Converter switching frequency 5 kHz
Filter and grid parameters
finv Inverter switching frequency 25 kHz
fo Rated grid frequency 50 Hz
Ly Inductance of filter 1.5 mH
Ry Resistance of filter 1.4 mQ)
Configuration Parameters
Grid Main synchronous generator 30 MW
Charge Additional charge 19 MW
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Annex 3

TABLE C.1 — Parameters of Hybrid PV-WT Grid in Isolated Configuration

Symbol Component Value
Grid Main synchronous generator | 40 (MW)
PV PV plant 10 (MW)
WT WT 10 (MW)
Consumption Principal load 20 (MW)
Perturbation Additional load 10 (MW)
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