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Abstract  

In the first part we employed first-principles calculations to analyze the structural, magnetic, and 

magneto-optical properties of ultrathin Ni films grown by pseudomorphic epitaxy on semi-infinite 

crystals of Rh in the [001] crystallographic direction.  We adopted a relativistic method using 

the DFT theorem and local spin density approximation (LSDA). We calculated the electronic 

structure using the Spin-Polarized Relativistic (SPR) Linear Muffin-Tin Orbitals (LMTO) with 

the Atomic Sphere Approximation (ASA) approach. The crystalline structure is determined using 

a relaxation process that led to a body-centered tetragonal (BCT) structure. Magnetic calculations 

indicate that the inter-plane interaction is ferromagnetic, with a higher magnetic moment. The 

Kubo-Greenwood linear response is used to calculate the dispersion of the optical conductivity 

tensor based on the frequency of incoming electromagnetic radiation. Polar magneto-optical Kerr 

effect spectra are provided over a photon energy range of up to 10 eV. Interband transitions 

describe the microscopic origins of Kerr rotations. 

The second part presents a theoretical study on the chalcone derivative, 4-[(1E)-3-(4-

methoxyphenyl)-3-oxoprop-1-en-1-yl]phenyl 4-methylbenzene-1-sulfonate (4MPMS). Density 

functional theory is employed to perform calculations on geometry optimization, vibrational 

spectrum, 1H and 13C NMR chemical shifts, frontier molecular orbital energies and nonlinear 

optical characteristics using the B3LYP level with the 6-311++G(d,p) basis set. The polarizability 

(α), anisotropy of polarizability (Δα), first and second order hyperpolarizability (β and γ) are 

studied in static and frequency-dependent (532 nm) state. The results showed that the frequency 

dependent nonlinear optical characteristics of 4MPMS, are higher than the static ones and the title 

molecule might be applicable for first and second order nonlinear optical materials along with a 

good consistency between the experimental and theoretical structure. 
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Résumé  

Dans la première partie, nous avons utilisé des calculs de premiers principes pour analyser les 

propriétés structurelles, magnétiques et magnéto-optiques des films ultraminces de Ni obtenus par 

épitaxie pseudomorphique sur des cristaux semi-infinis de Rh dans la direction cristallographique 

[001].  Nous avons adopté une méthode relativiste utilisant le théorème DFT et l'approximation 

locale de la densité de spin (LSDA). Nous avons calculé la structure électronique en utilisant les 

orbitales linéaires de Muffin-Tin (LMTO) SPR (Spin-Polarized Relativistic) avec une approche 

ASA (Atomic Sphere Approximation). La structure cristalline a été déterminée à l'aide d'un 

processus de relaxation qui a conduit à une structure tétragonale centrée (BCT). Les calculs 

magnétiques indiquent que l'interaction inter-plan est ferromagnétique, avec un moment 

magnétique plus élevé que celui du massif. La réponse linéaire de Kubo-Greenwood est utilisée 

pour calculer la dispersion du tenseur de conductivité optique en fonction de la fréquence du 

rayonnement électromagnétique entrant. Les spectres de l'effet Kerr magnéto-optique polaire sont 

présentés sur une bande d'énergie photonique jusqu'à 10 eV. Les transitions interbandes expliquent 

les origines microscopiques des caractéristiques uniques des rotations de Kerr. 

La deuxième partie présente une étude théorique sur le dérivé de Chalcone, 4-[(1E) -3-(4-

méthoxyphényl) -3-oxoprop-1-en-1-yl] phényle 4-méthylbenzène-1-sulfonate (4MPMS). La 

théorie de la fonctionnelle de la densité est utilisée pour effectuer des calculs sur l'optimisation de 

la géométrie, le spectre vibratoire, les shifts chimiques des RMN 1H et 13C, les énergies des 

orbitales moléculaires frontières et les propriétés optiques non linéaires en utilisant le niveau 

B3LYP avec l'ensemble de base 6-311++G(d,p). La polarisabilité (α), l'anisotropie de la 

polarisabilité (Δα), l'hyperpolarisabilité de premier et de second ordre (β et γ) ont été étudiées en 

état statique et en fonction de la fréquence (532 nm). Les résultats ont montré que les 

caractéristiques optiques non linéaires dépendant de la fréquence du 4MPMS sont plus élevées que 

les caractéristiques statiques et que la molécule pourrait être applicable aux matériaux optiques 

non linéaires du premier et du second ordre, avec une bonne similarité entre la structure 

expérimentale et la structure théorique. 
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 ملخص

الجد  في الجزء الأول، قمنا باستخدام حسابات المبادئ الأولى لتحليل الخصائص البنيوية والمغناطيسية والمغناطيس ضوئية لألفالم

 لقد تم تبني مقاربة نسبية استعملت فيها نظرية  001رقيقة المكونة من النيكل الموضوع فوق الروديوم في الاتجاه البلوري 

DFT معLSDA     تم تحديد الهيكل البلوري باستخدام عملية استرخاء أدت إلى هيكل بلوري متمركز)BCT(   تشير الحسابات

غرينوود -المغناطيسية إلى أن التفاعل بين الطبقات هو مغناطيسي، مع قيمة مغناطيسية أعلى. تم استخدام الاستجابة الخطية لكوبو

لحساب تشتت جسم الإمكانية البصرية استناداً إلى تردد الإشعاع الكهرومغناطيسي الوارد. تم حساب طيف كير البصرية 

إلكترون فولت. تصف الانتقالات بين الفترات الفرقية الأصول الدقيقة  10ية على مدى طاقة الفوتون حتى المغناطيسية القطب

 للخصائص الفريدة لدورات كير.

 ,yl] -1-en-1-oxoprop-3-méthoxyphényl) -(4-3-[(1E) -4جزء الثاني يقدم دراسة نظرية حول مشتق الشالكون ال

ate (4MPMS)sulfon-1-méthylbenzène-phényle 4  تم استخدام نظريةDFT  ،لإجراء حسابات على تحسين الهندسة

، وطاقات المدار الجزيئي الأمامي، C NMR(13و )1H والطيف الاهتزازي، وتحريك النواة الكيميائية للبروتونات والكربون

 تمت دراسة الاستجابية++G(d,p). 311-6مع مجموعة القاعدة  B3LYP والخصائص البصرية غير الخطية باستخدام مستوى

)α(تغير استجابية ،)Δα(  استجابية فائقة البصرية الأولى والثاني ،β  و γ ( 532في الحالة الثابتة وتحت التردد  .)نانومتر

، أعلى من تلك الثابتة وأن الجزيء 4MPMSأظهرت النتائج أن خصائص البصرية غير الخطية التي تعتمد على التردد لـ 

ن يكون من المواد  التي تستعمل في التطيقات بصرية غير خطية من الدرجة الأولى والثانية كما أن البنية المدروس يمكن أ

 البلورية النظريية و المصنعة  مخبريا متطابقان
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Light and magnetism are two astonishing phenomena that have evolved significantly 

throughout history transitioning from a philosophical topic to a sophisticated scientific field with 

significant technical and theoretical impacts. Ancient civilizations, such as the Greeks and 

Chinese, studied natural magnets (lodestones) and questioned the secrets of light. However, the 

systematic investigation did not begin until the middle of the 15th century, when William Gilbert 

classified elements into magnetic and nonmagnetic materials, providing the framework for current 

magnetic theory. Meanwhile, Islamic scholars set the ground and cleared the path for the study of 

light. In the 19th century, Hans Christian Ørsted's discovery of electromagnetism along with 

Michael Faraday's research on magnetic fields and electricity showed a strong relationship 

between these two phenomena. James Clerk Maxwell's revolutionary equations established a 

unified framework for comprehending electricity, magnetism, and electromagnetic waves, 

anticipating the emergence of light as an electromagnetic phenomenon. In the 20th century, the 

discovery of quantum physics improved our knowledge of the microscopic origins of magnetism 

and light. The idea of spin was too significant it shed new light on the atomic behavior of magnetic 

materials. Today, optics and magnetism continue to push forward scientific research and 

technological advancement. From magnetic storage technologies like as hard drives and medical 

imaging procedures such as MRI (magnetic resonance imaging) to spintronics and magnetic 

nanoparticles which use electromagnetism and optical principles, these domains continue to be at 

the top of research. 

Ultra-thin films, organic molecules, and organometallic complexes are all different and 

interconnected research domains with distinct features and uses. Ultra-thin films exhibit quantum 

unique properties, effects, and surface interactions, making them important for electronics, 

photonics, catalysis, and magnetic applications. Their magnetic and magneto-optical 

characteristics are used for data storage and sensing. Organic molecules on the other hand, with 

their many chemical functions, serve as building blocks for organic electronics, and medicines, 

while also displaying nonlinear optical properties to be applied in optical signal processing and 

imaging. Organometallic compounds, which combine organic and inorganic characteristics, are 

used in catalysis, sensing, and surface functionalization, with future applications in magneto-optics 

and nonlinear optics. Researchers continue to investigate its fundamental features and enhance 

applications in a variety of scientific and technological domains through theoretical modeling and 

experimental collaboration. 
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From a theoretical perspective, calculations represent an essential in field scientific research 

complementing experience, allowing experts to examine complicated systems, anticipate 

experimental outcomes, and gain a better understanding of fundamental phenomena. it uses 

mathematical models and computer tools to describe the behavior of physical systems ranging 

from subatomic particles to cosmic scale. Theoretical computations give insights into the 

fundamental principles driving the dynamics, interactions, and characteristics of complex systems, 

allowing researchers to push the boundaries of knowledge and develop novel technologies, using 

quantum mechanics principles such as DFT (density functional theory). 

In this study, we have used two different calculation programs that both employ the DFT 

framework, the first known as the SPR-LMTO-ASA ( Spin-Polarized Relativistic - Linear Muffin 

Tin Orbitals – Atomic Sphere Approximation) which is more specified in the calculation of 

magnetic and magneto-optical properties, performing under the LSDA (Local Spin Density 

approximation) that take into account spin and the exchange and correlation effects which 

represent essential parameters for magnetic properties, this software uses the self-consistent 

calculation process to calculate the optical conductivity tensor, it also makes it possible to 

determine the symmetry of the bands involved in interband transitions. It calculates structural 

properties using pseudomorphic epitaxial growth with the same lattice parameter in the plane of 

each film imposed by the substrate. The relaxation of the different systems is achieved through a 

process of optimizing the total energy of the systems studied as a function of the distance between 

the different atomic planes in each film, in two dimensional frame, square symmetry leads to a flat 

surface and allows perfect layer-by-layer growth and, consequently, there is no inter-mixing 

between substrate and the ultrathin film. The distances corresponding to the equilibrium are found 

after fitting the calculated values with suitable appropriate functions. The optimized structure is 

then used to study magnetic properties by calculating the magnetic moment and consequently 

determining the magnetic phase of each film. We performe our study of magneto-optical properties 

by calculating the magneto-optical Kerr effect spectra in the different ultrathin films via P-MOKE 

(Polar Magneto-Optical Kerr Effect) and determine the interband transitions responsible for the 

various peaks appearing in the P-MOKE spectra. 

The second is the GAUSSIAN computational chemistry software, which is more accurate with its 

visualization tools (gaussview) and analysis features in calculating molecular parameters such as 
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geometries, energies, electronic state, and optical properties of elements using different theoretical 

approaches, including Hartree-Fock theory along with plenty of approximations such as 

Generalized Gradient Approximation (GGA) with different methods like Becke 3 Lee-Yang-Parr 

(B3LYP). This method is used to build the geometric structure then perform structural 

optimization at the ground state energy level combined with spectroscopic analysis including IR 

(Infra-Red) and NMR (Nuclear Magnetic Resonance) spectra, frontier molecular orbitals HOMO 

(High Ocuppied Molecular Orbitals)  and LUMO (Low Unocuppied Molecular Orbitals), MEP 

(Molecular Electrostatic Potentiel) surface analysis and the NLO (Non Linear Optical) parameters 

such as polarizability, first-and second-order hyperpolarizability (α, β, and γ) in the static and 

dynamic state. 

This dissertation is made up of five chapters, the first one covers all the theoretical formalism, the 

second chapter is devoted to the tools used for this work, the third chapter explores diverse types 

of materials, followed by a fourth chapter that discusses the properties of these materials, and a 

final chapter to present and discuss the obtained results. 
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1.1 Introduction   

     In recent years science has developed enormously, it started by studying visible objects and 

now it has gone far to the atomic scale such as particles and electrons, and for each level, there are 

equations and formalisms that describe these systems. 

      As a result of classical mechanics limits in the 20th century, quantum mechanics was discovered 

as a branch of physics that is concerned with studying the atomic world and its properties that are 

defined by the status of electrons and their movement around its nucleus [1]. New principles have 

been defined such as wave functions and probability amplitudes that replaced the deterministic 

trajectories of classical mechanics. 

      Erwin Schrödinger one of the founders of this new branch in 1925 provided a mathematical 

description of how the quantum state of a physical system changes over time, which becomes the 

heart of quantum mechanics its general form is expressed as [2]: 

 𝐻̂𝛹 = 𝐸𝛹 (1.1) 

where H is the Hamiltonian operator and  Ψ is a wave function that is represented by a set of 

solutions, or eigenstates of the Hamiltonian. Each of these solutions  Ψn have an associated 

eigenvalue, and  En is a real number that satisfies the eigenvalue equation. The detailed definition 

of the Hamiltonian depends on the studied physical system. There are several well-known 

examples like the particle in a box or a harmonic oscillator where the Hamiltonian have a simple 

form and the Schrödinger equation can be solved exactly. But these are simple systems.  

        Our interest is in complicated systems where multiple electrons interact with multiple nuclei 

and each particle is exposed to effects from other particles. In this case, a more complicated 

description of the Schrödinger equation is given [3]. 

 

[
ℎ2

2𝑚
∑ 𝛻𝑖

2

𝑁

𝑖=1

+ ∑ 𝑉(𝒓𝑖)

𝑁

𝑖=1

+ ∑ ∑ 𝑈(𝒓𝑖, 𝒓𝑗)

𝑗<𝑖

𝑁

𝑖=1

] 𝛹 = 𝐸 𝛹 (1.2) 

where the first term is the kinetic energy of the system, the second term is the Coulomb electron-

electron interaction and the third term is the Coulomb electron-nuclei interaction. 
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    The Equation (1.2) can’t be resolved analyticaly, this challenge led scientists to think of ways  

that can help solving the Schrodinger equation or at least give approximated results. There are 

plenty of methods that give approximated solutions to the Schrödinger equation and each of these 

approximations is suitable for a well-known situation. The most common is perturbation theory, 

Hartree-Fock, the Thomas-Fermi, The Born-Oppenheimer approximation, and the Density 

Functional Theory (DFT) [4].                                      

  In this chapter, we will establish the theoretical framework within which this work is based on 

1.2 Born Oppenheimer Approximation 

Oppenheimer and his supervisor Max Born worked on simplifying the Hamiltonian by making 

assumptions that deal with the quantum mechanics problem. The standard example they worked 

with is a bunch of nuclei, each with position Rα mass Mα and charge Zαe, interacting with a bunch 

of electrons, each with position ri, mass m, and charge –e [4]. The example Hamiltonian is: 

 
𝐻 = − ∑

ℏ2

2𝑀𝑗
𝑗

∇𝑖
2 − ∑

ℏ2

2𝑀𝑗
𝑗

∇𝑗
2 + 𝑉𝑗𝑗′ + 𝑉𝑖𝑖′ + 𝑉𝑖𝑗  (1.3) 

where  

 𝑉𝑗𝑗′ =
1

4𝜋𝜀0
∑

𝑍𝑗𝑍𝑗′𝑒
2

𝑹𝑗𝑗′
𝑗𝑗′ ,𝑗>𝑗′

 (1.4) 

 𝑉𝑖𝑖′ =
1

4𝜋𝜀0
∑

𝑒2

𝒓𝑖𝑖′
𝑖𝑖′,𝑖>𝑖′

 (1.5) 

and 

 
𝑉𝑖𝑗 = −

1

4𝜋𝜀0
∑

𝑍𝑗𝑒2

𝑹𝑖𝑗
𝑖𝑗

 (1.6) 

 

The first two terms in the equation (1.3) represent the kinetic energy of the nuclei and the electrons 

respectively. The remaining three terms specify the potential energy as a function of the interaction 
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between the particles. The equation (1.4) express the potential  for the interaction of each pair of 

nuclei, this sum is composed of terms that are given by Coulomb's law for the repulsion between 

like-charge particles. Similarly, equation (1.5) corresponds to the electron-electron repulsion. 

Finally, Equation (1.6) is the potential for the attraction between a given electron (i) and a nucleus 

(j) [5]. 

       According to The Born Oppenheimer Approximation, the above Hamiltonian can be 

simplified because of the mass difference between the nuclei and the electrons. Recall that the 

proton-to-electron mass deference is [𝑚𝑝 𝑚𝑛⁄ = 1836], this means that the nuclei are slow 

compared to electrons, in exchange, the nuclei wave functions are much more localized than the 

electron wave functions. This motivated Born and Oppenheimer to fix the positions of the nuclei 

and look at the electron Hamiltonian, and only later solve for the nuclei dynamics. This is the 

essence of the Born-Oppenheimer assumption [4], that leads to separating the Hamiltonian into 

two parts. 

 
Ĥ = Ĥ𝑒𝑙𝑒𝑐 + Ĥ𝑛𝑢𝑐𝑙 = − ∑

ℏ2

2𝑚𝑖
∇𝑖

2

𝑖

+ 𝑉𝑖𝑖′ + 𝑉𝑖𝑗 − ∑
ℏ2

2𝑀𝑗
𝑗

∇𝑗
2 + 𝑉𝑗𝑗′ (1.7) 

The separation of the Hamiltonian allows to separate the wave function into two parts as well  

 𝛹 = 𝛹𝑒𝑙𝑒𝑐 . 𝛹𝑛𝑢𝑐𝑙 (1.8) 

The first three terms in equation (1.7) are referred to as the electronic part of the Hamiltonian, 

while the remaining two terms represent the nuclear Hamiltonian. 

 The Schrödinger equation for the general problem can then be written as 

 Ĥ(Ψelec . Ψnucl)

= − ∑
ℏ2

2𝑀𝑗
𝑗

∇𝑗
2(Ψelec . Ψnucl) − ∑

ℏ2

2𝑚𝑖
∇𝑖

2

𝑖

(Ψelec . Ψnucl)

+ (𝑉𝑗𝑗′ + 𝑉𝑖𝑖′ + 𝑉𝑖𝑗)(Ψelec . Ψnucl) = ℇ(Ψelec . Ψnucl) 

(1.9) 

As the first term of equation (1.9) express the kinetic energy of the nuclei, it is assumed that the 

wave function for the electrons is not modified by the corresponding operator. In other words, 

the movement of the nuclei takes place within the so-called electron cloud that is developed by 
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the average positions of the ensemble of electrons, inversely in the second term of the equation, 

the operator over the electronic coordinates does not affect the nuclear wave function, as the 

nuclear positions are taken to be fixed [5]. 

Dividing equation (1.9) by Ψnucl  

 

Ψelec

Ψnucl
∑ (−

ℏ2

2𝑀𝑗
∇𝑗

2Ψnucl) + [∑ (−
ℏ2

2𝑚𝑖
∇𝑖

2 + 𝑉𝑖𝑖′ + 𝑉𝑖𝑗) Ψelec

𝑖

]

𝑗

− (ℇ − 𝑉𝑗𝑗′)Ψelec = 0 

(1.10) 

simplified to  

 ∑ (−
ℏ2

2𝑀𝑗
∇𝑗

2Ψnucl) + 𝑉𝑗𝑗′ Ψnucl + (𝜀𝑒𝑙𝑒𝑐 − ℇ

𝑗

)Ψnucl = 0 (1.11) 

 ∑ (−
ℏ2

2𝑚𝑖
∇𝑖

2 + 𝑉𝑖𝑖′ + 𝑉𝑖𝑗) Ψelec

𝑖

= 𝜀𝑒𝑙𝑒𝑐Ψelec  (1.12) 

 

it becomes evident that the electronic energy enters the Hamiltonian for the nuclear motion as an 

effective potential function. Thus, if the "electronic problem", as given by Equation (1.12), has 

been solved as a function of the nuclear geometry, the resulting energy contributes to the potential 

function that governs inter-nuclear displacements. 

 The argument presented in the preceding paragraph is perhaps easier to understand 

concerning a diatomic molecule. In this case, equation (1.12) is solved for each value of the (fixed) 

interatomic distance. The resulting electronic energy, as a function of this distance, is then 

substituted in equation (1.11) to yield the Schrodinger equation for the relative nuclear motion, as 

given by these last equations [5]. 

It should be emphasized that the Born-Oppenheimer approximation offer a well 

interpretation for molecular spectra of small molecules, even though it is still limited, and for that 

other approximations are required. 
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1.3 Hartree Approximation 

        Or what is known by the free electron approximation, it was established by Douglas Hartree 

in 1927, the electron-electron interaction (𝑉𝑒−𝑒) is modeled by assuming that each electron moves 

within a central field of force that is non-Coulomb in nature. In other words, simplifying the 

problem by breaking it down into a series of single-electron problems, and the term of electron-

electron (𝑉𝑒−𝑒) interaction on a certain electron at position r should approximately be represented 

by an electrostatic potential that is generated by all other electrons on average at position r [6]. 

This allows us to replace the (𝑉𝑒−𝑒) term by: 

 

𝑉𝑒−𝑒({𝒓𝑖}) ≈ ∑ 𝒱 𝐻𝑎𝑟𝑡𝑟𝑒𝑒 (𝒓𝒌)

𝑁

𝑘=1

 (1.13) 

with  

 
𝒱 𝐻𝑎𝑟𝑡𝑟𝑒𝑒 (𝒓) =

𝑒2

4𝜋𝜀0

∫
𝑛(𝒓′)

|𝒓 − 𝒓′|
𝑑3𝒓′ (1.14) 

The Hamiltonian decomposes into N single-particle and operators vary as a function of r, and each 

electron would be then described by an effective single-particle Schrödinger equation 

 
𝐻𝑒 = ∑ ℎ(𝒓𝑖)

𝑁

𝑖=1

= − ∑
ℏ2

2𝑚
∇𝑖

2

𝑖

−
1

4𝜋𝜀0
∑ ∑

𝑍𝑗𝑒2

|𝑟𝑖 − 𝑅𝑘|
+

1

8𝜋𝜀0
∑ ∑

𝑒2

|𝑟𝑖 − 𝑟𝑗|
𝑗≠𝑖𝑖𝑘𝑖

 (1.15) 

The wave function that allows us to solve equation (1.15) is written as: 

 Ψ(R, r) = Π𝑖=1
𝑁 𝜑𝑖(𝑅, 𝑟) (1.16) 

Formed only by single electron orbitals called Hartree product (HP). By using equation (1.16) on 

equation (1.15) we obtain 

 
(−

ℏ2

2𝑚
∇𝑖

2 + 𝒱𝑒𝑓𝑓(𝒓)) 𝜑𝑖(𝑅, 𝑟) = 𝐸𝑖𝜑𝑖(𝑅, 𝑟) (1.17) 

where 𝒱𝑒𝑓𝑓(𝒓) = 𝒱𝑖
𝑁 + 𝒱𝑖𝑗(𝒓) 
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The 𝒱𝑖
𝑁 and 𝒱𝑖𝑗(𝒓) are the potential functions for the interaction between an electron and a nucleus 

and the potential function of the interaction between two electrons. 

to estimate the effective energy (𝓥𝒆𝒇𝒇), we used the mathematical approach method of variations 

 
〈𝐻𝑒〉 =

⟨Ψ|𝐻|Ψ⟩

⟨Ψ|Ψ⟩
= ⟨Ψ|𝐻|Ψ⟩ (1.18) 

developing equation (1.18) 

 

⟨Ψ|H|Ψ⟩ = ∑⟨φi

i

|[
−ℏ2

2m
∇𝑖

2 − 𝒱𝑖
𝑁 +

1

8πε0
∑⟨φj

j≠i

|
e2

|ri − rj|
| φj⟩]| φi⟩ (1.19) 

the resulting energy is 

 

𝐸𝑖 = ⟨φi |[
−ℏ2

2m
∇𝑖

2 − 𝒱𝑖
𝑁 +

1

8πε0
∑⟨φj

j≠i

|
e2

|ri − rj|
| φj⟩]| φi⟩ (1.20) 

where the 𝒱𝑒𝑓𝑓(𝒓) or the Hartree potential is 

 
𝒱𝑒𝑓𝑓(𝒓) = −

1

4𝜋𝜀0
∑

𝑍𝑗𝑒2

|𝑟𝑖 − 𝑅𝑘|
𝑘

+
1

8πε0
∑⟨φj

j≠i

|
e2

|ri − rj|
| φj⟩ (1.21) 

The Hartree approximation is considered to be a simple approach that gives a solution to the 

Schrödinger equation but it is limited for several reasons such as it is a non-relativistic theory, by 

ignoring the electromagnetic fields, neglects the electron-electron correlations as it treats each 

electron as if it moves independently in an average field created by all other electrons and it doesn’t 

take into account the Pauli exclusion principle and for that the results of this approximation are 

inadequate, which was the reason that led to the Hartree-Fock approximation. [7-9] 
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1.4 Hartree-Fock Approximation 

      In 1930, Slater [10] and Fock [11] pointed out that Hartree didn’t obey the wave function anti-

symmetry principle nor considered the spin, for that they developed a method that describes the 

electronic wave function of a system in a better way, namely Hartree-Fock approach. 

This method treats electrons as fermions where two electrons can not be located in the same 

quantum state following the Pauli exclusion principle, to ensure the anti-symmetry principle, the 

Slater determinant is used to give another definition of the wave function 

  

Ψ(𝑟1, 𝑟2 … . , 𝑟𝑁) =
1

√𝑁!
|

𝜑1(𝑟1) 𝜑1(𝑟2)    . . . 𝜑1(𝑟𝑁)
𝜑2(𝑟1) 𝜑2(𝑟2)    . . . 𝜑2(𝑟𝑁)

⋮
𝜑𝑁(𝑟1)

⋮
𝜑𝑁(𝑟2)    . . .

⋮
𝜑𝑁(𝑟𝑁)

| 

(1.22) 

1

√𝑁!
  is the wave function normalization constant. 

The columns are single wave functions and the rows are electron coordinates, in line with our 

mathematics knowledge, the sign of Equation (1.22) will change when we exchange any two rows 

or columns, which guarantees the anti-symmetry principle. Besides that, it also ensures us that two 

different electrons won’t occupy the same electron state owing to two equivalent rows or columns 

resulting in the value of determinant zero [9]  

The energy result according to the new wave function (1.22) is calculated as follows: 

 
⟨Ψ|H|Ψ⟩ = ∑ [⟨𝜑𝑖 |(

−ℏ2

2m
∇𝑖

2 − 𝒱𝑖
𝑁 +

1

2
∑⟨𝜑𝑗(𝑟𝑗)|𝒱𝒊𝒋|𝜑𝑗(𝑟𝑗)⟩

𝒊≠𝒊

)| 𝜑𝑗⟩

𝑖

−
1

2
∑⟨𝜑𝑖(𝑟𝑗)𝜑𝑗(𝑟𝑖)|𝒱𝒊𝒋|𝜑𝑖(𝑟𝑗)𝜑𝑗(𝑟𝑖)⟩

𝒊≠𝒊

]   

(1.23) 

as shown in equation (1.23) we confirm the existence of two parts in the energy equation the first 

known part from the Hartree equation and the second part resulted from the consideration of the 

Pauli principle. The Hartree-Fock approximation is based on the same concept of Hartree that deals 

with multiple particle systems as a one-particle system in an effective potential created by other 
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particles. The inherent limitation of this approximation is the slater determinant that makes it hard 

to calculate and from a digital perspective it takes a long time to be calculated And for that, the 

necessity of another approximation is needed [11]. 

 

 

1.5 Thomas Fermi Approximation  

Thomas [12] and Fermi [13], independently, introduced a semiclassical method to 

approximate the energy of an electronic system, where they proposed an expression for the total 

electronic energy, including contributions from kinetic, exchange, and correlation energies. These 

contributions were initially derived for a homogeneous electron gas, for which good 

approximations had already been made. The key idea was to extend these approximations to 

inhomogeneous systems by evaluating the energy densities locally: 

 
𝐸𝛼(𝜌) = ∫ 𝜌(𝒓)𝜀𝛼[𝜌(𝒓)] 𝑑𝒓 

(1.24) 

Where 𝜀𝛼[𝜌(𝒓)] is the energy density of contribution α (kinetic, exchange, and correlation) 

calculated locally to the value assumed to be equivalent to the density at each point in space. This 

was the first time that the local density approximation (LDA) was proposed. We will explain this 

approximation in detail later on. For a homogeneous gas of electrons, where electron density is 

related to Fermi energy 𝜀𝐹 by the relation 

 

𝜌 =
1

3𝜋2
(

2𝑚

ℏ2
)

3
2

𝜀𝐹

3
2 

(1.25) 

while the kinetic energy is 𝑇 =
3𝜌𝜀𝐹

5
 , leading to the kinetic energy density  

 
𝑡(𝜌) =

3

5

ℏ2

2𝑚
(3𝜋2)

2
3𝜌

2
3 

(1.26) 

thus, the Thomas-Fermi kinetic energy: 



Chapter 1  Theoretical Formalism 

 

12 

 

 
𝑇𝑇𝐹 = 𝐶𝑘 ∫ 𝜌(𝒓)

5
3 𝑑𝒓 

(1.27) 

with  𝐶𝑘 =
3(3𝜋2)

2
3

10
= 2.871 Hartree and 1 Hartree =27.21 eV, the exchange can be introduced, in 

the same context, using Slater's expression for a homogeneous electron gas. [14,15]. 

 
𝐸𝑥(𝜌) = 𝐶𝑥 ∫ 𝜌(𝒓)

4
3 𝑑𝒓 

(1.28) 

with 𝐶𝑥 = 3 (
(3/𝜋)1/3

4
) = 0.739 Hartree, The inclusion of exchange effects at this level leads to 

what is known as the Thomas-Fermi-Dirac (TFD) model. Correlation effects can be introduced 

using Wigner's approximation for a homogeneous electron gas[16]: 

 

𝐸𝑐(𝜌) = −0.056 ∫
𝜌(𝒓)

4
3

0.079 + 𝜌(𝒓)
1
3

𝑑𝒓 

(1.29) 

this approximation is based on the assumption of a homogeneous gas system, which makes it bad 

for inhomogeneous systems, and for that, a new approximation was required. As it is proven that 

the only electronic variable in these energy expressions (1.27, 1.28, 1.29) is the electron density ρ, 

in this context the name of density functional was introduced which was the start of a new 

approximation, the Density Functional Theory. 

 

 

1.6 Density Functional Theory 

       In the 1960s, density functional theory (DFT) was developed as an alternative to the Hartree-

Fock method with lower computational costs. This method determines the properties of a many-

electron system by using the electron density instead of wave functions. This is traced back to the 

Thomas-Fermi model [17,18] in 1927, which assumed an approximately uniform distribution of 

electrons in an atom. However, this model still has errors in the exchange of energy and it neglects 

the electron correlation. The density functional theory was built from a theoretical foundation with 

the publication of the Hohenberg-Kohn theorems [19,20]. 
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1.6.1 Hohenberg-Kohn Theorem 

       In 1964 Pierre Hohenberg and Walter Kohn proposed two main theorems that calculate the 

ground state electronic energy using the electronic density 𝜌(𝑟) [20]. 

      Theorem 1: the external potential 𝒱𝑒𝑥𝑡(𝒓) and the obtained total energy 𝐸𝑡𝑜𝑡𝑎𝑙 are functional 

of the electron density 𝜌(𝑟)  

 
𝐸[𝜌(𝑟)] = 𝐹[𝜌(𝑟)] ∫ 𝜌(𝒓)𝒱𝑒𝑥𝑡(𝒓)𝑑𝒓 (1.30) 

∫ 𝜌(𝒓)𝒱𝑒𝑥𝑡(𝒓)𝑑𝒓 represent the nuclei-electron interaction and 𝐹[𝜌(𝑟)] is a density functional  

 𝐹[𝜌(𝑟)] = 𝑇[𝜌(𝑟)] + 𝑉𝑒−𝑒[𝜌(𝑟)] = 𝑇[𝜌(𝑟)] + 𝐸𝐻𝑎𝑟𝑡𝑟𝑒𝑒[𝜌(𝑟)] + 𝐸𝑥𝑐[𝜌(𝑟)] (1.31) 

where 𝑇[𝜌(𝑟)] represents kinetic energy and  𝑉𝑒−𝑒[𝜌(𝑟)] represents electron-electron energy that 

contains according to Hartree-Fock, the Hartree energy 𝐸𝐻𝑎𝑟𝑡𝑟𝑒𝑒[𝜌(𝑟)], the exchange and 

correlation energy 𝐸𝑥𝑐[𝜌(𝑟)] [21]. 

      Theorem 2:  The ground state density in a system corresponds to the lowest energy possible 

for the system that can be expressed mathematically as follows:  

 𝐸[𝜌(𝑟)] ≥ 𝐸𝐺𝑆[𝜌𝐺𝑆(𝑟)] (1.32) 

𝐸[𝜌(𝑟)] represents the calculated energy by a random density 𝜌(𝑟), while 𝐸𝐺𝑆[𝜌𝐺𝑆(𝑟)] represents 

the lowest energy level of the studied system that corresponds to the minimum energy possible or 

the ground stat density (GS) 𝜌𝐺𝑆(𝑟) [19]. 

Even though this theorem provides a method for finding the ground state density and its 

corresponding energy, it provides no detailed formalism of  𝐹[𝜌(𝑟)], nor an insight into how to 

solve the many-electron Schrödinger equation. 
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1.6.2 Kohn-Sham Equations  

       In 1965, Walter Kohn and Lu Jeu Sham established a method to determine the density 𝜌 based 

on the Hartree-Fock idea and the one-electron Schrödinger equation, which was a self-consistent 

equation that takes into account the exchange and correlation effects [19-22]. 

 
(

−ℏ2

2m
∇𝑖

2 − 𝜐𝑒𝑓𝑓(𝑟)) 𝜑𝑖(𝑟) = 𝜀𝑖𝜑𝑖(𝑟) (1.33) 

The  𝜐𝑒𝑓𝑓(𝑟)  is known as the Kohn-Sham potential which represents the effective external 

potential,  𝜑𝑖(𝑟) is the Kohn-Sham orbital function, and the 𝜀𝑖 is the energy eigenvalue that 

correspond to the Kohn-Sham orbitals [19]. 

The electron density can be expressed with the following operator: 

 

𝜌(𝑟) = ∑|𝜑𝑖(𝑟)|²

𝑁

𝑖=1

 (1.34) 

the total energy is expressed as: 

 
𝐸[𝜌(𝑟)] = 𝑇[𝜌(𝑟)] + 𝐸𝐻[𝜌(𝑟)] + ∫ 𝒱𝑒𝑥𝑡(𝑟)𝜌(𝒓)𝑑𝒓 + 𝑉𝑥𝑐[𝜌(𝑟)] (1.35) 

in this expression (1.35), 𝑇[𝜌(𝑟)] is the kinetic energy of non-interactive electrons,  𝐸𝐻[𝜌(𝑟)] is 

the Hartree potential that designs the interaction between electrons, 𝒱𝑒𝑥𝑡(𝑟) is external potential 

as previously defined and   𝑉𝑥𝑐[𝜌(𝑟)] is the exchange-correlation potential, expressed as: 

 
𝑉𝑥𝑐[𝜌(𝑟)] =

𝛿𝐸𝑥𝑐(𝜌)

𝛿𝜌(𝑟)
 (1.36) 

the density of the ground state is given by a sum of all occupied orbitals (1.34) 

𝐸𝑥𝑐(𝜌) is composed of the following terms: exchange, correlation, and Coulomb functional, that 

shows up while calculating the Schrödinger equation energies using the density operator.  
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The system total energy can be calculated using equation (1.35) however it is still impossible due 

to the unknown form of the 𝑉𝑥𝑐[𝜌(𝑟)]. Which requires the search of an approximation for the 

exchange and correlation part [19-22]. 

1.7 Exchange and Correlation Functional   

The development of Kohn, Sham and even the Hartree–Fock equations has highlighted the 

fact that the only remaining unknown part in this formalism is the exchange-correlation. Thus, to 

solve those two equations, various exchange-correlation functionals have been considered. 

The effects generated by electron interactions fall into three categories: exchange, dynamic 

correlation, and non-dynamic correlation, where the exchange effect results from the 

antisymmetric of the total wave function concerning the exchange of electronic coordinates, it 

complies with Pauli's principle. This effect is not influenced by the electron's charge and is taken 

into account in Hartree-Fock theory because of the antisymmetric of the Slater determinant 

representing the wave function. The correlation effect refers to the correlation between electronic 

mobility resulting from inter-electronic coulombian repulsion in 
1

|ri−rj|
. It mainly relates to 

correlation effects for core electrons, unlike the exchange effect, which is caused by the electron's 

charge, however, it is not affected by spin. This effect is neglected by the Hartree-Fock theory. 

The third effect arises from the fact that electronic wave functions are formulated in terms 

of independent particles. This is the correction of self-interaction which leads to a calculation of 

the pair electron number. The exchange-correlation function must take into account, in addition to 

what has already been stated, the difference in kinetic energy between the non-interacting 

imaginary system and the real one. Thus, the calculation of the exchange-correlation energy and 

potential relies on several approximations [22]. 

 

1.7.1 Local Spin Density Approximation (LSDA) 

            In density functional theory, the Local spin Density Approximation (LSDA) is an 

uncomplicated approximation that may deliver an accurate exchange-correlation definition. This 
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approach was first brought out by Kohn and Sham [24], while the Thomas-Fermi model was the 

origin of this approach [17]. 

It is simply based on the assumption that the density 𝜌(𝑟) is considered to be homogeneous 

electron gas over all the space and that the exchange-correlation potential is a local quantity 

defined in a position 𝑟 . The difference between the LSDA and the LDA approximation is that the 

LSDA take into consideration the concept of spin on the LDA approximation. As a result, the 

electronic density is split into two parts, The LSDA approximation's advantage is that it enables 

descriptions of systems placed within an external magnetic field and access to susceptibility [9-

19]. 

 𝜌(𝑟) = 𝜌 ↑ (𝑟) + 𝜌 ↓ (𝑟) = 𝜌(𝑟↑, 𝑟↓)) (1.37) 

In other words, exchange-correlation energy with LSDA and LDA can be expressed as: 

 
𝐸𝑥𝑐

𝐿𝑆𝐷𝐴(𝜌(𝑟)) = ∫ 𝜌(𝑟) 𝜀𝑥𝑐(𝜌(𝑟↑, 𝑟↓))𝑑𝑟  (1.38) 

 
𝐸𝑥𝑐

𝐿𝐷𝐴(𝜌(𝑟)) = ∫ 𝜌(𝑟) 𝜀𝑥𝑐(𝜌(𝑟))𝑑𝑟  (1.39) 

where 𝜀𝑥𝑐(𝜌(𝑟)) represents the exchange-correlation energy of each particle. 𝐸𝑥𝑐(𝜌) could be 

divided into two sections to put in simpler terms: the exchange 𝐸𝑥 term and the correlation term 𝐸𝑐 . 

 𝐸𝑥𝑐 = 𝐸𝑥 + 𝐸𝑐 (1.40) 

𝐸𝑥 referred to as Dirac exchange, it is less complicated than 𝐸𝑐  and it can be expressed by  

 

𝐸𝑥(𝜌(𝑟)) = −
3

4
(

3

𝜋
)

1
3

∫ 𝜌(𝑟)
4
3𝑑𝑟 (1.41) 

Concerning  𝐸𝑐  a precise value has been obtained by the use of Ceperly and Alder's Monte-Carlo 

quantum computations [26]. These values were then approximated by Perdew, Zunger [27], 

Vosko, Wilk, and Nusair (VWN) [28]. 

This approach, therefore describes molecules, geometries, and vibration frequencies well 

especially for systems that have more or less uniform densities such as bulk metals,[25] but is poor 
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at predicting bonding energies (more than 10%). It overestimates the bond energies and gives gaps 

that are too small for semiconductors and insulating compounds. 

1.7.2 Generalized Gradient Approximation (GGA) 

To compensate for the L(S)DA deficiency induced by the density heterogeneity assumption, a 

density gradient is introduced to the density expression to describe the 𝐸𝑥. This method improves 

molecular geometries and ground-state energy results and it expressed with spin as  

 
𝐸𝑥𝑐

𝐺𝐺𝐴(𝜌(𝑟)) = ∫ 𝜌(𝑟) 𝜀𝑥𝑐(𝜌(𝑟↑, 𝑟↓, ∇𝑟↑, ∇𝑟↓))𝑑𝑟  (1.42) 

With calculation, plenty of gradient functions have been yielded by research groups such as the 

LYP by Lee, Yang, and Par [26], the Becke exchange functional B88 [27] the PW91 by Perdew 

and Wang [28], and the PBE by Perdew, Burke and Ernzerhof [29] which is regarded as the most 

suitable electronic structure calculation function approach, that has been applied throughout in 

most of the projects. 

Although with GGA approximation we improved the underestimation of calculated values to a 

certain extent. However, GGA also exhibits other weaknesses, such as overestimating the lattice 

constant of the heaviest elements and underestimating the band gap. It also considers the trade-off 

between computational cost and accuracy. 

 

1.8 Pseudo-Potentials 

The pseudo-potential concept is based on the fact that the atoms that compose a crystal are 

surrounded by several electronic layers, the aim is to minimize the number of variables to be taken 

into account when solving the problem.  

A simple way of simplifying the problem is to consider two groups of electrons, core electrons 

which are very little influenced by the external environment, and valence electrons, which are 

responsible for most of the physicochemical properties of materials. This approach greatly reduces 

the number of equations to be solved, since we minimize the number of electrons in our system. 

This overcomes the most localized results which require the largest number of plane waves, and 

therefore computation time. 
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In pseudo-potential, the norm must be conserved and the charge within the cut-off radius rc is the 

same as in the standard. In other words, the charge within the cut-off radius rc must be the same. 

The wave function must match the true valence wave function, and in addition, the pseudo-wave 

function norm must also be the same as the wave function of the total system and we can define it 

by[30]: 

 

∫[𝑅𝑙
𝑃𝑃(𝑟)]2𝑟2𝑑𝑟

𝑟𝑐

0

= ∫ [𝑅𝑛,𝑙(𝑟)]
2

𝑟2𝑑𝑟

𝑟𝑐

0

 (1.43) 

where 𝑅𝑛,𝑙(𝑟) represents the radial part of the atomic orbital and 𝑅𝑙
𝑃𝑃(𝑟) is a pseudo wave function,  

both wave functions must satisfy these conditions: 

 𝑅𝑙
𝑃𝑃(𝑟) = 𝑅𝑛,𝑙(𝑟)                       𝑟 > 𝑟𝑐 (1.44) 

and the eigenvalues of 𝑅𝑙
𝑃𝑃(𝑟) and 𝑅𝑛,𝑙(𝑟) are equal 𝜀𝑙

𝑃𝑆 = 𝜀𝑙  

The wave function form 𝑅𝑙
𝑃𝑃(𝑟) is chosen in order to cancel out the nodes and oscillations arising 

from the orthogonalization of wave functions [31] within the sphere radius rc, the shape of the 

pseudo-potential is shown in Figure I.1 

 

Figure I.1 Form of a pseudopotential and a pseudo wave function (solid line), with comparison 

to the exact potential and wave function (dashed line). 
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1.9 Self-Consistent Cycle for DFT 

In determining the behavior of electrons in crystals through the solution of the Kohn-Sham 

equation, and to solve it we need to choose a basis for the wave functions, which can be taken as 

a linear combination of orbitals, called Kohn-Sham orbitals [2] 

 𝜓𝑗(𝑘, 𝑟) = ∑ 𝐶𝑖𝑗 𝜙𝑖(𝑘, 𝑟) (1.45) 

where the 𝜙𝑖(𝑘, 𝑟) are the basis functions and the 𝐶𝑖𝑗 are the development coefficients.  

Solving Kohn and Sham's equations means determining the coefficients for the 

𝐶𝑖𝑗 occupied orbitals that minimize the total energy. This resolution is iterative, using what is 

known as the self-consistent cycle of iterations illustrated by the flow chart in Figure I.2. This is 

achieved by injecting the initial charge density 𝜌𝑖𝑛 to diagonalize the secular equation: 

 (𝐻 − 𝜀𝑖𝑆) = 0 (1.46) 

where H represents the Hamiltonian matrix and S is the overlapping matrix. 

Then the new charge density 𝜌𝑜𝑢𝑡  is generated with the eigenvectors of this secular equation, using 

the total charge density, which can be obtained by summing over all occupied orbitals (1.34). If 

the calculations do not reach convergence the charge densities 𝜌𝑜𝑢𝑡 and  𝜌𝑖𝑛  get mixed as follows:  

 𝜌𝑖𝑛
𝑖+1 = (1 − 𝛼)𝜌𝑖𝑛

𝑖 + 𝛼𝜌𝑜𝑢𝑡
𝑖  (1.47) 

i represents the 𝑖𝑡ℎ iteration and α is the mixing parameter. In this way, the iterative procedure 

continues until convergence is achieved, this operation is done through a calculation machine using 

specific programs. 
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Figure I.2 Self-consistent cycle for density functional theory (DFT). 
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1.10 Conclusion  

   In this chapter, we went over the complicated world of quantum mechanics, exploring 

fundamental concepts like the Born-Oppenheimer and the Hartree-Fock approximations. These 

theories simplify the many-body Schrödinger equation and lay the foundation for understanding 

complex chemical and physical phenomena. 

Moreover, we've introduced the groundbreaking of DFT and the Hohenberg-Kohn theorems, 

which have revolutionized the way we approach scientific research. DFT, in particular, has 

emerged as a reliable and accurate method, widely adopted by scientists, it has transformed 

theoretical research into a virtual coordination laboratory, enabling unprecedented scientific 

breakthroughs, one cannot overstate the significance of these advancements in computational 

science. They empower researchers to perform virtual experiments, predict real-world outcomes, 

and even explore conditions and characteristics that are beyond the reach of traditional 

experimental laboratories. Moreover, these advancements significantly reduce the cost and time 

involved in scientific research, making it more accessible and efficient. These theoretical 

frameworks have not just remained abstract concepts; they've translated into solid scientific 

discoveries and technological advancements.  
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2.1 Introduction 

      The impact of DFT and related theories is felt across various fields and studies, from materials 

science to nanotechnology, and they continue to drive innovation. However, the existence of these 

methods as a pure mathematical form is not enough to perform calculation or data analysis, so the 

next step is to translate it into an executable program, without affecting their main role which is 

solving the many-body Schrödinger equation.  

Since the beginning of the 1970s, the computer began to be used in solving this equation in 

elementary quantum systems, the implementation of DFT into software is a multifaceted process 

that involves transforming the underlying mathematical formulations into practical and numerical 

computations. To simplify it, the continuous spatial domain is partitioned by dividing it into a grid 

or mesh. Thus, a new method was created to study the different properties of systems, that got 

classified into three main principles: 

 Empirical methods for which calculations require experimental results. 

 Semi-empirical methods for which calculations require both experimental and 

theoretical calculations  

 Ab-initio methods, for which calculations require only fundamental data. 

This last principle (ab-initio) went through a development phase to minimize the errors and became 

an adopted principle in research under the name of the first principle, during the upgrading phase, 

three groups were developed using the first principle basis [1]  

 The Fixed-base methods in which the wave function is expressed in a well-known 

orbitals basis (Gaussian, plane waves, atomic orbitals, etc.). This class includes 

the strong-bond method and the orthogonalized plane waves (OPW) method, these 

methods are better adapted to the "s-p" conduction bands of simple metals [2]. 

 Cellular methods where space is divided into spheres centered on each atomic site, 

and separated by an interstitial region, and the solution of the Schrödinger equation 

inside the sphere is connected to the intersection region. The augmented plane 

wave method APW (Augmented Plane Waves) [3], and the KKR method 
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(Korringa, Khon and Rostoker) [4] are the well-known methods in this group that 

could be applied to a variety of materials. 

 Linearized methods which are designed by Andersen [5] to overcome the 

limitations of previous methods combining their advantages, it includes the 

Linearized Augmented Plane Waves (LAPW) method and the LMTO method that 

was used in this work, whose main features will be described in detail.[6].   

The above-mentioned methods work on solving the Schrödinger equation: 

 [−∇2 + 𝑉(𝑟)]𝜑𝑗(𝑘) = 𝐸𝑗(𝑘)𝜑𝑗(𝑘, 𝑟) (2.1) 

This chapter aims to present the calculation methods used in this study by obtaining the 

Schrodinger equation solution which means finding the wave function, that allows predicting the 

physical and chemical properties of the studied system, to determine the effect of transition metal 

geometries, electronic parameters, magnetic moment, and optical, magneto-optical, and non-linear 

optical properties. 

 

2.2 Linear Muffin-Tin Orbitals (LMTO) 

One of the models used in this work is the LMTO model of Andersen (1975),[5] the code 

was written by Ove Jepsen from the Max Planck Institute in Stuttgart. The LMTO is a linear 

method that is based on the concept that the potential in an atomic system is spherically isotropic 

on the inside, constant on the outside with a certain radius (RMT), and centered at the atomic sites 

or what is known as the Muffin-tin approximation, [3]. 

 
𝑉(𝒓) = {

𝑉(|𝒓|), if    |𝒓|  ≤ 𝑅𝑀𝑇      

𝐶,             if    |𝒓|  > 𝑅𝑀𝑇
 (2.2) 
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2.2.1   Atomic Sphere Approximation 

The hardware performance at that time was much lower therefore some additional 

approximations were added and consequently several changes got introduced to enhance the 

obtained results. By introducing the Atomic Sphere Approximation originated from the Wigner-

Seitz (WS) method of 1933, which consists of performing the calculations over WS spheres with 

a radius Sws and a volume equal to the WS primary cell volume Ω of the associated atoms, this 

approach tends to make the sphere bigger [3]. 

For a crystal containing a single atom per primary lattice, the radius S of WS is therefore defined 

by Ω = (
4𝜋

3
) 𝑆3 

the solution of the Schrödinger equation (2.1) is given by the expression: 

 𝜑𝐿(𝐸, 𝑟) = 𝑢𝑙(𝐸, 𝑟)𝑖𝑙𝑌𝐿(𝒓̂) (2.3) 

where 𝑌𝐿(ȓ) is a real spherical harmonic, L is short for lm, 𝑖𝑙 is inserted according to the phase 

agreement of Condon and Shortle [7], and 𝜑𝐿 is the solution of the radial function of the energy E 

and the potential 𝜐𝑟(𝑟), as well as the wave function for a valence electron in a crystal written as: 

 𝜓𝑘(𝐸, 𝑟) = ∑ 𝐶𝐿(𝑘) ∑ 𝑒−𝑖𝑘.𝑅𝜃(𝑟 − 𝑅)𝜑𝐿(𝐸, 𝑟 − 𝑅)

𝑅𝐿

 (2.4) 

where R is the lattice vector, 𝐶𝐿(𝑘) are coefficients obtained for a given energy E and wave vector 

K, so that the function 𝜓𝑘(𝐸, 𝑟) , and its derivative are continuous from one cell to another, where 

𝜃(𝑟 − 𝑅) is a function equal to unity inside the cell located at the origin and null outside [8]. 

Equation 2.4 is the solution of the Schrödinger equation for two conditions, the 𝐶𝐿(𝑘) is 

determined through an identified energy E and wave vector k, the 𝜓𝑘(𝐸, 𝑟) derivatives are 

continuous functions from between WS atomic spheres that have similar volumes with frontier 

conditions specified in a logarithmic derivative defined by: 

 
𝐷𝑙(𝐸) =

𝑠𝑢𝑙
′(𝐸, 𝑠)

𝑢𝑙(𝐸, 𝑠)
   (2.5) 

“s” is the radius of the atomic sphere defined by the condition 
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𝑠 = (
3Ω0

4𝜋
)

1
3
  (2.6) 

Ω0 is the Wigner-Seitz cell volume  

 

2.2.2 LMTO-ASA Method 

The Muffin-Tin orbitals approximation in their non-relativistic A-44 or relativistic         A-

65 (Appendix A)forms are used as the basis set in the variational process, which leads to solving 

the following equation: 

 

The calculations to solve this equation are really difficult and long, for this reason we will 

use the energy-independent Muffin-Tin orbitals to facilitate calculations 

 

2.2.2.1 Basis Functions 

Due to the spherical symmetry of the potential within the atomic sphere, the basis functions 

are written as a product of the radial solution using spherical harmonics. In the LMTO-ASA 

method, the radial wave function is described as a Taylor series development at a point 𝐸𝑣 , taking 

into consideration the linear terms only. 

Let's Consider Φ𝑣(𝑟) as an exact solution of a radial equation, for an energy 𝐸𝑣   and Φ̇𝑣(𝑟) as its 

derivative concerning the energy, i.e. [9]. 

On the inside of the muffin-tin sphere, we create an approximate radial solution Φ (𝐷, 𝑟) of the 

Schrödinger equation through the following relation [9]: 

 𝑑𝑒𝑡|⟨𝜒𝑙′
𝑘 (𝑟 − 𝑅)|𝐻 − 𝐸|𝜒𝑙

𝑘(𝑟 − 𝑅)⟩| = 0 (2.7) 

 
Φ𝑣(𝑟) = 𝑢𝑙(𝐸𝑣 , 𝑟)   ;   Φ̇𝑣(𝑟) =

𝜕𝑢𝑙(𝐸, 𝑟)

𝜕𝐸
|

𝐸=𝐸𝑣

 (2.8) 
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with 

this symbol (ʹ ) refers to 
𝜕

𝜕𝑟
 , and the value of the function (2.9) at the edge of the sphere is: 

In the basis functions set: 

the matrix components of both the Hamiltonian and the recovery have the form: 

At this point, we have only considered a single atomic sphere, while to describe the crystal, 

all the other spheres must be taken into account. Their influence on the energy spectrum is defined 

as a combination of potential parameters: 𝐷𝑣 , 𝑠Φ𝑣𝑙
2  , sΦ𝑣 , 𝑠Φ̇𝑣 and 〈Φ̇𝑣𝑙

2 〉. 

The first three parameters depend considerably on the chosen energy E. In fact, it is convenient to 

use 𝜔(𝐷1), 𝑠Φ2(𝐷1) and 
Φ(𝐷1)

Φ(𝐷2)
 where 𝐷1 = −𝑙 − 1 and 𝐷2 = 𝑙 and for that the equations (2.09, 

2.10, 2.11, 2.12) are written as follow: 

 Φ(𝐷, 𝑟) = Φ𝑣(𝑟) + 𝜔(𝐷)Φ̇𝑣(𝑟) (2.9) 

 
𝜔(𝐷) = −

Φ𝑣(𝑠)𝐷 − 𝐷𝑣

Φ𝑣(𝑠)𝐷 − 𝐷𝑣̇
 (2.10) 

 
𝐷𝑣 = 𝑆

Φ𝑣
′ (𝑠)

Φ𝑣(𝑠)
 (2.11) 

 
𝐷𝑣̇ = 𝑆

Φ̇𝑣
′ (𝑠)

Φ̇𝑣(𝑠)
 (2.12) 

 
Φ(𝐷, 𝑠) = Φ(𝐷) = Φ𝑣 (

𝐷𝑣 − 𝐷𝑣̇

𝐷 − 𝐷𝑣̇
) (2.13) 

 Φ𝐿(𝐷, 𝑟) = 𝑖𝑙𝑌𝐿(𝑟̂)Φ𝑙(𝐷, 𝑟) (2.14) 

 ⟨Φ𝐿′ (𝐷′)|𝐻 − 𝐸𝑣|Φ𝐿(𝐷)⟩ = 𝛿𝐿𝐿′ 𝜔𝑙(𝐷) (2.15) 

 ⟨Φ𝐿′(𝐷′)|Φ𝐿(𝐷)⟩ = 𝛿𝐿𝐿′ (+1〈Φ̇𝑣𝑙
2 〉𝜔𝑙(𝐷)) (2.16) 
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therefore, in Anderson's approximation [5], the muffin-tin orbital is written as: 

 

the muffin-tin orbital 𝜒𝐿
𝑘(𝑟)  is independent of energy and can be written as: 

𝑆𝐿𝐿′
𝑘  is a structural factor. 

In A-49, the second term is the sum of all contributions of the other atoms in the crystal. 

The muffin-tin orbital representation as a product of  𝛼𝐿(𝐷) through an energy-independent orbital 

is very useful, as it causes no change in the energy spectrum, but it does affect the wave function 

normalization within the sphere. 

 

2.2.3 Spin-Polarized Relativist (SPR)-LMTO-ASA 

2.2.3.1 Dirac Equation for a Spin-Dependent Potential 

There are many relativistic effects, which are caused by the simultaneous presence of spin 

polarization and spin-orbit coupling, such as the Kerr effect. By mean the investigation of a 

 
Φ𝑙(𝐷, 𝑟) =

𝜔𝑙(𝐷) − 𝜔𝑙(−𝑙 − 1)

𝜔𝑙(𝑙) − 𝜔𝑙(−𝑙 − 1)
Φ𝑙(𝑙, 𝑟) +

𝜔𝑙(𝐷) − 𝜔𝑙(𝑙)

𝜔𝑙(−𝑙 − 1) − 𝜔𝑙(𝑙)
Φ𝑙(−𝑙 − 1, 𝑟) (2.17) 

 𝜔𝑙(𝐷) − 𝜔𝑙(−𝑙 − 1)

𝜔𝑙(𝐷) − 𝜔𝑙(𝑙)
=

Φ𝑙(𝑠, −𝑙 − 1)

Φ𝑙(𝑠, 𝑙)

𝐷 + 𝑙 + 1

𝐷 − 𝑙
 (2.18) 

 
Φ𝑙(𝑠, 𝐷) =

(2𝑙 − 1)Φ𝑙(𝑠, −𝑙 − 1)Φ𝑙(𝑠, 𝑙)

(D + l + 1)Φ𝑙(𝑠, −𝑙 − 1) − (𝐷 − 𝑙)Φ𝑙(𝑠, 𝑙)
 (2.19) 

 
𝜒𝐿

𝑘(𝑟, 𝐷) ≈
𝜔𝑙(𝑙) − 𝜔𝑙(𝐷)

𝜔𝑙(𝑙) − 𝜔𝑙(−𝑙 − 1)
𝜒𝐿

𝑘(𝑟) = 𝛼𝐿(𝐷)𝜒𝐿
𝑘(𝑟) (2.20) 

 
𝜒𝐿

𝑘(𝑟) = Φ𝐿(𝑟, −𝑙 − 1)−Φ𝑙(𝑠, −𝑙 − 1) × ∑ 𝑆𝐿𝐿′
𝑘 Φ𝐿′ (𝑟, 𝑙′)

2(2𝑙′ + 1)Φ𝑙(𝑠, 𝑙′)
𝐿′

 (2.21) 
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polarized spin system, compared to the non-relativistic one, leads to a set of Kohn-Sham-Dirac 

equations that describe the ground state of a relativistic multi-electron system. 

This approach leads to the theory of the common density functional, in which current density 𝐽𝜇 is 

the key quantity instead of the electron density described in the DFT framework. 

The Hamiltonian for this approach has the form: 

 

where 𝛼 and 𝛽 are both Dirac matrices, H, and 𝑥𝑐 designate the Hartree, exchange, and correlation 

forces in the vector potential A and scalar potential V respectively. 

Due to the complexity of the above Hamiltonian, a new approach has been suggested [10] 

in which the existence of an effective magnetic field is assumed for exchange and correlation. The 

corresponding Hamiltonian is: 

where  

𝑉𝑥𝑐(𝑟)  represents the spin part of the exchange and correlation potential, while 𝑉𝑠𝑝𝑖𝑛(𝑟) is defined 

by: 

with  

 
𝐻 = 𝛼 [

𝑐

𝑖
∇ + 𝐴𝐻(𝐽𝜇) + 𝐴𝑥𝑐(𝐽𝜇)] +

1

2
(𝛽 − 𝐼) + 𝑉𝐻 + 𝑉𝑥𝑐  (2.22) 

 
𝐻 =

𝑐

𝑖
∇ +

1

2
(𝛽 − 𝐼) + 𝑉(𝑟) (2.23) 

 𝑉(𝑟) = 𝑉𝐻(𝑟) + 𝑉𝑥𝑐(𝑟) + 𝑉𝑠𝑝𝑖𝑛(𝑟) = 𝑉0(𝑟) + 𝑉𝑠𝑝𝑖𝑛(𝑟) (2.24) 

 𝑉𝑠𝑝𝑖𝑛(𝑟) =  𝛽𝜎[𝐵𝑒𝑥𝑡 + 𝐵𝑥𝑐] =  𝛽𝜎𝐵𝑒𝑓𝑓  (2.25) 
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𝑛 and 𝑚 are the electron density and spin magnetization density respectively, 𝐵𝑒𝑥𝑡 is the external 

magnetic field and 𝜎 is the 4 × 4 Pauli matrix. 

 

2.2.3.2 Relativistic LMTO Method  

As we discussed in the relativistic muffin-tin approximation subsection this method is a 

more general application of Anderson's technique in calculating the band structure in the 

relativistic case. By solving the Dirac equation starting from equation A-49 and its solutions that 

become [5]: 

Λ notation stands for relativistic quantum numbers (k, µ), with the radial functions 𝑔𝑘(𝑟, 𝐸) , 

𝑓𝑘(𝑟, 𝐸) and the spin angular functions 𝜒𝑘
𝜇

(𝑟̂) that defined as  

and the normalized 𝜙Λ(𝑟, 𝐸) inside the sphere of radius (s) leads to the following formula [11]: 

 
𝐵𝑒𝑥𝑡 =  

𝛿

𝛿𝑚
𝐸𝑥𝑐[𝑛, 𝑚] (2.26) 

 
𝐵𝑥𝑐 =  

𝛿

𝛿𝑛
𝐸𝑥𝑐[𝑛, 𝑚] (2.27) 

 
𝜙Λ(𝑟, 𝐸) = (

𝑔𝑘(𝑟, 𝐸)𝜒𝑘
𝜇

(𝑟̂)

𝑖𝑓𝑘(𝑟, 𝐸)𝜒−𝑘
𝜇

(𝑟̂)
) (2.28) 

 
𝜒𝑘

𝜇
(𝑟̂)  = ∑ 𝐶(𝑙

1

2
𝑗 ;  𝜇 − 𝑚𝑠, 𝑚𝑠)

𝑚𝑠=±
1
2

𝑌𝑙
𝜇−𝑚𝑠 (𝑟̂)𝜒𝑚𝑠

 
(2.29) 

 (𝐻 − 𝐸)𝜙Λ(𝑟, 𝐸) = 0 (2.30) 

 (𝐻 − 𝐸)𝜙̇Λ(𝑟, 𝐸) = 𝜙Λ(𝑟, 𝐸) (2.31) 
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to determine the solutions of the equations (inside the sphere) from the solutions outside the sphere, 

we introduce the logarithmic derivative 𝜙νΛ(𝑟) and 𝜙̇νΛ(𝑟) as follows 

the symbol 𝜈  indicates that the energy is defined by an 𝐸𝜈 . 

The basis functions ΦΛ(𝑟, 𝐷) for r ≤ s with a logarithmic derivative D for r = s, are obtained 

through the coordination of 𝜙νΛ(𝑟)  and 𝜙̇νΛ(𝑟) by analogy with the non-relativistic case through 

the following relationship 

the  𝜔𝑘(𝐷) coefficient is defined by: 

it ensures the continuity and differentiability of Φ𝜈(𝑟, 𝐷) at r = s (the sphere edge).  

In the ASA approximation, the potential inside the interstitial region is chosen so that                  

𝐸 − 𝑉 (𝑟 )  = 0 to avoid diverging solutions 𝑛Λ(𝑟) and 𝑗Λ(𝑟), that represents the relativistic 

Newman and Bessel functions respectively. 

The muffin tin orbital 𝜒Λ(𝑟 − 𝑅) is defined as a centered function in the R lattice site, it is 

determined if the descending solution 𝑛Λ(𝑟)(𝑟 − 𝑅) is increased in the sphere centered at R by 

ΦΛ(−𝑙 − 1, 𝑟 − 𝑅) and through a linear combination of the functions ΦΛ′(𝑙′, 𝑟 − 𝑅′) in the other 

spheres centered at 𝑅′ so that the 𝜒Λ(𝑟 − 𝑅) orbital is continuous at all points. 

 ⟨𝜙Λ(𝑟, 𝐸)|𝜙Λ(𝑟, 𝐸)⟩ = 1 (2.32) 

 ⟨𝜙Λ(𝑟, 𝐸)|𝜙̇Λ(𝑟, 𝐸)⟩ = 1 (2.33) 

 
𝐷𝜈̇𝑘 = 𝑠

𝑐𝑓𝜈̇𝑘(𝑠)

𝑔̇𝜈𝑘(𝑠)
− 𝑘 − 1 (2.34) 

 Φ𝜈(𝑟, 𝐷) = 𝜙νΛ(𝑟) + 𝜔𝑘(𝐷)𝜙̇νΛ(𝑟) (2.35) 

 
𝜔𝑘(𝐷) = −

𝑔𝜈𝑘(𝑠)𝐷 − 𝐷𝜈𝑘

𝑔̇𝜈𝑘(𝑠)𝐷 − 𝐷𝜈̇𝑘
 (2.36) 
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To create all the crystals, we use the Bloch theorem through the sum to get  

it can be written as: 

where 𝑔𝑘 = ΦΛ(𝑠, 𝐷), and  𝜎ΛΛ′
𝑘  is the relativistic structural factor given by the relation: 

with 𝑆𝑙′𝜇′−𝑚𝑠,𝑙𝜇−𝑚𝑠

𝑘  is the non-relativistic canonic structural factor,  

Using the Bloch sum of the muffin-tin orbitals in the application of the principle we end up with 

the following eigenvalue problem 

with  

The matrix elements of the 𝐻ΛΛ′
𝑘   and the overlay 𝑂ΛΛ′

𝑘  Hamiltonian in equation (2.42) are 

expressed by the structural factor matrix and the potential parameters 𝜔𝑘(−),
Φ(−)

Φ(+)
  and 〈𝜙̇𝜈𝑘

2 〉 with 

+ and – represent +𝑙 and −𝑙 − 1  

 𝜒Λ
𝑘(𝑟) = ∑ 𝑒𝑖𝑘.𝑅

𝑅

𝜒Λ(𝑟 − 𝑅) (2.37) 

 
𝜒Λ

𝑘(𝑟) =
ΦΛ(−𝑙 − 1, 𝑟)

√
𝑠

2𝑔𝑘(−𝑙 − 1)

− ∑
ΦΛ′ (𝑙′, 𝑟)

2(2𝑙′ + 1)√
𝑠

2𝑔𝑘′(𝑙′)Λ′

𝜎ΛΛ′
𝑘  

(2.38) 

 
𝜎ΛΛ′

𝑘 = ∑ 𝐶(𝑙′
1

2
𝑗′ ;  𝜇′ − 𝑚𝑠, 𝑚𝑠) ×

𝑚𝑠=±
1
2

𝑆𝑙′𝜇′−𝑚𝑠,𝑙𝜇−𝑚𝑠

𝑘 𝐶(𝑙
1

2
𝑗 ;  𝜇 − 𝑚𝑠, 𝑚𝑠) 

(2.39) 

 𝜒Λ
𝑘(𝑟) = ∑(𝐻ΛΛ′

𝑘 − 𝐸𝑗𝑘𝑂ΛΛ′
𝑘 )𝛼Λ

𝑗𝑘
= 0

Λ

 (2.40) 

 ⟨𝜙Λ′(𝑟, 𝐷′)|(𝐻 − 𝐸)|𝜙Λ(𝑟, 𝐷)⟩ = 𝜔𝑘(𝐷)𝛿ΛΛ′ (2.41) 

 ⟨𝜙Λ′(𝑟, 𝐷′)|𝜙Λ(𝑟, 𝐷)⟩ = [1 + 𝜔𝑘(𝐷′)𝜔𝑘(𝐷)〈𝜙̇𝜈𝑘
2 〉]𝛿ΛΛ′  (2.42) 
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Explicit expressions for 𝐻ΛΛ′
𝑘  and 𝑂ΛΛ′

𝑘  can be derived from the non-relativistic formula by making 

the following substitutions  

𝐿 = (𝑙, 𝑚) → Λ = (𝑘, 𝜇) 

Φl(𝐷) → 𝑔𝑘(𝐷) 

 

2.2.3.3 SPR-LMTO Method 

The SPR-LMTO-ASA (Relativistic Spin-Polarized LMTO) method is designed to 

calculate the spin-polarized systems. Ferromagnetic systems exhibit structural properties of this 

character, hence the necessity of using this method to study the system of this work. Generally, an 

accurate solution to the band structure problem in the relativistic framework that considers spin 

polarization has been obtained apart from the perturbation method. Due to that, we considered the 

relativistic muffin-tin orbitals using the Eigen-solutions with a spin-dependent potential of the one-

particle Dirac equation. 

It has been proven by Feder et al. [12], Strange et al. [13], and Cortona et al. [9] that the 

spin-dependent potential in the Dirac equation leads to an unlimited number of paired equations 

of the radial function. To avoid this situation, it has been illustrated that the coupling between the 

radial functions can be ignored except those with Δ𝑙 =  0 and Δ𝜇 =  0 [12], so the Dirac equation 

is written as: 

 ϕ𝑖(𝑟, 𝐸) = ϕΛ𝑖(𝑟, 𝐸))ϕΛ̅𝑖(𝑟, 𝐸) (2.43) 

Λ = (k, μ) , Λ̅ = (−𝑘 − 1, 𝜇) and 𝑖 represent the independent solutions of equation (2.24). 

By Normalizing the function ϕ𝑖(𝑟, 𝐸) within the Sphere of radius s, along with its derivative 

concerning energy 𝜙̇𝑖(𝑟, 𝐸) solve the following equations: 

 (H − E)ϕ𝑖(𝑟, 𝐸) = 0 (2.44) 

 (𝐻 − 𝐸)𝜙̇𝑖(𝑟, 𝐸) = ϕ𝑖(𝑟, 𝐸) (2.45) 

 ⟨𝜙𝑖(𝑟, 𝐸)|𝜙𝑖(𝑟, 𝐸)⟩ = 1 (2.46) 
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The formation of a relativistic SPR-LMTO orbital using the LMTO method leads to a 

complicated Hamiltonian and overlapping matrix, and the solution is to add solutions to the 

interstitial area nΛ(𝑟) inside the central sphere using the ϕΛ(−𝑙 − 1, 𝑟) function and in the 

remaining spheres by a linear combination of functions 𝜙Λ′(+𝑙′, 𝑟). 

The equations of the SPR-LMTO method are completely similar to the equations for the 

unpolarized spin case. Using the potential parameters 𝛼𝑖Λ(𝐷) and 𝛽𝑖Λ(𝐷) the matrices elements 

and the overlap matrices are given by: 

 

Within the framework of the SPR-LMTO method, the estimation of the matrix elements 

corresponding to the values of operators must be expressed in terms of the solutions of the single-

particle Dirac equation ϕ𝑖(𝑟, 𝐸) (2.44) and their energy derivatives 𝜙̇𝑖(𝑟, 𝐸),  instead of using the 

Bloch sum of the orbitals 𝜒Λ
𝑘(𝑟) which has the same (2.41) equation form. Thus, the Bloch wave 

function is written as: 

the coefficients 𝐴𝑖 and 𝐵𝑖 must be defined in terms of the eigenvectors 𝛼Λ
𝑗𝑘

 that occur in the 

development of the wave function as a function of 𝜒𝐿
𝑘(𝑟) which mean [14,15]. 

 ⟨𝜙𝑖(𝑟, 𝐸)|𝜙̇𝑖(𝑟, 𝐸)⟩ = 1 (2.47) 

 ⟨𝜙Λ′(𝐷′)|𝜙Λ(𝐷)⟩

= ∑ [
𝛼𝑖′Λ′(𝐷′)𝛼𝑖Λ(𝐷)⟨𝜙𝑖′ |𝜙i⟩ + 𝛼𝑖′Λ′(𝐷′)𝛽𝑖Λ(𝐷)⟨𝜙𝑖′|𝜙̇𝑖⟩ 

+𝛽𝑖′Λ′(𝐷′)𝛼𝑖Λ(𝐷)⟨𝜙̇𝑖′|𝜙i⟩ + 𝛽𝑖′Λ′(𝐷′)𝛽𝑖Λ(𝐷)⟨𝜙̇𝑖′|𝜙̇𝑖⟩
]

𝑖,𝑖′

 
(2.48) 

 ⟨𝜙Λ′(𝐷′)|(𝐻 − 𝐸)|𝜙Λ(𝐷)⟩

= ∑[𝛼𝑖′Λ′(𝐷′)𝛽𝑖Λ(𝐷)⟨𝜙𝑖′|𝜙i⟩ + 𝛽𝑖′Λ′(𝐷′)𝛽𝑖Λ(𝐷)⟨𝜙̇𝑖′|𝜙i⟩]

𝑖,𝑖′

 
(2.49) 

 𝛹𝑗𝑘(𝑟) = ∑[𝐴𝑖
𝑗𝑘

𝜙i(𝑟) + 𝐵𝑖
𝑗𝑘

𝜙i(𝑟)]

𝐿

 (2.50) 
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Finally, it is worth mentioning that the ASA approximation can be taken into account if we use the 

associated correction terms as part of the RLMTO method. 

 

2.2.4 Band Structure Calculations 

The wave functions of a crystal are defined as a linear combination of Bloch's basis 

functions. 

The energy corresponding to its wave functions is obtained from the variational principle 

leading to the following secular equation: 

the functions 𝜒𝐿
𝑘(𝑟) are written in a way to highlight the direct use of the potential parameters in 

the numerical calculation of the Hamiltonian matrix overlapping elements.  

 

2.2.5 Convergence and Stability 

To reach the necessary coherence, an iterative process is done and consists of developing 

the input potential 𝑉𝑛+1(𝑟) at the (𝑛 + 1)𝑡ℎ  iteration from the output density 𝜌𝑛
𝑜𝑢𝑡(𝑟) of the (𝑛)𝑡ℎ 

iteration. Theoretically, convergence is achieved when the potential 𝑉𝑛+1(𝑟) yields a density 

𝜌𝑛+1
𝑜𝑢𝑡 (𝑟) = 𝜌𝑛

𝑖𝑛(𝑟) 

 𝛹𝑗𝑘(𝑟) = ∑ 𝐶𝐿
𝑘

𝐿

𝜒𝐿
𝑘(𝑟) (2.51) 

 Ψ𝑗𝑘(𝑟) = ∑ 𝐶𝐿
𝑘

𝐿

𝜒𝐿
𝑘(𝑟) (2.52) 

 
𝐸(𝑘) =

⟨Ψ𝐿
𝑘|𝐻 − 𝐸|Ψ𝐿

𝑘⟩

⟨Ψ𝐿
𝑘|Ψ𝐿

𝑘⟩
 (2.53) 

 𝑑𝑒𝑡|⟨Ψ𝐿
𝑘|𝐻|Ψ𝐿

𝑘⟩ − 𝐸⟨Ψ𝐿
𝑘|Ψ𝐿

𝑘⟩| = 0 (2.54) 
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 with  

𝛼𝑛 is the mixing factor, it ranges from zero to one, depending on the problem and the accuracy, 

which is taken 10−6 for our work. 

 

 

2.3 GAUSSIAN Program 

Gaussian is a computational chemistry program for general use on any size and type of 

molecular systems, originally developed in 1970 by John Pople and his research group at Carnegie 

Mellon University, who later received the Nobel Prize in Chemistry for his contributions. This 

program is based on solving the Schrödinger equation with different theoretical models (Hartree-

Fock, DFT…)  using the Gaussian-type orbitals to represent the behavior of electrons in molecules. 

which permit the studying and describing molecular structures, energies, vibration frequencies, 

spectroscopic (NMR, IR, UV, etc.), electronic properties, thermodynamic parameters, optical 

properties, and much more advanced calculations for a wide range of systems (condensed phases, 

surfaces, gas-surfaces, and molecules …) through the determination of the optimal form 

(equilibrium geometry), total energy, and vibration frequencies (harmonic frequencies) for 

structures at the lowest points of a potential surface. The total energy is what the system would 

have if the atomic cores remained stationary at these low positions. The vibration rates help 

calculating a correction (zero-point correction) that determines the lowest energy state of the 

molecule [16]. 

 

2.3.1 Computational Methods  

The Gaussian program contains a hierarchy of procedures corresponding to different 

approximation methods. In the last few years, methods based on Density Functional Theory have 

gained slowly gaining popularity. The best DFT methods achieve significantly greater accuracy 

than the Hartree-Fock theory at only a modest increase in cost, they do so by including some of 

 𝜌𝑛+1
𝑖𝑛 (𝑟) = 𝛼𝑛𝜌𝑛

𝑖𝑛(𝑟) + (1 + 𝛼𝑛)𝜌𝑛
𝑜𝑢𝑡(𝑟) (2.55) 
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the effects of electron correlation, much less expensively than traditional correlated methods. DFT 

methods compute electron correlation via general functionals of the electron density, which splits 

the electronic energy into components: the kinetic energy, the electron-nuclear interaction, the 

Coulomb repulsion, and an exchange-correlation term accounting for the remainder of the 

electron-electron interaction which are computed separately. Various functionals have been 

defined, which are usually characterized by how they handle the exchange and correlation parts 

like the treatment of Vosko, Wilk, and Nusair (VWN) or the Non-local functional proposed by 

Becke, the LYP functional of Lee, Yang, and Parr or the combination of this two with B-LYP 

method and its hybrid functionals B3LYP that was developed in the late '80s, B3 referred to 

Becke's 3-parameter exchange and correlation function, which uses three parameters to combine 

exact Hartree-Fock exchange-correlation, and LYP is Lee Yang and Parr's correlation function, 

which recovers dynamic electron correlation. B3LYP is popular for many reasons, it was one of 

the first DFT methods that represented a significant improvement over Hartree-Fock. 

 B3LYP is generally faster than most Post-Hartree-Fock techniques and generally gives good 

agreement with the experimental data, it is also robust enough for a DFT method. At a more 

fundamental level, it is not as strongly parameterized as other hybrid functionals, having only 3 

while some have up to 26 [17]. 

2.3.2 Basis Sets 

A basis set is a mathematical representation of electronic orbitals of a system that is applied 

for theoretical calculations, which then combine to approximate the whole electronic wave 

function. In other words, basis sets may be identified by the approximation types for electronic 

orbitals they use, and by that, it means placing constraints on the positions of electrons in orbits. 

The larger basis sets and the more accurate calculations are, simultaneously requiring more 

computational resources [16].  

Gaussian provides a large selection of predefined basis sets and the first basis sets are the 

minimal basis sets that use fixed size atomic type orbitals or what is known as the Slater Type 

Orbitals (STO) 
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with k is the basis set size, 𝜙𝑛 is the basis functions and  𝛼𝑛 is the normalization constant, it was 

first established by J.C. Slater, That has been used as basis functions. 

where N is the normalization constant 𝛼 is the orbital exponent and r is the radius STOs are 

described by the function depending on spherical coordinates 

 

the r, 𝜃 and 𝜙 are spherical coordinates, 𝑌𝑙,𝑚 is the angular momentum part n, l, and m are quantum 

numbers. 

This basis function is used only for diatomic molecules or hydrogen-like molecules and non-

polarized molecules, which considred to be simpler systems,  However, for more complex systems, 

especially those involving heavier molecules, STOs can be less accurate due to the difficulty in 

efficiently performing multi-center integrals[18,19]. After that, a new type of atomic orbital called 

"Gaussian-type orbitals" (GTOs) emerged, known as the 3G, being easy to work with but less 

accurate individually. However, by combining multiple GTOs in specific ways, scientists did 

achieve accuracy similar to STOs while retaining computational efficiency. This paved the way 

for a more practical approach to studying atomic behavior. This basis function is defined with[20]  

 

c and β values are fixed and can be found differently, for a Cartesian Gaussian centered on atom, 

it can be represented as: 

 Ψ = 𝛼1𝜙1 + 𝛼2𝜙2 + 𝛼3𝜙3 + ⋯ 𝛼𝑘𝜙𝑘  (2.56) 

 BF = 𝑁 × 𝑒(−𝛼𝑟). (2.57) 

 𝜙1(𝛼, 𝑛, 𝑙, 𝑚; 𝑟, 𝜃, 𝜙) = 𝑁𝑟𝑛−1 × 𝑒(−𝛼𝑟)𝑌𝑙,𝑚 . (2.58) 

 GTO(3G) = 𝑐1𝑒(−𝛽1𝑟2) + 𝑐2𝑒(−𝛽2𝑟2) + 𝑐3𝑒(−𝛽3𝑟2) (2.59) 

 G𝑖,𝑗,𝑘 = 𝑁𝑥𝑎
𝑖 𝑦𝑎

𝑗
𝑧𝑎

𝑘𝑒(−𝛼𝑟𝑎
2) (2.60) 
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where i, j, and k are nonnegative integers, α is a positive orbital exponent, xa, ya  and za are cartesian 

coordinates with the origin at a, and N is the cartesian Gaussian normalization constant. This 

constant is expressed as [20]: 

 

The numerical approximations (basis sets and grids) are developed to meet the required 

convergent limits. The 6-31G known as Double and Triple zeta basis sets was developed by Pople 

et al. [21]. As the first basis sets that uses angular momentum to the orbitals that got upgraded 

polarized split valance 6-311G++(d,p) as a polarized basis set for heavy atoms to become a most 

used basis set for medium-sized systems [22], which are based on Møller and Plesset [23] 

perturbation method. 

 Plenty of other approaches that came after that were based on these two basis functions 

such as the one introduced by E.J Baerends known as Approximate molecular orbitals (AMOL) 

uses slater-type functions that ensure more harmonious development [24]. The Density 

Functional Molecular Orbital or what is known as DMol3 by B. Delley in 1990 [25], it provides 

flexible mathematically determined basis sets. 

 

 

 

 

 

 

 

 

 

𝑁 = (
2𝛼

𝜋
)

3
4

[
(8𝛼)𝑖+𝑗+𝑘𝑖! 𝑗! 𝑘!

(2𝑖)! (2𝑗)! (2𝑘)!
]

1
2

 (2.61) 
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2.4 Conclusion 

This chapter introduces the used programs in this work, by solving the Kohn-Sham 

equation iteratively through self-consistent field (SCF) calculations, often starting with an initial 

guess for the electron density. These iterations continue until self-consistency is achieved. 

Additionally, DFT software provides a choice of exchange-correlation functions, including 

popular ones like LDA and GGA, each with its approximations and advantages. Pseudopotentials 

are optionally used to simplify the representation of core electrons, making calculations more 

efficient, to handle large systems and expedite calculations, parallel computing techniques are 

commonly employed. The results are presented in user-friendly interfaces that allow researchers 

to input system specifications, select methods, and configure parameters. Comprehensive 

documentation, including manuals and tutorials, supports users in setting up and running 

calculations. 
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3.1 Introduction  

The useful matter is the accurate description of materials as Christopher Hall defined it, 

where it covers a vast area of elements such as steel, concrete rubber, plastics, wood and others. 

Over time scientists understood the relationship between the structural elements of materials 

and their properties which led to a new branch known as Materials science that specialized in 

studying and creating materials with specific properties. This field is constantly developing, 

driven by the pursuit of unique and adaptable materials with enhanced performance that have 

diverse applications.[1] 

Organic materials, derived from carbon-based compounds provide exceptional adaptability 

lightweight structures, and a flexible nature that exhibits a diverse range of properties to become 

essential components in everyday items, from packaging materials to electronic devices. At the 

same time, transition metals occupy an important position in the periodic table, carrying a 

variety of unique characteristics, such as excellent conductivity, magnetism and catalytic 

activity, their significance is illustrated through the general use in industrial processes, electrical 

devices, and catalysis. Combining these two components has produced a new category known 

as organo-metallic composites, this hybridization combined organic materials mechanical 

flexibility with transition metals exceptional characteristics.[2] 

In this chapter, we will explore the properties and applications of these types of materials: 

organic, transition metals, and oregano-metallic along with the studied materials in this work 

3.2 Transition Metals 

Metals play a very important role in everyday life (Iron, Copper, Zinc, etc.), they occupy an 

important part of the periodic table, and widely used in manufacturing superconductors, the 

construction of alloys, etc. The electric, mechanic, and magnetic properties of these materials 

make them ideal for various applications such as fuel batteries and detectors.  

Transition elements are those whose atomic state has a partially filled d subshell, for transition 

metals or f subshells for lanthanides, and actinides according to the l’IUPAC (International 

Union of Pure and Applied Chemistry) [3]. 

Transition metals are all metals that conduct electricity. They generally have high density, 

melting, and vaporization temperatures, except for those in Group 12, which have low melting 
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points like mercury liquid above -38.8°C, and Copernicium which may even be gaseous at room 

temperature [4]. 

This description refers to elements sharing a common set of properties, like all metals are good 

conductors of electricity, solid under normal temperature and pressure conditions, with a high 

density and melting temperature, they usually have  remarkable catalytic properties in their 

atomic and ionic forms. Due to the low energy differences between their different oxidation 

states, these elements can form a wide variety of ionic species in a wide range of oxidation 

states, giving rise to variously colored complexes due to the different electronic transitions 

within the incomplete d subshells, they are also likely to form numerous paramagnetic 

compounds.  

There are two types of transition metal: 

 Noble Metals, whose first ionization energy is lower than that of hydrogen, this means 

they are difficult to oxidize and do not often react with other elements. In addition, they 

are often rare, and expensive like gold, silver, platinum, etc. 

 Non-noble Metals are the opposite and their first ionization energy is higher than that of 

hydrogen. They oxidize in the open air more easily than noble metals like iron, copper, 

Nickel, etc. 

The rule of Klechkowski explains the electronic configuration that progressively fills an 

electronic subshell following a saturated orbital group for most chemical elements; the 

remaining elements are found precisely among the transition metals. This classifies the 

transition metals in three series or elements, and these elements establish bonds via their valence 

electrons in the s and d orbitals. 

Series 1 Sc       Ti      V       Cr       Mn      Fe       Co       Ni      Cu    Zn Z=21 to 30 

Series 2 Y      Zr      Nb      Mo      Tc      Ru        Rh        Pd       Ag       Cd Z=39 to 48 

Series 3 Lu       Hf      Ta       W       Re       Os       Ir       Pt        Au      Hg Z=57, 72 to 80 
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3.2.1 Electronic Properties 

Transition elements can be defined as elements with an unfulfilled d layer in one of their 

oxidation states. There are 5d orbitals, so 10 elements per row (3d, 4d, 5d). The electronic 

configuration of the ground state is shown in the three tables below, for each transition element, 

as well as the oxidation degree that refers to the loss (+) or the gain (-) of electrons according 

to the associated number. 

3.2.1.1 3d Elements 

 

Elements Symbol and Atomic Number Electronic configuration Oxidation Degree 

Scandium Sc       21 [Ar] 3d14s2 +3 

Titanium Ti        22 [Ar] 3d2 4s2 +2, +3, +4 

Vanadium V        23 [Ar] 3d3 4s2 +2, +3, +4, +5 

Chromium Cr      24 [Ar] 3d5 4s1 From +2 to +6 

Magnesium Mn      25 [Ar] 3d5 4s2 From +2 to +7 

Iron Fe      26 [Ar] 3d6 4s2 From +2 to +6 

Cobalt Co      27  [Ar] 3d7 4s2 +2, +3, +4, +5 

Nickel Ni       28 [Ar] 3d8 4s2 +2, +3, +4 

Copper Cu       29 [Ar] 3d10 4s1 +2, +3 

Zinc Zn        30 [Ar] 3d10 4s2 +2  
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3.2.1.2 4d Elements 

 

Elements Symbol &     Atomic Number Electronic configuration Oxidation Degree 

Yttrium Y       39 [kr] 4d15s2 +3 

Zirconium Zr        40 [kr] 4d2 5s2 +2, +3, +4 

Niobium Nb       41 [kr] 4d4 5s1 +2, +3, +4, +5 

Molybdenum Mo      42 [kr] 4d5 5s1 +2, +3, +4, +5, +6 

Technetium Tc      43 [kr] 4d5 5s2 From +2 to +7 

Ruthenium Ru      44 [kr] 4d7 5s1 From +2 to +8 

Rhodium Rh      45  [kr] 4d8 5s1 +2, +3, +4, +5, +6 

Palladium Pd       46 [kr] 4d10  0, +2, +4 

Silver Ag       47 [kr] 4d10 5s1 +2, +3 

Cadmium Cd        48 [kr] 4d10 5s2 +2  

 

3.2.1.3 5d Elements 

Elements Symbol &     Atomic Number Electronic configuration Oxidation Degree 

Lanthanum La       57 [Xe] 5d16s2 +3 

Hafnium Hf        72 [Xe] 5d2 6s2 +2, +3, +4 

Tantalum Ta       73 [Xe] 5d3 6s2 +2, +3, +4, +5 

Tungsten W       74 [Xe] 5d4 6s2 +2, +3, +4, +5, +6 

Rhenium Re      75 [Xe] 5d5 6s2 From +2 to +7 

Osmium Os       76 [Xe] 5d6 5s2 From +2 to +8 

Iridium Ir       77  [Xe] 5d7 6s2 +2, +3, +4, +5, +6 
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In bulk environments and in specific cases, metals behave strangely in the electronic filling 

order where electrons from the s orbitals move to the d orbital and that is Because the 3d and 

4s (or 4d and 5s) orbitals are almost in the same energy level, and it is interpreted as a 

stabilization process for the molecules for example, the most common electronic configurations 

are 3dn4s2, 4dn5s2, and 5dn6s2, but stabilized configurations by exchange interaction (the ground 

state is the maximum spin state) occur for chromium by 3d54s1, copper 3d104s1, and gold 

5d106s1. This is often translated as a half-filled or fully-filled energy level with high stability. 

But there are many more "exceptions" in 5s1 in the second line. In general, d orbitals are 

accessible and contribute to the establishment of "coordination bonds", ligand energy field is 

extremely important for the reactivity and properties of transition elements. The right quantum 

numbers to describe the ground state of transition elements are L and S, however the spin-orbit 

coupling increases with Z [5].  

 

  

 

 

 

 

 

And  

 

 

Platinum Pt       78 [Xe] 5d9 6s1 0, +2, +4, +5, +6 

Gold Au       79 [Xe] 5d10 6s1 +2, +3, +5 

Mercury Hg        80 [Xe] 5d10 6s2 +1, +2  

2m s 4n d 

1m s 5n d 

2m s 9n d 
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In most common situations metals are linked to each other with metallic bonds through 

valence electrons, which travel around ionic atoms in an “electronic cloud” as defined by the 

free electron model. There are several theories to explain this behavior, the most important is 

band theory, that explains certain behaviors in metal conductivity. Atoms tends to form bonds 

with each other, creating molecular orbitals, these bonds are all the same, but they must have 

different energies, in this way an infinite number of molecular orbitals with similar energies are 

formed. On the energy diagram, we notice a progression of closely spaced energy levels in the 

form of a band, this indicates that only a small amount of energy is required to move electrons 

from one orbital to another, ensuring good electric and heat conductivity. Bands can overlap 

and the energy levels between these bands is not uniformly separated, in other words, the 

number of energy levels in a band region is high at the center and decreases to the edges of the 

band, while it is null between the bands. 

Other complexes that are formed using transition metals along with other types of molecules 

(ligands) form what is known as coordination complexes through electronic exchange between 

them creating coordination bonds, based on the nature of these bonds, ligands can be classified 

into three types. The X-type ligands donate one electron to the metal and take another to form 

a covalent bond changing the valence electron number of the metal by one. There are mono-

functional X ligands such as hydrogen and halogens, the L-type ligands that have an even 

number of electrons and donate two electrons at a time to the metal. Finally, the Z-type ligands 

represented by acids that accept the donation of a pair of metal electrons modifying the valence 

number with two units.[6]. 

3.2.2 Physical Properties 

The structure of all transition metals is a highly coordinated structure like compact 

hexagonal (CH), face-centered cubic (FCC), or center cubic (CC). Metal atoms tend to behave 

like tiny marbles, stacked as densely as possible. C.F.C and C.H have a maximum compacity 

of 74%, however, in some cases, the metal bond exhibits a certain directionality and atoms stack 

up in a more open structure the C.C with a compacity of 68%, which ensures a tremendous 

hardness (+9 on the Mohs scale). Their dense structure gives transition metals additional 

properties, such as electrical conductivity, with metals being good conductors and some 

becoming superconductors at very low temperatures (generating high magnetic fields) and the 

melting temperature that is the highest compared to other types of materials (TF=3400 C°). 

Melting temperature is related to the bonding force of atoms (metallic bonds), and for transition 
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metals most partially filled "d" orbitals, in the same class of the periodic table, atomic radi 

decrease as atomic number increases, this is because the orbitals are increasingly filled with 

electrons, and therefore closer to the nucleus which requires a high energy to separate those 

atoms [7].  

 

 

 

 

 

 

 

Figure III.1 Different dense crystallographic structures (A) compact hexagonal C.H.,  (B) face-

centered cubic FCC, (C) centered cubic CC. 

 

3.3 Organic Compounds  

This term refers to substances found in living organisms and involves molecules 

containing carbon atoms, which have the ability to form up to four strong bonds with other 

elements or other carbon atoms, to form a long chain or rings or an enormous variety of 

compounds from the simple methane that contains one carbon atom to incredible complexes 

with hundreds of carbon atoms, lately modern chemistry could create and develop new organic 

compounds that are not from living organisms such as medicines dyes polymers, etc. [8]. 

Organic compounds can be classified into two categories: polymers which are macro-molecules 

formed by the repetition of a basic component named the monomer in a process called 

polymerization, it can be natural like DNA, and proteins, or manufactured like plastics or 

polyester. The second category is molecular materials that are formed by individual molecules, 

and can be classified into different subgroups based on their functional groups and structures, 

like hydrocarbons that only formed by carbon and hydrogen, alcohols that contain hydroxyl 

(A) (B) (C) 
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group (OH), ketones and aldehydes that have a carbonyl group (CO), carboxylic acids that 

include a carboxyl group (COOH) and amines that contain Nitrogen bonded to carbon atoms 

[8]. 

Organic compounds are characterized by their low melting temperature and weak density due 

to their fragile type of bonds, the high reactivity rate as a result of the diverse functional groups 

that allow them to participate in various chemical reactions, solubility in organic solvents such 

as alcohol or benzene and a good insulator [8] 

3.3.1 Organic Compounds Properties 

The electronic configuration of carbon (C) is He[2s2 2p2], means that only two of the 

four valance electrons in the p  orbital can form chemical bonds based on Klechkowski's rule, 

however experience confirmed the carbon's ability to form up to four bonds and, in most cases 

a covalent bond is formed by the overlapping of two atomic orbitals, which resulting in a shared 

pair of electrons that are attracted to the nuclei of both atoms forming the bond according to the 

valence bond theory and molecular orbital theory. There are two types of covalent bonds 

depending on the orbital that overlapped, the Sigma (σ) bonds that are formed when the s 

orbitals of two atoms overlap, while the Pi (π) bonds are formed when the p orbitals of two 

atoms overlap. 

Bond hybridization proposes that an electron from the s orbital could be shifted to the empty p 

orbital box forming four single valance electrons, the number of p orbitals involved in the 

hybridization process, helps define the hybrid orbitals formed and the properties of the studied 

molecule. There are three common types of hybridization sp, sp 2, and sp 3 and each type 

corresponds to a specific molecular geometry [9].   
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 Figure III.2 Hybridization types of valance orbitals in a carbon atom. 

The sp establishes triple short bonds an sp σ bond along with two π bonds sharing six electrons 

as it is shown in figure III.3: 

 

 

  

              Figure III.3 acetylene molecule 

sp2 creates σ bonds using three electrons while the fourth non-hybridized electron is used to 

create a delocalized π bond as it is presented in Figure III.4 

  

 

 

 

 Figure III.4 Ethylene molecule 
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sp3 form an equal number of σ bonds to form a tetrahedral structure as it is shown in Figure 

III.5 

  

 

 

 

 

 

Figure III.5 Methane molecule 

  

Organic molecules often have polar covalent bonds, as a result of unsymmetrical electron 

sharing caused by differences in the electronegativity of atoms, this polarity is measured by its 

dipole moment, μ, this electron (charge) distribution or polarity in a molecule could be 

represented visually through an electrostatic potential map that uses a color system to indicate 

the electron-rich and electron-poor regions in a molecule 

The delocalized π-electron system is the characteristic that gives organic compound its 

conductivity which allows the transport of electrons between atoms through the overlapping of 

the pz wave functions  with those of neighboring atoms, in what is known as the resonance. For 

example the benzene molecule could be represented in several ways as shown in Figure III.6 

 

Figure III.6 Different ways of drawing the benzene structure 

The benzene molecule varies between two stable structures changing the position of the single 

and the double bonds that are resumed by a circle to illustrate schematically the delocalization 

of electrons in the molecule. 
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3.3.2 Classification of Organic Compounds  

              Chemical Abstracts, a journal that classifies and indexes the chemical literature, 

reports about 195 million recognized organic molecules, where each molecule has unique 

physical characteristics such as melting and boiling points, as well as unique chemical reactions. 

Scientists introduced a method to organize all those molecules in a way that facilitates its study, 

through a classification of organic molecules into families based on their structural features, to 

make it a couple of organic chemical families that have similar chemical behavior, that is known 

as functional groups. Table III.1 gives an example of some common function groups. 

Name Structure 

Alkene (double bond) 

 

Alkyne (triple bond) 

 

Arene (aromatic ring) 

 

Halide 

 

 

 

 

 

Alcohol 
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Ether 

 

Monophosphate 

 

 

Table III.1 Structure of Some Common Functional Groups 

 

3.4 Chalcone  

            Chalcones are organic natural or synthetic compounds belonging to the bicyclic 

flavonoid family, were named by scientists Kostanecki and Tambor in 1899, it is found in plants 

such as angelica, Glycyrrhiza, Humulus, and Scutellaria. Recent studies have concentrated on 

it potential biological activity and capacity, to function as intermediates in the production of 

various heterocyclic systems, the structural skeleton of chalcones, particularly 1,3-diarylprop-

2-en-1-ones, consists of two aromatic rings joined by an open chain of three-carbon unit, with 

an unsaturated carbonyl system [10,11], it is a flexible molecule that could be found in two 

different structures Z(cis) and E(trans) as it is presented in Figure III.7, however, this last one 

is a more stable thermodynamically and require the lowest energy of formation, while the 

carbonyl group and B-ring exhibit substantial steric effects, making the compound unstable. 

There are several processes involved in synthesizing chalcone by condensation, the first step 

involves removing a proton (deprotonation1) from the α-carbon of acetophenone, which creates 

an enolate ion, the enolate functions as a nucleophile, attacking the carbonyl group of aromatic 

aldehydes to produce alkoxide anion, that takes a proton from water, resulting in β-hydroxy 

ketone, this last deprotonates the α-carbon of the β-hydroxy ketone, creating another alkoxide 

connected to an alkene. Finally, a dehydration process occurs (Deprotonation 2 and 

Elimination) Figure III.8 resumes these steps.[11] 
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 Figure III.7: the two chemical structures of chalcone 

 

Figure III.8 Chalcone synthesis mechanism via aldol condensation with a base catalyst 
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3.5 Organometallic Compounds 

Organometallic compounds bridge the fields of organic chemistry and inorganic chemistry, 

as they exhibit the characteristics of both types. These compounds are those elements that are 

formed by metal atoms connected to an organic material, in which the central metal atoms are 

directly bonded to an organic group or molecule through a Metal-Carbone bond, that could be 

ionic or covalent bound  delocalizes between the organic groups and a metal atom, which gives 

it a rich variety of coordination modes, including σ and π bonds formed by the organic ligands 

that ensure the material reactivity, on the other hand the metallic atom provide the material with 

remarcable stability against high temperatures, strong acids or bases, along with magnetic 

properties. These properties made the organometallic compounds exceptional catalysts and 

gave it the ability to be applied in various fields in chemistry and medicine [12]. 

Organometallic compounds are divided into different types, and the simple ones are those with 

a metal-carbon bond that is typically similar regarding the compound derivative, they could be 

classified into symmetrical compounds, where the metal atom is surrounded by similar function 

groups or atoms, like [Hg (C2H5)2] Diethylmercury as presented in Figure III.9, and 

asymmetrical  like the ethyl mercury as presented in Figure III.10  

 

Figure III.9 Diethylmercury molecule 

 

 

Figure III.10 Ethyl mercury molecule 
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The second type is the mixed organometallic compounds, where the metal atom is bounded to 

more than one organic or inorganic constituent, like 2 different metallic atoms connected to one 

organic functional group, like Ethyl magnesium bromide as shown in Figure III.10 

 

Figure III.11 Ethyl mercury molecule 

On this basis organometallic compounds are classified according to the type of metal-carbon 

bond, into Ionic-bonded organometallic compounds including the alkali metals, alkaline earth 

metals, lanthanides, and actinides mainly form ionic compounds, these are generally colorless 

compounds that are highly reactive, solid, non-volatile and insoluble in organic solvents. For 

example: Ph3C
-Na+, Cp2Ca, Cs+Me-, Na+Cp-.[12]  

The second is covalently bonded organometallic compounds, which in turn are classified into 

σ bonded organometallic compounds, where the organic ligand's carbon atom forms a two-

electron covalent connection with the metal shared between two atomic centers. Most elements 

have electronegativity values greater than one. Like the Ni(CO4) as presented in Figure III.12 

and the π bonded organometallic compounds where alkenes, alkynes, and other carbon groups 

have electrons in π-orbitals, when these orbitals overlap with the unoccupied orbitals of the 

metal atoms, this last gets bounded to many carbon atoms rather than just one as shown in 

Figure III.13 

 

Figure III.12 Tetra carbonyl nickel molecule 
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Figure III.13 Zeise’s salt molecule 

 

3.6    Conclusion  

In conclusion, we  explored the diverse types of materials that cover transition metals, organic 

compounds, and organometallic derivatives, and now it evident that knowing their complicated 

connections and exploiting their interaction, creates a chances for innovation that serves as the 

foundation and the aspiration for our research, offering insights into designing advanced 

materials with tailored properties for applications in fields such as medicine, energy, and 

materials engineering. 
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4.1   Introduction 

Material properties play a crucial role in classifying and determining their applications and 

elements selections, it is an essential aspect that defines the behavior and characteristics of 

different substances, it also represents unique features for each element. On the other hand, the 

materials science is developing based on understanding how various materials behave, this 

information is essential for building new technologies and enhancing existing ones for a variety of 

industries. To maximize the potential of a material, scientists must first understand its internal 

structure, which represents one of the most essential aspects that researchers study, including 

magnetism, how magnetism impacts light (magneto-optics), and how light interacts with the 

material in a non-linear fashion. These features are not only intriguing to investigate but also 

necessary for developing real-world applications. 

Material characteristics serve as a basis for creating and developing materials to satisfy specific 

requirements, the study of structural characteristics gives insights into the arrangement of atoms 

and molecules inside the material, laying the groundwork for predicting its mechanical, thermal, 

and electrical properties. Meanwhile, magnetic characteristics reveal the interesting realm of 

materials that respond to external magnetic fields, revealing potential in data storage, sensing, and 

energy conversion, on the other hand magneto-optical properties, lies at the interface of magnetism 

and optics, adding an interesting new dimension to materials study. Understanding how materials 

interact with light in the presence of magnetic fields has enabled new applications in information 

technology and telecommunications, furthermore, the study of nonlinear optical characteristics 

exposes the ability of materials to respond to intense light, opening the way for advances in laser 

technology, optical signal processing, and imaging. 

 

This chapter seeks to explore the most important properties used in this work by understanding the 

complexity of structural arrangements, magnetic responses, and optical behaviors. 

    4.2   Magnetic Properties 

The history of magnetism began a long time ago with a certain material called magnetite 

“magnet stone”. at that time, the only way to observe magnetic phenomena was to make magnetite 

magnets, until the invention of the first electromagnet. In 1825, Hans Christian Oersted observed 
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that a magnetic needle was deflected by an electric current passing through a conducting wire, this 

discovery, which links electricity and magnetism, was the basis of the electromagnetism theory. 

With the birth of quantum mechanics in the 1920s, physicists were able to show theoretically and 

experimentally that the electron behaves like a tiny magnet, it exhibits what is known as a 

"magnetic moment" or "spin", which is traditionally represented by an arrow indicating the 

orientation of this magnetic field [1]. 

In the 1970s, Albert Fert studied the way electrons move, and diffuses in a magnetized layer 

according to the orientation of their own "magnetization" or spin, he showed that the resistance 

encountered by an electron crossing a magnetized layer depends on the direction of its spin, relative 

to that of the layer's magnetization, the electrons of an electric current passing through a 

magnetized layer can be divided into two parts, magnetized layer: those whose spin is in the same 

direction as the magnetization of the layer, or "parallel spin", and those whose magnetization is in 

the opposite direction, or "antiparallel spin". Hence, we therefore observe two independent 

electrical currents flowing through the magnetic layer [1]. 

Magnetic materials are highly important in technology, their application generally appears in 

devices for power generation, information, telecommunications, data reading, and storage, as well 

as applications and information carriers, i.e. audio and video recording [1]. 

    4.2.1 Magnetism in Materials 

Faraday proved that any substance is magnetizable, but the effect is only appreciable in an 

intense magnetic field, by placing metal bars of different substances in a non-uniform magnetic 

field, some are attracted to regions of intense field, orienting themselves parallel to the field lines 

as a soft iron bar would, others are repelled towards regions where the magnetic field is weak, and 

orient themselves perpendicular to the field lines like silver or gold and they are known as 

diamagnetic elements. Substances that are comparable to iron are called ferromagnetic (iron, 

cobalt, nickel, and a large number of their alloys, especially steels), and some of their compounds, 

as well as certain combinations of non-ferromagnetic elements, substances that experience actions 

of the same nature as iron, but much less intense are called paramagnetic elements (aluminum, 

chromium, platinum... and certain compounds of ferromagnetic elements (e.g. 68% iron 32% 

nickel alloy). 
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In general, when a solid is immersed in a magnetic field, it has no noticeable effect on the 

structure of the solid or properties, except for a few magnetic substances, for which the magnetic 

field in the nearby sample can be multiplied by a factor of a hundred or even a thousand, each of 

the atoms in this solid  that are in contact with a magnetic field, behaves like a small magnet 

characterized by a magnetic moment, which is of electronic origin [2]. 

        4.2.1.1   Mono-electronic Atom Magnetic Moment 

       In classical electromagnetism, a magnetic dipole is associated with a circlar conductor of 

surface S in which a current of intensity i flows, and the magnetic moment is 

𝜇 = 𝑖 𝑆 

with  

𝑆 = 𝑆. 𝑛⃗⃗ 

 

Figure IV.1 Simple Representation of a Magnetic Moment generation  

The advantage of this description is that it remains correct in the quantum theory of magnetism, 

indeed, a magnetic dipole can be associated with an orbital-type current, due to the rotation of an 

electron around the nucleus of the atom to which it belongs (Figure IV.2) 

 

 

 

 

 

n 
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Figure IV.2 victor  description  of  the Orbital angular momentum 𝑙, orbital magnetic moment 

𝑚𝐿⃗⃗ ⃗⃗ ⃗⃗  and spin angular momentum 𝑠 for a single-electron atom 

 Let's consider an electron, of mass me, describing a circular motion of radius r. the orbital 

magnetic moment of the electron 𝑚𝐿⃗⃗ ⃗⃗ ⃗⃗   is proportional to its angular momentum 𝑙 by: 

 𝑚𝐿⃗⃗ ⃗⃗ ⃗⃗ = −
𝑔𝐿𝜇𝐵

ℏ
𝑙 (4.1) 

𝑔𝐿 is the Landé factor (𝑔𝐿 = 1), 𝜇𝐵 =  
|𝑒|

2𝑚𝑒
ℏ = 9.27 × 10−24𝐴𝑚²  Bohr's magneton and ℏ is 

Planck's constant. But there is also a magnetic spin moment for certain particles (electrons, 

neutrons, protons, etc.), which is an essential quantum property, a particle of this type behaves like 

a tiny magnetic moment, which cannot be associated to a current, nevertheless, we can imagine 

that this magnetic moment is linked to the rotation of the particle around it self, although this image 

is incorrect. 

The spin magnetic moment of the electron 𝑚𝑠⃗⃗ ⃗⃗ ⃗⃗  is proportional to its spin angular momentum 𝑠.  

 𝑚𝑠⃗⃗ ⃗⃗ ⃗⃗ = −
𝑔𝑠𝜇𝐵

ℏ
𝑆 (4.2) 

𝑔𝑠 = 2 

The total contribution of an electron to the magnetic moment of an atom 𝑚𝑗⃗⃗ ⃗⃗ ⃗ is the sum of two 

effects: that of its orbital moment and that of its spin therefore the magnetization of an area is the 

result of the  orbital magnetic moments and electron spin contribution. 
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 𝑚𝑗⃗⃗ ⃗⃗ ⃗ = 𝑚𝑙⃗⃗⃗⃗⃗⃗ + 𝑚𝑠⃗⃗ ⃗⃗ ⃗⃗ = −(𝑙 + 2𝑠)𝜇𝐵  (4.3) 

   

    4.2.1.2   Poly-electronic atom Magnetic Moment 

 The resultant angular momentum of a poly-electron atom is obtained by combining the orbital, 

spin angular orbital, and spin angular momentum of the individual electrons, we apply the method 

of LS coupling, or Russel-Saunders coupling, which assumes that the coupling of orbital movement 

with its spin is weak, and that, the individual orbital moments of the electrons 𝑙1, 𝑙2, 𝑙3 … interact 

strongly, leading to the total orbital moment while the spin angular momentum 𝑠1, 𝑠2, 𝑠3 interacts 

strongly to produce a resultant angular momentum. 

 

𝐿⃗⃗ = ∑ 𝑙𝑖

𝑖

 

𝑆 = ∑ 𝑠𝑖

𝑖

 

(4.4) 

The atom's total angular momentum is given by: 𝐽 = 𝐿⃗⃗ + 𝑆 

 As for the magnetic moment resulting from the free atom, i.e. not affected either by external 

or internal, it is equal to the resultant of the orbital magnetic moment -𝐿⃗⃗𝜇𝐵 and the spin magnetic 

moment -𝑆𝜇𝐵 . It is expressed in terms of the resulting angular momentum as:  

 𝑀𝐽
⃗⃗ ⃗⃗ ⃗ = −𝑔𝐿 𝐽⃗⃗⃗𝜇𝐵 = −(𝐿⃗⃗ + 2𝑆)𝜇𝐵 (4.5) 

the Landé factor associated with the atom is given by: 

 𝑔𝐿 = 1 +
𝐽(𝐽 + 1) + 𝑆(𝑆 + 1) − 𝐿(𝐿 + 1)

2𝐽(𝐽 + 1)
 (4.6) 

the gyromagnetic coefficient γ is used to determine the relative importance of orbital and spin 

contributions to the magnetic moment of atoms in the substance under consideration 
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 𝛾 =
𝑀𝐽
⃗⃗ ⃗⃗ ⃗

𝐿⃗⃗
= −𝑔𝐿  

𝑒ℏ

2𝑚𝑒
 (4.7) 

 

 

4.2.2 Magnetic Classification of Materials 

Materials are classified into four types according to their behavior in the presence of a 

magnetic field, this reaction is measured by induction, which is the quantity of magnetic flux per 

unit area, the equation linking induction to the magnetic field is given below. 

In vacuum, the magnetic induction field 𝐵⃗⃗ and magnetic excitation field 𝐻⃗⃗⃗ vectors are collinear 

and linked by the relation 𝐵⃗⃗ = 𝜇0 𝐻⃗⃗⃗ Where 𝜇0 is the magnetic permittivity of vacuum (𝜇0 =

4𝜋. 10−7 T.m/A in IS)  

In any isotropic magnetic medium, these vectors remain in line, however, the proportionality 

coefficient depends on the material. We define the magnetization vector 𝑀⃗⃗⃗, which indicates the 

influence of the environment, as the excitation field and magnetization overlap to express the 

induction field 

 𝐵⃗⃗ = 𝜇0(𝐻⃗⃗⃗ + 𝑀⃗⃗⃗) (4.8) 

However, magnetization is proportional to the excitation field, which means: 

 𝑀⃗⃗⃗ = 𝜒𝑚 𝐻⃗⃗⃗ (4.9) 

Where 𝜒𝑚 is the magnetic susceptibility of the material. the result is a new expression linking 

𝐵⃗⃗ and 𝐻⃗⃗⃗ 

 

𝐵⃗⃗ = 𝜇0 𝐻⃗⃗⃗ + 𝜇0𝜒𝑚 𝐻⃗⃗⃗ = 𝜇0(1 + 𝜒𝑚)𝐻⃗⃗⃗ 

𝐵⃗⃗ = 𝜇𝑟𝜇0 𝐻⃗⃗⃗ = 𝜇𝐻⃗⃗⃗ 

(4.10) 

With 𝜇 = 𝜇𝑟𝜇0 = (1 + 𝜒𝑚)𝜇0 
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The application of an external magnetic field translates into a new energy term, that alters the 

material's primitive state of energy equilibrium to create a new configuration, certain domains are 

increased at the expense of their surrounding domains to the disadvantage of their nearest ones, 

due to wall displacements Figure IV.2. The application of an external magnetic field leads to 

equation (4.9) and can be either linear or non-linear Figure IV.3 

 

 

 

 

 

 

 

 

 

 

Figure IV.2 Orientation of magnetization at rest and under an external field 
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Figure IV.3 Evolution of the magnetization of the main magnetic materials in response to the 

application of an external field 

Materials can be classified according to their magnetic behavior, i.e. their magnetic susceptibility 

𝜒𝑚, into four main types. 

 Diamagnetic materials 

 Paramagnetic materials 

 Ferromagnetic materials 

 Ferrimagnetic materials 

Characteristic susceptibility values for these types of materials with some examples of 

representative materials are shown in Table IV.1 

 

 

 

 

  

 

Table IV.1: Susceptibility values for different types of material 

 

4.2.2.1 Diamagnetism 

Diamagnetism is a fundamental (intrinsic) property of matter (a consequence of Lenz's 

law). but it is generally very weak, the origin of diamagnetism is the non-cooperative behavior of 

electrons when exposed to an applied magnetic field. Diamagnetic materials consist of atoms that 

do not have permanent magnetic moments (all the electron orbitals are filled and all the electrons 

Type of material Susceptibility magnetic 

Al, Pt 

5-10 1- 

3000 

10000 to 50 

3-10 to 5-10 

Examples 

Cu, Au 

FeO, MnO, ZnO 

Fe, Ni, Co 

Diamagnetic 

Paramagnetic 

Ferromagnetic 

Ferrimagnetic 
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are paired). However, when the material is exposed to a magnetic field, an induced magnetization 

opposes the direction of the magnetic field, so the susceptibility is negative if we plot M=f (H) and 

the evolution of magnetic susceptibility as a function of temperature, diamagnetic materials are 

characterized by a negative susceptibility, which is independent of temperature, it is worth 

mentioning that when the field is zero, magnetization is null. 

 These materials are usually characterized by a relative magnetic permeability 𝜇𝑟< 1 and 

susceptibility values vary between 10-5 and 10-6 

 

 

 

 

 

Figure IV.4 Magnetization M as a function of applied magnetic field H for a diamagnetic 

material and evolution of susceptibility as a function of temperature T 

           

 4.2.2.2   Paramagnetism 

The paramagnetic material has free magnetic moments that do not interact with each other, 

and can be randomly oriented in any direction under the action of thermal energy, Figure IV-5(a) 

to achieve zero resultant magnetization, through the application of a magnetic field all the magnetic 

moments will align themselves with the direction of the field, thus magnetization is inversely 

proportional to temperature, Figure IV5(b) [1-3]. At absolute zero temperature, the susceptibility 

of magnetic materials is very high (positive) and decreases with temperature. Figure IV-5 (c) 

according to Curie law 

 𝜒𝑚 =
𝐶

𝑇
 (4.11) 

H 

𝜒𝑚 < 0 

𝑀 = 𝜒𝑚 𝐻 

𝜒𝑚=constant 

𝜒𝑚 M 

T 

  
H
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Where (C) is the Curie constant given by the relation 𝐶 =
𝑁𝜇2

𝑘𝑏
  , N is the number of magnetic 

moments, μ is an individual magnetic moment, and 𝑘𝑏  is  Boltzmann's constant equal to 1.3807 

x10-23J/K. Paramagnetism is explained by Langevin using Curie's law: 𝑀 = 𝐶
𝐵

𝑇
 where M is 

magnetization, B is induction (in Tesla) and T is absolute temperature (in Kelvins). Among 

paramagnetic materials, we find Tungsten, Magnesium Sodium, and Rhodium. 

 

 

 

 

 

 

 

Figure IV.5: (a) Random orientation of magnetic moments in the absence of a magnetic field H 

(b) Magnetization curve of a paramagnetic body with temperature T as parameter (T1 < T2<T3). 

(c) The linear variation of the susceptibility inverse for a paramagnetic material as a function of 

temperature. 

 

 4.2.2.3 Ferromagnetism 

In a ferromagnetic substance, interactions between neighboring atoms are referred to as 

positive exchange interactions, favoring the alignment of magnetic moments in localized regions 

called Weiss domains. In the absence of an external magnetic field, a spontaneous Ms 

magnetization occurs in each of these domains, which are randomly oriented so that the overall 

magnetization of the sample remains zero, applying an external field alters the distribution of 

domains, resulting in a variation in magnetization that is reflected in the first magnetization curve, 

when the material is magnetized for the first time. At the macroscopic level, a ferromagnetic 
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material is a substance that generally acquires a strong magnetization under the action of a field. 

Ferromagnetic materials include iron, cobalt, and nickel exhibit very high susceptibility at 

temperatures below their Curie temperature. However, at high temperatures, above the Curie 

temperature, susceptibility will be similar to that of a paramagnetic material due to thermal 

agitation; this is the Curie-Weiss law (Figure IV-6 (c)). 

 

 

 

 

 

 

 

Figure IV-6: Ferromagnetism: (a) spin-lattice, (b) magnetization field variation with 

temperature, (c) thermal variation of inverse susceptibility, (d) thermal variation of spontaneous 

magnetization. 

 

4.2.2.4  Ferrimagnetism 

A ferrimagnetic material has two sub-lattices with different magnetizations, the spin 

moments of the atoms can be opposite and the resulting moment can be positive, or negative 

(Figure IV.7(a)). For ferrimagnetic substances, the magnetic moments are paralleled in opposite 

directions and with different intensities [1]. If the magnetic moments of a substance are antiparallel 

in a particular domain of the material and have different magnitudes, the total magnetic moment 

is not null, the substance is then called ferrimagnetic. There may be: 
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 An equal number of crystalline sub-lattices in opposite directions, but the magnetic 

alignment of one sub-unit may be stronger than the other. This is the case with magnetite, 

titan magnetite, and iron oxides or iron and titanium. 

 The number of crystalline sub-lattices in one direction is greater than the number in the 

other direction. 

The macroscopic properties of a ferrimagnetic material are similar to those of a ferromagnetic 

material. Figure IV-7 (b), (c). Among these ferrimagnetic materials, the ferrites exhibit very high 

resistivity in the range of 105 and 106 Ω.m, and it is used for microwave applications. 

 

 

 

 

 

 

 

Figure IV-7 Ferrimagnetism: (a) spin-lattice, (b) variation under and external magnetization 

field, (c) thermal variation of susceptibility, 

 

4.2.2.5 Antiferromagnetism 

Antiferromagnetism was discovered by physicist Louis Néel in 1932, antiferromagnetic 

materials, have magnetic moments that interact with each other, but these substances generally 

consist of two magnetic lattices in which magnetic moments are coupled antiparallel [4]. The 

magnetizations of the two lattices compensate each other, thus these materials have no 

macroscopic magnetization. they also have zero remanences, and no hysteresis, but a weak, 

positive susceptibility that varies in a particular way with temperature, as illustrated in Figure IV.8. 
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In general, antiferromagnetism is the behavior of susceptibility below a critical temperature, the 

Néel temperature (
NT ) [5]. and above it, susceptibility follows the Curie-Weiss law 

 𝜒𝑚 =
𝐶

𝑇𝑁+𝑇𝐶
 (4.12) 

where C is Curie's constant, 𝑇𝑁 is Néel's temperature and 𝑇𝐶 is Curie's temperature. 

         Manganese oxide MnO is an example of an antiferromagnetic ionic solid, in this material, 

each Mn2+ ion has a linear magnetic moment and O2- has no moment, antiferromagnetism occurs 

at temperatures below the Néel temperature (TN). Above this temperature, they become 

paramagnetic Figure IV.9. 

 

 

 

 

 

 

 

Figure IV.8. (a) Schematic representation of the two sub-lattices of an antiparallel-coupled 

antiferromagnetic material. (b) variation of magnetization as a function of temperature and                     

(c) variation of 1

m
 as a function of temperature  [5]. 
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Figure IV-9: MnO Antiferromagnetic structure. 

 

 

 4.2.2.6 Hysteresis Cycle 

The magnetization graph M = f (H) or B = f (H), also known as the magnetic hysteresis 

cycle, represents the response of a ferromagnetic material to an applied magnetic field H [1]. The 

hysteresis cycle can be used to define certain magnetic properties of the material, such as the 

remanent magnetization Mr, the saturation magnetization Ms, and the coercive field Hc Figure 

IV.10. The coercive field Hc is the field required to restore the remanence magnetization to zero; 

in other words, it is the field that must be applied to reverse the magnetization, when Hc is very 

low, materials are said to be soft; if Hc is sufficiently high, they are said to be hard [2]. The 

remanent magnetization Mr is the magnetization remaining once the applied magnetic field has 

been removed, it is the natural quantity expressing the fact that a ferromagnetic body can be 

spontaneously magnetized even in the absence of an external field. Ms saturation magnetization 

corresponds to magnetization where all magnetic moments are aligned, the area of a hysteresis 
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cycle gives us an average measure of the lost energy amount through heat to reverse the 

magnetization of a ferromagnetic material [1]. 

Magnetization of Saturation Ms: is the maximum magnetization value that can be reached. This 

value is reached when all the magnetic moments in our material are oriented parallel to the 

excitation field [1]. 

Remanent Magnetization Mr: is the value of the magnetization that remains when the value of 

the excitation field has been reset to zero (the material has been previously saturated) [2]. 

Coercive Field Hc: corresponds to the point in the cycle at which magnetization cancels out, and 

quantifies the "softness" at which the material magnetizes or demagnetizes. Materials that 

magnetize easily and have a coercive field of less than 1000 A/m are generally classified as soft 

materials, and iron with an Hc field less than 100 A/m can be taken as a reference. 

 

 

 

 

 

 

 

 

 

 

Figure IV.10: Hysteresis cycle: variation in magnetization as a function of an external applied 

field H in a ferromagnetic material [6]. 
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4.3  Structural Properties 

4.3.1 Surface and Interface 

A surface is a zone separating two phases, which may be made up of the same body, or two 

different bodies. However, we sometimes differentiate between surfaces separating a condensed 

phase (liquid or solid) from its vapor, and interfaces, which may be located between two condensed 

phases, or between a condensed phase and a vapor. 

4.3.1.1 Surface Anisotropy 

Surface atoms have less symmetry than atoms within the material. Their influence on 

particle energy can depend on the orientation of magnetization, this gives rise to surface 

anisotropy, which can also be dependent on impurities adsorbed to the surface, the magnitude of 

the surface contribution to magnetic anisotropy energy increases with decreasing material size, 

becoming significant only for materials smaller than 10 nm [7]. 

4.3.1.2 Surface Effects 

The number of first neighbours for an atom located at the surface is lower than in the case 

of bulk material, this results in a local reorganization of the electron density, associated with a 

reduction in the width of the d-bands in the proximity of the surface [8], this contraction of d-bands 

can be associated with the appearance of surface states, these effects can alter the density of states 

at the Fermi level, as well as the magnetic moment of surface atoms. Table IV.2 compares the 

volume and surface magnetic moments of some 3d magnetic transition metals. From this table, we 

can see that the value of the magnetic moment is lower for dense surfaces ((110) for iron, (111) 

for cobalt and nickel), than for "less compact" surfaces (100). Loose layers have higher magnetic 

moments than solid metals. 

The magnetic moment approaches the value obtained for the free atom as dimensionality and 

coordination are reduced. Thus, as we move from the bulk material to the surface (001), then to 

the linear chain, moving on to the isolated atom, the magnetic moment takes on the values: 

 2,15 => 2,98 => 3,3 => 4,0 μB/atom for iron, 

 0,56 => 0,68 => 1,1 => 2,0 μB/atom for nickel. 
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 Table IV.2: Volume and surface magnetic moments (μB/atom) of 3d transition metals 

[8]. 

Magnetic Moment 

per Element (in 𝜇𝐵) 

Cr (bcc) Fe (bcc) Co (hex) Ni (fcc) 

Surface (100) 2,49 2,98 1,95 0,68 

Surface (110)  2,65   

Surface (111)   1,82 0,63 

Volume 0,59 2,15 1,76 0,56 

 

4.3.1.3 Interface Effects 

Interfaces also affect magnetic properties. These interface-induced effects on the 

magnetism of ultrathin films can have three different origins: 

Editing the lattice parameter: A variation in the material's lattice parameters can be caused by 

material deformations. In general, a contraction of the lattice leads to a widening of the d-bands 

and therefore to a decrease in magnetic moment, contrarely, lattice expansion tends to increase 

magnetic moments in the deposited layer. [8]. 

Stabilization of exotic crystallographic phases: A small change in the lattice parameter of 

elements is enough to transform its magnetic phase, for example iron (normally CC), epitaxially 

grown on Cu (100), its structure becomes that of the substrate, and the magnetic properties change 

from those of Fe (CC)  to Fe (CFC) is and the ferromagnetic state into an antiferromagnetic one, 

these significant changes in electronic structure are due to small distortions in the crystal 

arrangement. 

Interface hybridization: the hybridization effects between the two materials are unpredictable, 

for instance calculations show that an iron atomic plane is ferromagnetic with a moment close to 

3 μB/atom, and when it is deposited on a tungsten(W) substrate (001), strong hybridization with W 

leads this plane to become antiferromagnetic, with a moment of 0.93 μB/atom. If a second atomic 



Chapter 4                                                                  Comprehensive Properties of Materials  

 

79 

 

plane is deposited, the iron layer becomes ferromagnetic again, and therefore the interface 

hybridization must be taken into account. [8]. 

 4.3.2 Dipolar Moment 

             The dipole moment (µ) is an essential tool for studying intermolecular interactions, as it 

reflects the molecular charge distribution, and can therefore be a descriptor of charge movement 

through the molecule, high charge mobility in the system is explained by the high values of the 

dipole moment, which are a good factor that predict NLO properties. 

 

 4.3.3 Reactivity Indicators 

              Several indices characterize the material reactivity, the most widely used ones are the 

electronic chemical potential (µ) and global hardness (ɳ), which can be calculated using the orbital 

boundary energies HOMO and LUMO orbital energies (𝜀H and 𝜀L respectively). 

The chemical electron potential (µ) is the tendency of an atom or molecule not to let its electrons 

escape and is given by the following equation  

 𝜇 =
1

2
(𝜀𝐻 + 𝜀𝐿) (4.13) 

The hardness (ɳ) expresses the resistance of a system to change its number of electrons given by 

equation 4.14 while softness is just the inverse of hardness (S=1/ ɳ)   

 𝜂 = (𝜀𝐻 − 𝜀𝐿) (4.14) 

 

4.3.4   Thermodynamic Properties 

             Thermodynamic parameters such as zero-point vibrational energy, Gibbs free energy (G), 

entropy (S), and enthalpy (H) play an important role in characterizing molecular systems, 

providing a foundation for predicting and interpreting the behavior of molecules in various 

conditions and environments. These parameters are calculated by the following equations  
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𝐺 = 𝐻 − 𝑇𝑆 

𝛥𝑆 =
𝑞𝑟𝑒𝑣

𝑇
 

𝐻 = 𝑈 + 𝑃𝑉 

(4.15) 

where H is the enthalpy, T is the absolute temperature, 𝑞𝑟𝑒𝑣 is the heat absorbed or released for a 

reversible process. U is the internal energy, P is the pressure, and V is the volume. 

 

 

 4.4   Magneto-Optical Properties  

             The interaction between the light wave and a magnetic field in material science has been 

studied since the 19th century. In 1846, M. Faraday observed that when a linearly polarized beam 

passes through a medium subjected to a magnetic field B|| parallel to the direction of light 

propagation (subsequently referred to as the longitudinal field), its polarization rotates by an angle 

θF [9]. Since then, this effect has been known as the Faraday effect. 

            The influence of a magnetic field perpendicular to the direction of light propagation (which 

we call a transversal field) was discovered later, in 1901 by J. Kerr and in 1902 by Q. Majorana 

[10]. A linearly polarized wave passing through a material medium subjected to a transverse 

magnetic field B⊥, sees its polarization become elliptical, this phenomenon has been studied in 

detail by A. Cotton and H. Mouton. [11] 

 4.4.1 Definition 

           The magneto-optic effect corresponds to a modification in the propagation of an 

electromagnetic wave in a material, an electromagnetic wave is composed of a magnetic wave and 

an electric wave in phase and with a perpendicular polarization vector, the electromagnetic wave 

has a very wide frequency distribution, including all light frequencies. The magneto-optic effect 

corresponds to the change in polarization of this electromagnetic wave when it comes into contact 

with a material placed in a quasi-static magnetic field, there are different magneto-optical effects, 

depending on the orientation of the magnetic field to the propagation vector of the light, the 
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polarization of the light and the measurement method used, whether transmission or reflection. A 

distinction is made between first-order magneto-optical effects, proportional to odd terms of the 

magnetic field, and second-order effects, proportional to even terms of the magnetic field. 

4.4.2 Light Polarization 

             Polarization phenomena are those related to the vector character of the two light wave 

characteristics, namely the electric field 𝐸⃗⃗ and the magnetic field 𝐵⃗⃗, since the changes in 𝐸⃗⃗ and 𝐵⃗⃗ 

are related over time, it therefore, need only to describe the behavior of the electric field 𝐸⃗⃗. The 

plane formed by the wave vector 𝑘⃗⃗ = 𝑘𝑢⃗⃗𝑧 with 𝑘 =
2𝜋

𝜆
=

𝜔

𝑐
 and the electric field 𝐸⃗⃗ is called the 

plane of polarization, defined by  

 𝐸⃗⃗ {
𝐸𝑃𝑥cos (𝜔𝑡 − 𝑘𝑧 + 𝜑𝑥)
𝐸𝑃𝑦cos (𝜔𝑡 − 𝑘𝑧 + 𝜑𝑦)

0                                   

 (4.16) 

𝜑𝑥, 𝜑𝑦 are vibration phases while 𝐸𝑃𝑥, 𝐸𝑃𝑦  represent vibration amplitudes 

On the other hand, the direction of polarization is the direction taken by 𝐸⃗⃗, and the wave's state of 

polarization can be observed from the axis of propagation. In this example, Oz The direction taken 

by the electric field 𝐸⃗⃗ in the plane perpendicular to the Oz axis, i.e. the Oxy plane, is called the 

polarization direction of the light wave. Specifically, we study the vector edge motion 𝐸⃗⃗ at random 

point P, it will vary in sinusoidal form with time, we denote (𝑢⃗⃗𝑥 , 𝑢⃗⃗𝑦, 𝑢⃗⃗𝑧 ) the unit vectors in the Ox, 

Oy, and Oz directions, and there for Three types of polarization can be identified: elliptical (the 

most general case), circular, and rectilinear 

 

 

 

 

Figure.IV.11. A light wave with orthogonal 𝐸⃗⃗  and 𝐵⃗⃗ fields. The vector k indicates the 

propagation axe 
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4.4.2.1   Elliptical Polarization 

            Considering (x, y), the coordinates of the point P located at the edge of the vector 𝐸⃗⃗ a wave 

plane x at date t as presented in Figure IV.12 

 

 

 

 

Figure IV.12 Electromagnetic wave polarization presentation 

For quantities 𝐸𝑃𝑥,𝐸𝑃𝑦 , and 𝜑 with no singular values, P representation by vector 𝐸⃗⃗ 

describes, in the wave plane (Oxy), an ellipse within 2𝐸𝑃𝑥and 2𝐸𝑃𝑦 rectangle sides, and with 𝜑 ≠

𝑘𝜋 and 𝑘 ∈ 𝑧 

Ellipse equation with inclined axes not aligned with Ox and Oy is written as  

 (
𝐸𝑥(𝑧, 𝑡)

𝐸𝑃𝑥
)

2

− 2
𝐸𝑥(𝑧, 𝑡)

𝐸𝑃𝑥

𝐸𝑦(𝑧, 𝑡)

𝐸𝑃𝑦
𝑐𝑜𝑠𝜑 + (

𝐸𝑦(𝑧, 𝑡)

𝐸𝑃𝑦
)

2

= 𝑠𝑖𝑛2𝜑 (4.17) 

Whenever 𝜑 = ±
𝜋

2
 or 𝜑 = ±

3𝜋

2
 equation 4.14 becomes 

 (
𝐸𝑥(𝑧, 𝑡)

𝐸𝑃𝑥
)

2

+ (
𝐸𝑦(𝑧, 𝑡)

𝐸𝑃𝑦
)

2

= 1 (4.18) 

(4.18) is an ellipse equation for axes Ox and Oy, lengths2𝐸𝑃𝑥 and 2𝐸𝑃𝑦. It represents the most 

general case. It is obtained for the following values of φ : 

𝜑 ∈ ]0, 𝜋[  the wave is left-polarized and the helicity is said to be positive 
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Figure IV.13 Left elliptical polarized wave 

𝜑 ∈ ]𝜋, 2𝜋[, the wave is right-polarized and the helicity is negative 

 

 

 

 

Figure IV.14 right elliptical polarized wave 

4.4.2.2   Circular Polarization 

Whenever 𝜑 = ±
𝜋

2
 or 𝜑 = ±

3𝜋

2
 and 𝐸𝑃𝑥 = 𝐸𝑃𝑦 = 𝐸𝑃 equation 4.17 is written as: 

 (𝐸𝑥(𝑧, 𝑡))2 + (𝐸𝑦(𝑧, 𝑡))
2

= 𝐸𝑃
2
 (4.19) 

That represents a circle equation with 𝐸𝑃 radius 

 

 

 

 

𝜑2 − 𝜑1 = 0 

x 

y 

0 < 𝜑2 − 𝜑1 <
𝜋

2
 

x 

y 

𝜋

2
< 𝜑2 − 𝜑1 < 𝜋 

x 

y 

𝜋 < 𝜑2 − 𝜑1 <
3𝜋

2
 

y 

x 

3𝜋

2
< 𝜑2 − 𝜑1 < 2𝜋 

y 

x 

𝜑2 − 𝜑1 =
3𝜋

2
 

y 

x 



Chapter 4                                                                  Comprehensive Properties of Materials  

 

84 

 

 

 

 

 

 

 

Figure IV.15 Circular polarized wave: (a) left, (b) right 

4.4.2.3    Linear Polarization 

If  𝜑 = 0 or 𝜋   equation 4.17 is written    

 
𝐸𝑦(𝑧, 𝑡)

𝐸𝑥(𝑧, 𝑡)
= ±

 𝐸𝑃𝑦

𝐸𝑃𝑥
= 𝑐𝑠𝑡 (4.20) 

         The two components are either in phase φ=π or in an opposite phase φ=π and the electric 

field remains in a fixed direction in space, the polarization is said to be linear. The structure of a 

linear-polarized sinusoidal traveling plane wave is then very simple, as the E and B fields maintain 

a fixed direction in space during propagation. 

 

 

 

 

 

Figure IV.16 Linearly polarized wave (a) in phase, (b) in phase opposition. 
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4.4.3    Magneto-optical Kerr Effect (MOKE) 

4.4.3.1 Definition 

           The magneto-optical Kerr effect (MOKE) is an experimental technique for studying the 

magnetic properties of a medium through optical techniques, the Kerr effect is based on measuring 

the effects produced by the reflection of a polarized beam on a magnetic material,   this involves 

either a change in beam polarization (rotation or ellipticity) or a change in light intensity. In 

ferromagnetic materials, magneto-optical effects are dominated by spin-orbit effects, which couple 

the electron spin moment to the spatial components of the wave function [12], optical dipole 

transitions are carried out by the spin direction, which produces a linear magnetic contribution 

(Faraday or Kerr effects, magnetic circular dichroism) to the diagonal element of the optical 

conductivity tensor [1].  

This property, known as the magneto-optic Kerr effect, is demonstrated in the reflection of 

polarized light from a magnetic material as a small rotation (10-5 rad) of magnetization according 

to the polarization axis and corresponding optical phase shift (ellipticity). Previous experiments 

have established the value of the Kerr effect as a useful sensor of the magnetic properties of thin 

films. [13-15] 

 In a thin ferromagnetic film deposited on a reflective substrate, it is possible to analyze the 

polarization state of the light reflected by the device, in this configuration, light enters the material 

on a round trip. Let's consider a plane wave that is linearly polarized, here, the "magnetic field" 

vector will be used to characterize its state of polarization, the latter can be seen as the 

decomposition of two circularly right  and left polarized waves Figure IV.16. The component 

whose "angular velocity" vector is in the same direction as the virtual electric currents (or magnetic 

moments), that is responsible for the magnetization M of the material will "rotate" faster than the 

other. We can see that linear polarization experiences a rotation when a  magnetization is 

developed parallel to the direction of light propagation. 

Let’s Consider 𝐸⃗⃗𝑖 the incident light wave 𝐸⃗⃗𝐿 , circular component (left) and 𝐸⃗⃗𝑅  circular component 

(right) 
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Figure IV.17 Schematic diagram of the Kerr effect. 

 4.4.3.2 Kerr Effect Geometries 

The magneto-optical interaction resulting from the reflection of a linearly polarized 

electromagnetic wave on a magnetized material, is referred to as the magneto-optical Kerr effect. 

This effect was discovered by J. Kerr in 1876 [16, 17], when a linearly polarized light is directed 

onto and reflected by a magnetic sample, there are several geometric configurations of the Kerr 

effect, depending on the orientation of the electric field 𝐸⃗⃗ and the magnetization of the material 

𝑀⃗⃗⃗, Generally speaking there are three of them: polar, longitudinal and transversal. 

 

 

 

 

 

 

 

Figure IV.18 Diagram of the Kerr magneto-optic effect: transformation of a linear wave into an 

elliptical wave after reflection on a magnetized medium. 
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𝜽𝒌 Rotational angle of the polarization ellipse's principal axis concerning the polarization 

direction.  

𝜼𝒌 Ellipticity which is defined as the ratio of the minor axis to the major axis of the ellipse. At low 

values, it becomes confused with the angle at which the minor axis is seen from the top of the 

ellipse. 

4.4.3.2-a   Polar Configuration 

Magnetization is perpendicular to the sample and in the plane of incidence. The Kerr effect 

in its polar geometry is the most widely used in theoretical and experimental studies, due to its 

technological applications (magnetic recording and reading). 

 

 

 

 

 

 

Figure IV.19 Diagram of Polar configuration. 

          Since all magneto-optical properties are directly related to optical conductivity, in a 

tetragonal system in which magnetization is oriented along the z-axis, the conductivity tensor is 

given by the expression [18]: 

 𝜎̃(𝜔) = (

𝜎𝑥𝑥 𝜎𝑥𝑦 0

−𝜎𝑥𝑦 𝜎𝑥𝑥 0

0 0 𝜎𝑧𝑧

) (4.21) 
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 the plane light reflected from a thin-film metal surface becomes elliptically polarized (Figure IV-

20), and its major axis undergoes a slight rotation, under these conditions, the complex Kerr angle 

is given by the relation [19] 

 

1 + tan  𝜂𝑘

1 − tan  𝜂𝑘
𝑒−2𝑖𝜃𝑘 =

(1 + 𝑛+)(1 − 𝑛−)

(1 − 𝑛+)(1 + 𝑛−)
 

 

(4.22) 

where 𝜃𝑘  is Kerr rotation and 𝜂𝑘  is Kerr ellipticity. 

The eigenvalues of the tensor defined by equation 4.21 are given by 

 𝑛


2 = 1 +
4𝜋

𝜔
(𝜎𝑥𝑥 ± 𝜎𝑥𝑦) (4.23) 

Since 𝜃𝑘  and, for most materials, are less than one degree (small rotations), expression 4.19 takes 

the form: 

 
𝜃𝑘 + 𝜂𝑘 =

−𝜎𝑥𝑦

𝜎𝑥𝑥√1 + (
4𝜋𝑖
𝜔 ) 𝜎𝑥𝑥

 
(4.24) 

 

  

 

 

 

  

Figure IV.20 The polarization ellipse, with its orientation angle, 𝜃𝑘  and ellipticity, 𝜂𝑘  
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 4.4.3.2-b  Longitudinal Configuration 

Magnetization is in the plane of the sample and the incidence plane as shown in Figure 

IV.21, using the Longitudinal -MOKE geometry, the dielectric tensor is written as 

 

 

 

 

Figure IV.20 Longitudinal configuration 

 𝜀̃(𝜔) = (
𝜀𝑥𝑥 0 𝜀𝑥𝑧

0 𝜀𝑥𝑥 0
−𝜀𝑥𝑧 0 𝜀𝑥𝑥

) (4.25) 

 

The Kerr complex angle is given by the relation [20] 

 𝜃𝑠.𝑝
𝐿 + 𝑖𝜂𝑠.𝑝

𝐿 =
2𝜀𝑥𝑧  𝑠𝑖𝑛𝜑 cos 𝜑  √𝜀𝑥𝑥

𝐷
 (4.26) 

With  

𝐷 = {√𝜀𝑥𝑥(𝜀𝑧𝑧 − 𝑠𝑖𝑛2𝜑) + √𝜀𝑧𝑧(𝜀𝑥𝑥 − 𝑠𝑖𝑛2𝜑)} {√(𝜀𝑥𝑥 − 𝑠𝑖𝑛2𝜑 ± 𝑐𝑜𝑠𝜑)} {√𝜀𝑥𝑥𝜀𝑧𝑧𝑐𝑜𝑠𝜑

∓ √𝜀𝑧𝑧 − 𝑠𝑖𝑛2𝜑} 

  Is the incidence angle 

The (+) and (-) signs refer respectively to the p and s polarizations of the incident light. In the case 

of xx zz  , equation 4.26 becomes 
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 𝜃𝑠.𝑝
𝐿 + 𝑖𝜂𝑠.𝑝

𝐿 =
𝜀𝑥𝑥 𝑠𝑖𝑛𝜑 √𝜀𝑥𝑥−𝑠𝑖𝑛2𝜑 ± 𝑠𝑖𝑛𝜑 𝑡𝑎𝑛𝜑

(𝜀𝑥𝑥 − 1)(𝜀𝑥𝑥 − 𝑡𝑎𝑛2𝜑)√𝜀𝑥𝑥 − 𝑠𝑖𝑛2𝜑
 (4.27) 

 

     4.4.3.2-c  Transversal Configuration 

The magnetization is in the plane of the sample and perpendicular to the plane of incidence, 

this effect is less widely used because it only indicates a change in the intensity of the reflected 

light, in general, it has the same order of magnitude as the longitudinal effect, in this case, no effect 

is observed at normal incidence [21]. T-MOKE does not measure rotation or ellipticity, but it 

measures the difference in the intensity of reflected light, it exists only when the incident light 

mode is p-type, the difference in reflectivity is given by: 

 𝛿𝑘 = 𝑅𝑒 {
2𝜀0𝜀𝑥𝑧𝑠𝑖𝑛2𝜑

𝜀𝑥𝑥
2 𝑐𝑜𝑠2𝜑 − 𝜀0𝜀𝑥𝑥 + 𝜀0 

2 𝑠𝑖𝑛2𝜑
} (4.28) 

 

T-MOKE is mainly used to study magnetic properties, in particular, to observe magnetic domains 

on the surfaces of magnetic materials. In polar and longitudinal configurations, the linearly 

polarized electromagnetic wave is transformed into an elliptical wave after reflection on the 

magnetized medium, the transverse Kerr effect does not lead to a change in the polarization of the 

incident wave, but rather to a change in its reflectivity. 

 

 

 

 

 

Figure IV.20 Transversal configuration 
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4.5   Nonlinear Optical Properties  

           Non-linear optical phenomena appear when the response of a material to a light field 

depends non-linearly on the intensity of that field, this phenomena play an essential role in the 

photonics field, offering superior performance to electronic devices in data transmission and 

processing. In photonics, photons are used to capture, store, process, and transmit information, 

with many similarities to electronic circuits, the ability of materials to process light at switching 

points is crucial, as they exhibit nonlinear optical characteristics, materials of this kind have 

attracted considerable attention over the decades, due to their potential applications in optical 

signal processing, optical switching, frequency generation, optical data storage, the development 

of high-speed communication and dynamic image processing, compared to electronics, photonics 

offers several advantages, including higher speed due to the massless nature of photons. In optical 

communications, the absence of electromagnetic interference means that many optical information 

channels can be transmitted in the same optical fiber, due to wavelength division multiplexing 

[22,23]. 

4.5.1  Nonlinear Optical Theory 

          To describe the principle of optical non-linearity more precisely, let's consider how the 

dipole moment per unit volume (polarization P) depends on the intensity of the electric field 𝐸𝜔 of 

an optical wave applied at frequency ω, in the case of a linear material, P is a linear function of E, 

which means P oscillates at the same frequency (ω) as 𝐸ω 

 𝑃𝜔 = 𝜀0𝜒𝐸𝜔 (4.29) 

Where  𝜒  is the linear electrical susceptibility of the dielectric and 𝜀0 is the permittivity of vacuum. 

NLO phenomena (i.e. involving at least two optical fields) occur in intense fields, as the intensity 

of the applied field increases (e.g. using lasers), the polarization response of the material is no 

longer linear, the optical response can be described by equation 4.30 developing the induced 

polarization (P) into a series of gradually increasing powers of 𝐸𝜔, and given by 

 𝑃 = 𝜀0𝜒𝐸𝜔 + 𝜀0𝜒2𝐸𝜔𝐸𝜔 + 𝜀0𝜒3𝐸𝜔𝐸𝜔𝐸𝜔 + ⋯ (4.30) 
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Where  𝜒  is the second-order linear susceptibility tensor of the material, 𝜒2 and 𝜒3 are the 

quadratic and the cubic non-linear optical susceptibility tensors, respectively. 

At the molecular level, equation 4.30 is expressed as follows 

 𝑃 = ∑ 𝑎𝑖𝑗𝜒𝐸𝜔

𝑗

+ ∑ 𝛽𝑖𝑗𝑘𝐸𝜔2

𝑗<𝑘

+ ∑ 𝛾𝑖𝑗𝑘𝑙𝐸𝜔3

𝑗<𝑘<𝑙

+ ⋯ (4.31) 

Where  

𝑎𝑖𝑗 is the linear polarizability 

𝛽𝑖𝑗𝑘  is the first hyperpolarizability 

𝛾𝑖𝑗𝑘𝑙  is the second hyperpolarizability 

𝑖, 𝑗, 𝑘, 𝑙 are the molecular coordinates 

          The nonlinearity of molecules and materials depends on their symmetry. If the materials are 

centrosymmetric amorphous, then their quadratic NLO response is canceled as for any physical 

quadratic property due to the cancellation of the pair tensors (𝜒2, 𝜒4…). In a standard case, the 

polarization intensity is proportional to the applied optical field. whereas in a high-intensity field 

such as a laser, the non-linear terms cannot be neglected [24]. 

           Non-linear optical properties (NLO) defined by polarizability (α), anisotropy of 

polarizability (Δα), first-order hyperpolarizability (β) and the second order of polarizability (γ). 

The polarizability (α) consists of six tensor components αxx, αyy, αzz , αxy, αyz, αzx  while the first 

hyperpolarizability (β) with it ten tensor components (βxxx, βyxx, βxyy, βyyy, βzxx, βxyz, βzyy, βxzz, βyzz, 

and βzzz ), in addition to the second hyperpolarizability (γ) with its 20 tensor components (γxxxx, 

γxxxy, γxxyy, γxyyy, γyyyy, γxxxz, γxxyz, γxyyz, γyyyz, γxxzz, γxyzz, γyyzz, γxzzz, γyzzz, γxxyx, γxyyx, γyxyy, γyyxy, 

γyyxx). reveal the response of a system in an applied electromagnetic field. These parameters are 

calculated using the following expressions  

 𝛼 =
1

3
(𝛼𝑥𝑥 + 𝛼𝑦𝑦 + 𝛼𝑧𝑧) (4.32) 
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 ∆𝛼 = [
(𝛼𝑥𝑥 − 𝛼𝑦𝑦)² + (𝛼𝑦𝑦 − 𝛼𝑧𝑧)² + (𝛼𝑧𝑧 − 𝛼𝑥𝑥)²

2
]

1
2

 (4.33) 

 𝛽 = (𝛽𝑥
2  + 𝛽𝑦

2 + 𝛽𝑧
2)

1
2 (4.34) 

 

With  

 𝛽𝑥 = 𝛽𝑥𝑥𝑥 + 𝛽𝑥𝑦𝑦 + 𝛽𝑥𝑧𝑧 (4.35) 

 

 𝛽𝑦 = 𝛽𝑦𝑦𝑦 + 𝛽𝑥𝑥𝑦 + 𝛽𝑦𝑦𝑧  (4.36) 

 

 𝛽𝑧 = 𝛽𝑧𝑧𝑧 + 𝛽𝑥𝑥𝑧 + 𝛽𝑦𝑦𝑧 (4.37) 

 

 𝛾 =
1

5
[(𝛾𝑥𝑥𝑥𝑥 + 𝛾𝑦𝑦𝑦𝑦 + 𝛾𝑧𝑧𝑧𝑧) + 2(𝛾𝑥𝑥𝑦𝑦 + 𝛾𝑦𝑦𝑧𝑧 + 𝛾𝑧𝑧𝑥𝑥)] (4.38) 

 

Along with the dipole moment that is calculated with the following expression  

 𝜇 = (𝜇𝑥
2 + 𝜇𝑦

2 +  𝜇𝑧
2)

1
2 (4.39) 

𝜇𝑥, 𝜇𝑦 , 𝜇𝑧  are dipole moments along x, y, and z direction 
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5.1   Study of Structural, Magnetic, and Magneto-Optical Properties of 

Ni/Rh(001) Ultrathin Films 

5.1.1   Introduction  

Developing new crystalline structures based on transition metals with exotic physical 

properties (magnetic, electrical, optical, etc.), different from those observed in usual crystalline 

states is one of the motivations behind this work. The magneto-elastic and magneto-optical 

behavior of 3d elements (Ni, Fe, Co) has been the subject in pleanty of theoretical and experimental 

studies, particularly in magnetic data storage and recording. 

 In this subchapter, we calculate the structural, magnetic, and magneto-optical properties of 

ultrathin Nickel films deposited by pseudomorphic epitaxy on a Rh(001) substrate. 

 

5.1.2   Calculation techniques  

The surface study using the SPR-LMTO-ASA method differs from that used for the bulk 

(volume) materials, where the cell that generates the entire system depends on the orientation of 

the surface under study and must be defined for each orientation, thus for each orientation different 

properties occurs. For a surface of a monoatomic crystal, the loss of symmetry at the surface forms 

a new and different environment that makes certain sites inequivalent.  

Implimenting SPR-LMTO-ASA method to study ultra-thin films requires the identification of 

certain technical details that considered essential to elaborate surfaces in specific directions. 

 

 

5.1.3   Surface design: Supercell 

In this work, the used method (SPR-LMTO-ASA) is based on Bloch's theorem, which is 

designed to study systems with translational symmetry in the three crystallographic directions x, 

y, and z (crystals considered to be infinite at the atomic scale). The theoretical treatment of surfaces 
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then leads to the problem of the crystalline symmetry which is fractured in a direction that is 

perpendicular to the surface (semi-infinite crystals), due to this Bloch's theorem is no longer 

applicable, to resolve this periodicity problem, the semi-infinite crystal is represented by a limited 

set of atomic layers (slabs) oriented so that the surface plane is perpendicular to the z-axis, the slab 

is repeated infinitely, with two consecutive slabs being separated by several planes made up of 

spherical atoms with zero charge E (Empty). The combination of the slab, layers and the empty 

spheres forms a super-cell, and the succession of an infinite number of super-cells in a 

perpendicular direction to the surface becomes symmetrical in the z-direction. To ensure that the 

surface created is well appropriate to the theoretical study, we ensure that the choice of the atomic 

planes number in the slab, along with the thickness of the space separating two consecutive slabs 

must satisfy the following two conditions [1,2] 

 the space between two slabs must be large enough to eliminate any mutual interaction 

between two consecutive slabs, and to achieve this, we must ensure that the central plane 

of the vacuum space electronic charge remains zero [3], this condition ensures periodicity 

along the axis perpendicular to the surface without affecting the band structure calculation. 

 

 the slab as a representation of the semi-infinite crystal (volume + surface) must retain the 

solid state's properties at the center, to achieve this, the number of the metal's atomic planes 

in the slab must be sufficient to recover the properties of the infinite crystal at the center of 

the slab [4]. 

 

5.1.4   Calculation Details 

The calculation method used is the SPR-LMTO-ASA method, implemented in the lmto 

5.0.0.2 code with an exchange and correlation potential, introduced by the Local Spin Density 

Approximation (LSDA) with combined corrections. 

The basic geometry in this calculation method is divided into two parts: an interstitial part and a 

muffin-tin part, inside the muffin-tin spheres where the basic functions are developed in terms of 

spherical harmonics and radial functions that are solutions to the Dirac equation, while in the 
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interstitial part, the basis functions are proportional to the regular solution of the Laplace equation,  

the rest part (tails spheres) are given as a linear combination of  Newman functions.  

The spin-orbit interaction is included directly in the matrix elements of the Hamiltonian for the 

part within the muffin-tin spheres, and the Dirac equation is solved in a self-consistent manner [5]. 

To calculate the magneto-optical properties, the components of the optical conductivity tensor are 

given by the sum of the interband and intra-band transitions, for the interband transitions 

calculations, we have adopted the electric dipole approximation, and the elements of the optical 

conductivity tensor are given by Kubo-greenwood linear response formula, while the intra-band 

transitions are defined by the Drude formula, which are only noticeable in the vicinity of low 

values of incident radiation energy (~1eV) [6]. 

To reduce computation time, the SPR-LMTO-ASA method uses the crystal's symmetries, and 

solves the problem in only a part of the Brillouin zone (BZ), bounded by the so-called high-

symmetry points, in the case of the (001) surface the unit cell is tetragonal, so the BZ part 

concerned by the calculations is a parallelepiped limited by 2π/a, 2π/b, 2π/c parameters, where a, 

b, c are the normal lattice parameters of the supercell [2].  

5.1.5   Structural Properties 

Our first aim in studying the Nin/Rh (001) system with n=1, 2, and 3 is to determine the 

crystal structure of the ultrathin Nickel film (supercell parameters a, b, and c), because the 

deposition of Ni atomic planes on a Rh substrate establishes a new crystal structure for this system. 

In our study we chose the rare earth element Rhodium as s substrate due  to the good matching 

(7% mismatch) compared to the Nickel, and the growth of Rh in the (001) direction is a cubic-

centered structure (CC), however, its bulk structure is a face centered cubic (FCC) with a lattice 

parameter of aRh=3.803 Å and 1.34 Å atomic radius that gave it a compact and stable structure, to 

be the second most dense element, its electronic configuration is [Kr] 4d8 5s1 which provides it 

with high chemical stability, electronic and thermic conductivity, it is also considered as an 

excellent light reflector [7]. 

The number of Rh layers is chosen on the concept that the substrate must combine all the physical 

properties of solid Rhodium 
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 To proform the surface relaxation process on our film, we first test the number of planes needed 

to evaluate the relaxation of its first two planes with reasonable accuracy, we limited ourselves to 

a Rhodium substrate made up of seven atomic planes, to get a central plane that represents a 

symmetrical point which allow to gain time in the calculations, without compromising the quality 

of results, by doing so we benefits from a plane of symmetry that facilitates the calculation of the 

substrate's physical properties. On the other hand, Nickel is a transition metal that is characterized 

by FCC crystalline structure, lattice parameter of aNi=3.524 Å and 1.24 Å atomic radius with the 

electronic configuration [Ar] 3d8 4s2 which made it more chemically reactive than rhodium, as 

well as a good electrical and chemical conductor with high light reflectivity.[7]. 

The reference distance f0 is defined as the half distance between two consecutive Rh atomic planes, 

it is taken for all systems to be equal to aRh / 2 so 𝑓0 =
𝑎𝑅ℎ

2
= 1.9015 Å 

To obtain the most suitable distance d1, d2, and d3 (shown in Figure V.2), we optimize the total 

energy of the systems studied as a function of the distance ratio between the desired distance d and 

the reference distance f0 (E=f (d/f0)), using a series function with the powers to fit the calculated  

results, the obtained results are summed in the three curves presented in        Figure V.3 
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Figure V.1: Super-cell representation of three epitaxial Ni layers on a substrate of seven Rh 

planes in the crystallographic direction (001) 
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Figure V.2: Distance between planes in the supercell of the Nin/Rh (001) system where d1: is 

the distance between the last Rh plane and the first Ni plane, d2 is the distance between the 

second and third Ni planes, d3: distance between the second and third Ni planes and f0: distance 

between two Rh planes. 

 

The first step in the deposition of Nickel first layer on the Rhodium substrate, the Ni1/Rh (001) 

obtained system is of special interest, as it represents a contact between the two different elements, 

according to the first curve in Figure V.3 the first-plane deposition of Ni on Rh (001) takes place 

at a distance of dNi1-Rh7 =1.732Å 

 After that, we deposit the second layer of Nickel (Ni2/Rh (001)) and according to the second curve 

in Figure V.3, the lowest energy level is reached for dNi2-Ni1 =1.6005Å. 
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For the final step of deposition with the third Ni layer an interatomic distance is found dNi3-Ni2 

=1.577Å corresponding to equilibrium  

Based on these results, the lattice parameters in the growth direction are: 

a = aRh(001) =  
1

2
[110] =  

1

√2
 aRh  =

1

√2
 × 3.803 = 2.689 Å 

        c =  d2  +  d3  = 3.1776 Å                                                                        

 

The new crystal structure has the characteristics a=b=2.689 Å and c=3.1776 Å with a c/a tetragonal 

ratio equal to 1.18, this structure corresponds to a body-centered tetragonal (BCT) structure.  

This exotic crystalline structure of the Nickel film influences its magnetic and magneto-optical 

properties, indeed, the presence of the spin-orbit interaction leads to a ground state that depends 

on the relative orientation of the magnetization and the crystallographic axes, in other words, there 

is a correlation between the crystallographic properties and the magnetic and magneto-optical 

properties[8]. 

5.1.6 Magnetic Properties 

This subsection aims to calculate the magnetic moment per atom and determine the 

magnetic phase of ultrathin Nickel films, the study of magnetic properties of Nin/Rh(001) with 

n=1, 2, 3 ultrathin films, consists of determining the magnetic moment and magnetic coupling 

taking into account the correlation between crystal structure and magnetic moment, according to  

literature the magnetic moment of  FCC Nickel in its bulk form varies between 0.52 μB and 0.606 

μB [9,10], however Nickel layers deposited on substrates oriented to (001) or (111) directions  have 

different magnetic moments, in fact, a study of the Nin/ GaAs(001) system proved that the top 

layers of Ni deposited on GaAs(001) are ferromagnetic, with a enhanced magnetic moment [10]. 

Based on the results found in the previous section, we study the magnetic properties by calculating 

the magnetic moment per atom in each atomic plane of the Ni, the magnetic moment distribution 

for each layer is shown in Figure V.4. The Density of State (DOS) is calculated to back up these 

findings, DOS results  are presented in Figures V.5  
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Figure V.3: Relaxation processes of Nin/Rh(001) systems (black dots  are the calculated values 

and red solid lines are the fits), d and f0 represent the inter-plane distance in the film and 

substrate respectively. 
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In the first graph that represents the Ni1/Rh(001), Rh exhibits a considerable magnetic polarization 

characterized by a high magnetic moment of 0.246 μB, this polarization is due to a hybridization 

between Ni and Rh orbitals, confirmed through the DOS curve through the asymmetrical Rh bands 

as shown in Figure V.5(a), while the magnetic moment of Ni layers is enhanced to 0.704 μB 

compared to the Bulk system, in contrast, unusual findings for the inter-planes of Rh2-5 indicate an 

antiferromagnetic behavior with a magnetic moment ranging between -0.01 and -0.036 μB. Hence, 

the magnetic moments found are a direct consequence of the new crystalline structure of the Ni 

film, while the inter planes of Rh are affected by the overlapping between the Ni1 and Rh7 so it 

reacted in a way to save the paramagnetic character of the massive Rh.  

For the second layer presented in the second graph, the Ni1 magnetic moment decreases to     0.554 

μB going towards the bulk value due to bond formation between Ni1 and Ni2, creating a bulk like 

environment for the Ni1, while in Figure V.5(b) the DOS registered a noticeable diminution in 

intensity caused by a drop in the exchange splitting compared to the Ni1/Rh(001) system, in 

comparison, the second Ni2 layer magnetic moment is 0.718 μB. which is considered a high value, 

regarding the last Rh layer, there is a small drop to 0.242 μB which further confirms the 

ferromagnetic correlation between the Ni and Rh layers. 

Finely for the last layer Ni3, the averrage magnetic moments of the Ni layers are different from the 

bulk value, with a linear development as the number of layers increases,  where the magnetic 

moment of the final Ni layer (Ni3) is 0.562 μB, which is closer to the bulk value due to the stressed 

state of  the  system 1.577 Å, less than the bulk value by 0.185 Å that worked on reducing its 

magnetic moment, for the Ni2 layer its value is reduced to 0.4 μB due to its position between two 

Ni layers and the stressed situation is characterized by dNi2-Ni1 =1.6005Å, creating a bulk-like 

compressed environment, on the other hand, the Ni1 layer has a low magnetic moment of 0.2 μB, 

which is significantly lower than the bulk value,   and the interpretation of these data is that the 

magnetic state of Ni1 is altered by the substrate via the correlation between Rh7 and Ni1, leading to 

the arrangement of its spins antiparallel to the other Ni layers spins, causing Ni1 to fluctuate 

between two states: paramagnetic and ferromagnetic [8], this is supported by the d states curve, 

which becomes wider according to Figure V.5(c). The Rh7 layer reverted to its original 

paramagnetic phase with a 0.034 μB magnetic moment. DOS displays a single curve with no spin 

difference due to the Ni1 low magnetic moment, indicating that there are no signs of ferromagnetic 

coupling. 
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Based on the results found in this study, we conclude  that there is a strong correlation between 

the film's crystalline structure and its magnetic behavior for the first and second layers, indeed, for 

the three studied systems, the decrease of the inter-atomic distance affected the magnetic moment 

values, the calculations also led to a magnetic phase characterized by ferromagnetic coupling. 

  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure V.4 The magnetic moment distribution of atomic planes in the Nin/Rh(001) systems 
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Figure V.5 (a): DOS of the Ni1/Rh system  
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Figure V.5(b): DOS of the Ni2/Rh system  
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Figure V.5(c): DOS of the Ni3/Rh system  
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5.1.7 Magneto-optical Properties 

To investigate the magneto-optical properties, we  introduce the term for the polarized spin 

part of the exchange-correlation potential, in our system, we adopt the Kerr effect spectrum 

calculation in its polar geometry (P-MOKE), and to do so, we calculates Kerr rotations θk as a 

function of incident photon energies, the range of incident radiation energies used is extended to 

10 eV, and the corresponding rotations are shown in Figure V.6. 

 To explain the atomic origins of the different peaks in the Kerr effect spectrum characterizing the 

system under study, we based our discussion on an analysis of DOS curves presented in Figure 

V.5 and interband contributions using the electron-photon interaction along with the following 

selection rules. 

 

  

 

 

 

 

 

 

 

 

 

 

 

 

Figure V.6 P-MOKE spectra of the Nin/Rh(001) ultrathin films 



Chapter 5                                                                                              Results and Discussion 

 

110 

 

     ∆𝑙 = ±1     and        ∆𝑗 = 0, ±1 

So   

∆𝑚𝑗 = {

+1          𝑖𝑓     𝜆 > 0
−1          𝑖𝑓     𝜆 < 0
0            𝑖𝑓     𝜆 = 𝑧

±1            𝑖𝑓     𝜆 = 𝑥, 𝑦

 

With 

∆𝑙 is the orbital quantum number 

∆𝑗 is total angular momentum 

∆𝑚𝑗 is the azimuthal quantum number 

  𝜆 is vector potential polarization 

For the first system Ni1/Rh(001), two negative rotations are recorded, the one with the wide angle 

occurring at 6.9 eV, which is in the extreme ultraviolet region (0.177 nm), for the second peak a 

rotation is recorded at 0.81 eV at the near-infrared region (1520 nm) and a positive rotation at 8.8 

eV. The second and third layers (Ni2/Rh and Ni3/Rh ) exhibited one negative rotation at 2.63 eV 

and 2.85 eV respectively along with three positive rotations as presented in Figure V.6, according 

to the DOS presented in Figure V.5 all of the rotations corresponds to an s→p,  p→s  and d→p 

transitions. Table V.1 summarizes all of the transitions for each rotation peak, along with their 

appropriate energy level and rotation angle. The inter-band transitions underlying these rotations 

occur between localized states in the absence of spin-flip. 
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Table V.1 Rotation peaks, energy levels, and inter-band transitions for each layer 

 

. 

The main feature of the magneto-optical properties in ultra-thin films Nin/Rh(001) (n=1, 2, 3), is a 

negative peak with appreciable rotation angles along with a noticeable shift for each layer added. 

Magnetic storage quality and capacity are influenced by the number of electrons, the average free 

electron path, and the lifetime of the polarization, given the metallic nature of the studied films, 

electrons have a relatively large mean free path, and consequently, the information stored can only 

be influenced by spin-flip, which is absent in Nin/Rh systems, and  for This we conclude  that the 

system could be considered as a potential medium of high-capacity magnetic storage 

 

 

 

 

 

 

System  
Energy 

(eV) 

rotation 

angle (deg) Corresponding Interband Transitions 

Ni1/Rh 

 0.800  -0.01486 s↓→p↑ 

 6.770  -0.01642 s↑→p↑ , p↑→s↑  , d↑→p↑ , s↓→p↓  ,  p↓→s↓ , d↓→p↓ 

 8.796          0.00259 s↑→p↑ , p↑→s↑ , d↑→p↑ , s↓→p↓ ,  p↓→s↓ , d↓→p↓ 

Ni2/Rh 

 1.122         0.02046 p↑→s↓  

 2.650      -0.0153 s↑→p↑ , p↑→s↑  , s↓→p↓ , p↓→s↓  , d↓→p↓ 

 5.469        0.01918  s↑→p↑ , p↑→s↑ , s↓→p↓ , p↓→s↓ , d↓→p↓ 

 8.85         0.01583 s↓→p↓ , s↑→p↑ 

9.673  -0.00526 s↑→p↑ , p↑→s↑ , s↓→p↓ , p↓→s↓ 

Ni3/Rh 

 0.800               0.02399 p↓→s↓ , d↓→p↓ , s↑→p↑ , p↑→s↑ 

 2.850          -0.0057 s↑→p↑ , d↓→p↓ 

 5.950             0.04034 s↑→p↑ , d↑→p↑  , s↓→p↓ , p↓→d↓ , d↓→p↓ 

 8.690        0.03997 s↓→p↓ , p↓→s↓ , d↓→p↓ , s↑→p↑ ,  p↑→s↑ , p↑→d↑ , d↑→p↑ 
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5.2   Theoretical Investigation of Structural, Spectroscopic (IR, 1H and 13C 

NMR), Static, and Frequency-Dependent Nonlinear Optical Properties of 4-

[(1E)-3-(4-Methoxyphenyl)-3-Oxoprop-1-en-1-yl]Phenyl4 Methylbenzene-1-

Sulfonate 

5.2.1   Introduction  

Nonlinear optical (NLO) properties are the reactions of a substance when subjected to a 

strong optical field. Penetrating in the NLO materials field is a new and exciting area of research, 

regarding it sophisticated technological application in spectroscopy, sensors, information 

processing, communication, signal treatment, and data storage. On the other hand organic 

materials are also an interesting  research materials due to their low cost, potential to modify at the 

atomic level, functional groups that act as electron donors and acceptors via the π-conjugator 

bridge, and its flexibility [11]. 

Chalcone, a widely dispersed organic substance that exists in vegetables, fruits, teas, and other 

plants, is selected in this study due to its potential for superior NLO characteristics when compared 

to other materials. Chalcone derivatives are an excellent organic supplement that can combine with 

metals to generate organometallic compounds, they have several uses in the environment, 

healthcare, pharmaceuticals, and cancer treatment [12]. NLO investigations have demonstrated 

that chalcone's third-order NLO characteristics may be improved by replacing donor and acceptor 

groups with enhanced ones, such as hydroxyl and methoxyl groups, furthermore, the asymmetric 

electron distribution enhances the performance of the acceptor donor groups, resulting in photon 

absorption of 10-7esu, making it an excellent NLO material for fluorinated chalcone [13]. 

This subsection employs the DFT approach to explore the vibrational frequencies, electronic 

absorption spectrum, frontier molecular orbitals, molecular electrostatic potential surface, and 

NLO characteristics of the 4-[(1E)-3-(4-Methoxyphenyl)-3-Oxoprop-1-en-1-yl]Phenyl 4-

Methylbenzene-1-Sulfonate (4MPMS) that was synthesized experimentaly by Vinaya and his co-

workers [14]. 

 

 

5.2.2   Computational Details  
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  The geometric structure of 4MPMS is calculated using the GAUSSIAN 16. software, 

which employs DFT framework, using B3LYP (Becke's three-parameter hybrid functional 

utilizing the LYP correlation functional) technique. and the 6-311++G(d,p) basis set, data are 

presented and analyzed using the GAUSSVIEW 6 program. Structural optimization is carried out 

at the ground state energy level, the IR vibrational spectrum is confirmed by the potential energy 

distribution (PED) analysis, and the obtained results are multiplied by 0.9614 to reduce the 

disparity between the experimental and theoretical results. SWIZARD software is used to retrieve 

and support the highest occupied and lowest unoccupied molecular orbitals (HOMO and LUMO).  

The Gauge Including the Atomic Orbital (GIAO) approximation approach is used to evaluate the 

NMR spectra by incorporating the effects of the magnetic field directly into the atomic orbitals, 

which helps in achieving more accurate results in determining the structural  dynamics,  and 

molecules enviroment. The Conductor-like Polarizable Continuum Model (CPCM) is utilized to 

account for the solvent effect.  

Based on the optimized structure, the 4MPMS Non-Linear Optical Properties (NLO) and 

molecular potential surface are examined in Both static and dynamic states to obtain polarizability, 

first- and second-order hyperpolarizability (α, β, and γ). 

 

5.2.3   Structural Properties  

The obtained experimental [14] and optimal theoretical molecular structures with atomic 

numbering are shown in Figure V.7, while the experimental and theoretical distances and 

interatomic angles are presented in Table V.2 and Table V.3 respectively. 
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Figure V.7 (a) Crystal structure with the atomic numbering (ORTEP), and (b) optimized 

geometry for 4MPMS (GAUSSIAN) 

Table V.2. The experimental and calculated bond length (Å) for 4MPMS 

Bonds Experimental B3LYP/6-311++G(d,p) 

S-O1 1.4208 1.4545 

S-O2 1.4286 1.4554 

S-O3 1.5974 1.6837 

S-C6 1.746 1.7808 

O3-C7 1.41 1.3983 

O4-C15 1.218 1.2261 

O5-C19 1.364 1.3583 

O5-C22 1.422 1.4241 

C1-C2 1.371 1.3905 

C1-C6 1.377 1.3924 

C2-C3 1.375 1.4004 

C3-C4 1.377 1.4005 

C3-C23 1.508 1.5077 

C4-C5 1.373 1.3904 

(a) 

(b) 
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C5-C6 1.377 1.3924 

C7-C8 1.375 1.3946 

C7-C12 1.369 1.3893 

C8-C9 1.38 1.3866 

C9-C10 1.386 1.4071 

C10-C11 1.39 1.4053 

C10-C13 1.464 1.4614 

C11-C12 1.374 1.39 

C13-C14 1.306 1.3448 

C14-C15 1.479 1.4862 

C15-C16 1.476 1.4954 

C16-C17 1.392 1.406 

C16-C21 1.391 1.4004 

C17-C18 1.366 1.3848 

C18-C19 1.393 1.4009 

C19-C20 1.371 1.401 

C20-C21 1.37 1.389 

C3-C23 1.508 1.5077 

C4-C5 1.373 1.3904 

C5-C6 1.377 1.3924 

C7-C8 1.375 1.3946 

C7-C12 1.369 1.3893 

C8-C9 1.38 1.3866 

C9-C10 1.386 1.4071 

C10-C11 1.39 1.4053 

C10-C13 1.464 1.4614 

C11-C12 1.374 1.39 

C13-C14 1.306 1.3448 

C14-C15 1.479 1.4862 

C15-C16 1.476 1.4954 

C16-C17 1.392 1.406 
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C16-C21 1.391 1.4004 

C17-C18 1.366 1.3848 

C18-C19 1.393 1.4009 

C19-C20 1.371 1.401 

C20-C21 1.37 1.389 

 

Table V.3 The experimental and calculated bond angles (°) for 4MPMS 

Bond angles Exp. [17]  B3LYP/6-311++G(d,p)  

O1-S-O3 109.71(10) 107.97 

O1-S-C6 109.35(11) 110.09 

O2-S-O1 119.52(11) 120.66 

O2-S-O3 102.64(10) 108.07 

O2-S-C6  110.51(11) 110.17 

O3-S-C6  103.82(9) 97.24 

C7-O3-S   121.86(14) 117.84 

C19-O5-C22  117.7(2) 118.9 

C2-C1-C6 119.0(2) 118.74 

C1-C2-C3 121.8(3) 121.19 

C2-C3-C4 118.0(2) 118.55 

C2-C3-C23 121.3(3) 120.72 

C4-C3-C23 120.7(3) 120.7 

C5-C4-C3 121.6(2) 121.18 



Chapter 5                                                                                              Results and Discussion 

 

117 

 

C4-C5-C6 119.0(2) 118.75 

C1-C6-S 119.96(18) 119.16 

C5-C6-S 119.39(19) 119.26 

C5-C6-C1 120.6(2) 121.56 

C8-C7-O3 121.9(2) 119.9 

C12-C7-O3 116.5(2) 118.79 

C12-C7-C8 121.4(2) 121.22 

C7-C8-C9 118.5(2) 119.19 

C8-C9-C10 122.0(2) 121.18 

C9-C10-C11 117.2(2) 118 

C9-C10-C13 123.3(2) 123.43 

C11-C10-C13 119.5(2) 118.55 

C12-C11-C10 121.8(2) 121.41 

C7-C12-C11 119.1(2) 118.97 

C14-C13-C10 129.1(2) 127.91 

C13-C14-C15 122.2(2) 120.34 

O4-C15-C14 119.4(3) 120.86 

O4-C15-C16 120.3(2) 120.14 

C16-C15-C14 120.3(2) 118.98 

C17-C16-C15 123.8(2) 124.27 

C21-C16-C15 119.2(2) 117.86 
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C21-C16-C17 117.0(2) 117.85 

C18-C17-C16 121.2(2) 121.16 

C17-C18-C19 120.2(2) 120.13 

O5-C19-C18 115.3(2) 115.85 

O5-C19-C20 125.0(2) 124.54 

C20-C19-C18 119.7(2) 119.6 

C21-C20-C19 119.4(2) 119.52 

C20-C21-C16 122.4(2) 121.71 

 

Carbonyl group (C=O) is an important functional group in our molecule, as it influences its NLO 

characteristics. Recent investigations showed that its bond lengths range from 1.23 Å to 1.22 Å, 

which is similar to our findings, the average bond length in benzene rings is 1.396 Å for 

experimental and 1.38 Å for theoretical structure, Sulfonate bond lengths vary between 1.455 Å 

for S=O and 1.6 Å for S-O.  

Regarding bond angles, we registered for the C-O-C a 118.7°, the C-C-C bond angles in aromatic 

rings have an average computed angle of 120°, The O=C-C bond angles have an average of 120°, 

while bond angles surrounding sulfur range from 103° to 120°, all of these findings agree well 

with the literature [15-18]. 

In general we conclude that theoretical and experimental results are typically close to each other, 

with minor discrepancies linked to the fact that in the calculation, the molecule is considered 

as gas, while in the experimental, the molecules are solid crystals. 

 

5.2.4   Vibrations analysis 

To determine the functional groups and intermolecular interactions for the 4MPMS we 

calculated the vibration spectrum in the range 400-4000 cm-1, the results are presented in           

figure V.8 and table V.4 and compared  with the experimental results [14], to make calculations 

results more accurate, we multiply by a scaling factor [19] that adjust the overestimated vibrational 
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frequencies caused by approximations in electron correlation and the harmonic model. To correct 

this, a scaling factor of 0.96 is applied to align theoretical frequencies with experimental data. The 

corrected frequency This factor is widely used with the B3LYP functional and was applied in this 

study for vibrational frequency corrections of the chalcone derivative. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure V.8. Theoretical IR spectrum for 4MPSM calculated by B3LYP/6-311++G(d,p) level 
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Table V.4. Experimental and theoretical vibrational wavenumbers ( cm-1) for 4MPMS 

FT-IR 

[14]  

B3LYP/6-

311++G(d,p) 

IR 

intensity 

Raman 

intensity 

Assignment with PED 

analysis 

 3081 6.35 233.0524 ν CH 93(%) 

 3080 5.59 103.6861 ν CH 87(%) 

 3079 17.76 23.0781 ν CH 86(%) 

 3077 4.51 146.3084 ν CH 93(%) 

 3077 3.11 10.9302 ν CH 91(%) 

 3076 0.1734 9.9469 ν CH 96(%) 

 3067 0.4644 48.5039 ν CH 85(%) 

3062.3 3065 0.4431 39.7788 ν CH 96(%) 

 3058 14.41 62.996 ν CH 93(%) 

 3054 0.1547 14.449 ν CH 96(%) 

 3047 5.95 71.6029 ν CH 93(%) 

 3044 9.2 128.2137 ν CH 95(%) 

 3043 10.41 109.7333 ν CH 96(%) 

 3022 0.4711 28.3521 ν CH 98(%) 

 3012 22.32 175.0867 ν CH 91(%) 

 2986 11.93 69.5059 ν CH 99(%) 

 2959 14.57 105.0435 ν CH 100(%) 

2932.1 2950 32.43 74.9363 ν CH 100(%) 
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 2905 20.19 420.3453 ν CH 99(%) 

 2891 70.5 205.0948 ν CH 91(%) 

1661.1 1645 144.79 284.4238 ν CC 22(%) + OC 52(%) 

1605 1583 360.08 468.0102 ν CC 21(%) + OC 10(%) 

 1572 314.58 645.7628 ν CC 28(%) 

 1571 35.95 125.7038 ν CC 31(%) 

 1563 177.27 9488.5248 ν CC 13(%) + OC 17(%) 

 1550 0.6608 7.5554 ν CC 51(%) + β CCC 10(%) 

 1544 35.76 374.3198 ν CC 41(%) 

 1538 10.19 578.4512 β CCC 10(%) + ν CC 43(%) 

1501.1 1478 35.06 140.5226 β HCC 56(%) 

 1471 162.15 6.7775 β HCC 66(%) 

 1463 9.45 1.4537 β HCC 64(%) 

 1444 50.03 16.688 β HCH 79(%) + γ HCOC 

20(%) 

 1434 9.74 18.2358 β HCH 76(%) + γ HCOC 

16(%) 

 1431 16.52 9.1611 β HCH 79(%) + γ HCCC 

14(%) 

 1430 7.91 18.7237 β HCH 65(%) + γ HCCC 

11(%) 

1417.4 1417 3.7 10.4502 β HCH 80(%) 
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 1389 13.33 11.6377 ν CC 40(%)  + β HCC 14(%) 

 1384 40.92 166.8891 ν CC 32(%) + β HCC 20(%) 

 1373 7.53 0.2261 ν CC 37(%) 

1360.3 1359 1.778 34.5661 β HCH 94(%) 

 1312 225.83 332.6805 β HCC 33(%) 

 1299 82.94 139.3251 ν CC 10(%) + β 38(%) 

 1287 55.09 21.7054 ν CC 46(%) 

 1284 11.13 1.0753 ν CC 58(%) 

 1279 0.0895 0.1462 ν CC 21(%) + β HCC 70(%) 

 1275 15.86 14.8021 ν CC 13(%) + β HCC 39(%) 

 1267 11.73 18.5319 β HCC 35(%) 

 1260 91.22 232.5773 ν CC 21(%) 

 1259 97.03 43.1323 ν SO 68(%) 

 1236 300.69 60.8537 ν OC 44(%) 

 1187 136.81 69.3788 ν CC 33(%) + β HCC 17(%) 

 1182 134.01 539.8846 ν CC 32(%) 

 1180 9.33 105.3319 ν CC 37(%) 

 1164 100.49 23.7679 β HCC 19(%) + ν 18(%) 

 1159 24.31 4.3092 β HCC 69(%) 

1148.8 1154 6.01 2.6704 γ HCOC 56(%) + β HCH 

16(%) 
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 1141 331.49 125.322 β HCC 44(%) 

 1129 393.81 900.1926 ν OC 17(%) + β HCC 34(%) 

 1120 0.6438 2.7284 β HCH 30(%) + γ HCOC 

69(%) 

 1094 130.31 20.0276 ν SO 51(%) + SC 11(%) 

 1093 8.96 0.237 ν CC 15(%) + β HCC 61(%) 

1091.7 1093 8.96 2.0868 ν CC 26(%) + β HCC 46(%) 

 1081 5.77 4.7529 ν CC 29(%) + β HCC 34(%) 

 1040 80.55 50.1741 ν CC 34(%) + SO 35(%) 

 1019 18.02 0.6228 γ HCCC 55(%) + β HCH 

16(%) 

 1014 18.72 29.1029 ν OC 68(%) 

 997 209.73 323.7467 ν CC 45(%) 

 991 6.55 0.8432 β CCC 66(%) 

 990 14.27 15.9515 β CCC 53(%) 

 982 27.55 3.6392 γ HCCC 90(%) 

 978 53.25 123.7915 β CCC 55(%) + ν CC 10(%) 

 970 0.1154 0.2901 γ HCCC 48(%) + β HCH 

20(%)  

 953 0.0275 0.0136 γ HCCC 65(%) + HCCS 

22(%) 

 950 0.6852 1.6616 γ HCCC 81(%) 
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 937 0.2421 0.3368 γ HCCC 87(%) 

 937 0.2566 0.2072 γ HCCC 74(%) 

 924 0.285 0.9085 γ HCCC 64(%) 

 921 1.62 0.8381 γ HCCC 35(%) + CCCC 

34(%) 

874.3 869 1.51 22.8755 β CCC 22(%) 

 
857 0.2334 12.9115 γ HCCC 56(%) + τ OCCC 

12(%) 

823 826 10.15 1.8003 γ HCCC 14(%) + τ CCOC 

12(%) 

 817 3.74 0.6297 γ HCCC 76(%) + HCCS 

22(%) 

 816 200.26 40.3148 ν CC 27(%) + OC 17(%) 

 810 113.17 5.6181 γ HCCC 10(%) + τ OCCC 

12(%) 

 797 34.02 2.8482 γ HCCC 63(%) 

 796 0.1196 0.2242 γ HCCC 95(%) 

 789 0.1223 0.8918 γ HCCC 99(%) 

 786 92.42 23.1769 ν CC 11(%) 

 781 1.93 8.2347 ν CC 14(%) + β 27(%) 

 735 18.79 87.3344 γ CCCC 12(%) + τ OCCC 

14(%) 

708.2 703 0.845 2.4548 γ CCCC 45(%) 
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689 16.84 8.8188 γ CCCC 60(%) + τ CCCC 

10(%) 

659.5 660 10.39 1.0228 γ CCCC 24(%) + τ OCCC 

28(%) 

 644 376.13 150.5793 ν CC 12(%) + SC 17(%) 

 628 8.33 69.131 β CCC 56(%) 

 621 10.14 7.7397 β CCC 36(%) 

 621 0.1855 6.0046 β CCC 71(%) 

 610 137.7 379.3931 ν SO 35(%) 

 587 103.66 29.9998 β OCC 10(%) + CCC 22(%) 

 529 29.6 19.116 τ OCOS 23(%) 

 516 8.68 6.2129 β CCC 19(%) 

 504 61.18 0.7382 β OSO 20(%) + τ CCOC 

16(%) 

 491 2.66 0.5164 γ CCCC 11(%) + τ OCCC 

29(%) 

 482 10.98 13.8435 β COC 15(%) + OCC 10(%) 

 466 6.61 2.5875 β OSO 20(%) τ OCOS 30(%) 

 458 3.89 44.5582 τ CCCC 21(%) 

 451 0.2055 24.2259 β OSO 33(%) 

 406 0.2396 0.2925 γ HCCC 14(%) + γ CCCC 

63(%) 
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IR spectra show two bands: the first one is a high frequency near 500-1600 cm-1 associated mostly 

with CO, CC, SO, and SC vibrations while the second band is in a wide frequency range (2900-

3200cm-1) related to CH stretching. 

According to Table V.4 the C-C and C=C stretching is reported in the range 1284 - 1550 cm-1 and 

1593-1629 cm-1 while experiment indicated the C=C in 1605 cm-1, in-plane, and out-of-plane 

bending are reported also with different Potentiel Energy Distribution (PED) contribution in range 

400-1200 cm-1, carbonyl groups(C=O) stretching, on the other hand, occurred in the range 1014 -

1645 cm-1 along with other types of vibrations (bending and torsion) in the range 466-1120 cm-1, 

while the sulfur and its related atoms vibrations occurred with low PED (11%-35%) contribution, 

where the S-C stretching was registered at 1094 cm-1, the S=O in the range 1040 – 1259 cm-1 and 

finely the S-O at the 610 cm-1, the provided experimental results did not mention any sulfur 

vibrations. 

Regarding the second band vibrations that represent the C-H vibrations, theoretical 

calculations showed a stretching in the range 2891-2986 cm-1 with high PED contribution, other 

types of C-H vibrations occurred between 789-1478 cm-1 which define the in-plane and out-of-

plane bending. 

5.2.5   1H and 13C NMR analysis 

  To examine the chemical properties and the way the structure is formed for the studied 

material, we measured the resonance frequency of nuclear magnetic moments in an applied 

magnetic field, results are presented in Table V.5 along with the provided experimental results 

[14]. According to Table V.5, the 1H NMR chemical shifts for the methoxyl group (OCH3) protons 

are calculated at 4.1983, 3.8948, and 3.8813 ppm, while the experimental result at 3.89 ppm, 

benzene rings 1H NMR signals are calculated at 8.7363-7.1778 ppm, while 1H NMR signals for 

H-C-C-H (H13 and H14) are calculated at 8.3468 and 8.1631 ppm, the highest chemical shifts for 

 404 0.1753 1.611 γ CCCC 32(%) + γ CCCO 

24(%) 

 
400 0.2715 7.5394 γ CCCC 30(%) 
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H5 (8.24 ppm), H1 (8.17 ppm), and H9 (8.49 ppm) are related to being near atoms with high 

electronegativity. Regarding 13C NMR signals for all aromatic C atoms are calculated at 115.44 -

172.99 ppm, and the highest chemical shift is calculated for C15 with 191.95 ppm, agreeing with 

the literature, studies reprted methyl C atoms NMR signals at 24.6 ppm, while the calculated NMR 

signal for the methyl group C atom (C23) is at 24.16 ppm. The other methyl group C atom (C22) 

gives an NMR band at 57.4671 ppm due to the electronegativity of the O atom. 

13C NMR experimental results were not mentioned.  

 

Table V.5 1H and 13C NMR isotropic shifts (ppm) for 4MPMS 

H/C B3LYP/6-311++G(d,p)  Experimental  

H21 8.7363 8.034 

H9 8.4924 8.012 

H13 8.3468 7.735 

H17 83,197 7.714 

H5 8.2451 7.701 

H1 8.1712 7.57 

H14 8.1631 7.5 

H11 7.8574 7.549 

H5 7.8434 7.461 

H8 7.8434 7.339 

H2 7.7722 7.319 

H4 7.7418 7.264 

H12 7.5977 7.047 



Chapter 5                                                                                              Results and Discussion 

 

128 

 

H18 7.2773 7.026 

H20 7.1778 6.995 

H22C 4.1983 3.896 

H22A 3.8948 3.896 

H22B 3.8813 3.896 

H23B 2.7944 2.46 

H23C 2.4805 2.46 

H23A 2.4736 2.46 

C15 191.958 - 

C19 172.998 - 

C7 159.73 - 

C3 156.582 - 

C13 153.175 - 

C6 145.083 - 

C11 142.541 - 

C10 141.802 - 

C21 139.652 - 

C16 137.86 - 

C17 137.025 - 

C2 136.772 - 

C4 136.772 - 
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C5 134.831 - 

C1 134.647 - 

C9 132.82 - 

C12 132.714 - 

C8 132.45 - 

C14 124.57 - 

C18 123.108 - 

C20 115.44 - 

C22 57.4671 - 

C23 24.1602 - 

 

 

5.2.6   Electrical Properties  

5.2.6.1 Frontier Molecular Orbital Analysis 

The frontier molecular orbitals are defined as the high occupied molecular orbitals 

(HOMO) and the low unoccupied molecular orbitals (LUMO), that work on determining the 

electrical and optical properties of the studied materials, by calculating the energy gap that leads 

to predicting the chemical stability and polarizability of the material. As presented in            Figure 

V.9 which illustrates the frontier molecular orbitals of the 4MPMS system, calculations reported 

that the charges are concentrated near aromatic rings and oxygen atoms in both HOMO and 

LUMO, the HOMO and LUMO energies for the 4MPMS are determined to be -6.4382 and -2.4139 

eV, respectively, and the resulted energy gap is found to be 4.0241 eV. 
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Figure V.9 The molecular orbital frontiers and their energies calculated for 4MPMS by 

B3LYP/6-311++G(d,p) 

To investigate the chemical properties of the 4MPMS, the quantum chemical parameters, such as 

the ionization potential (IP), electron affinity (EA), electronegativity (ꭓ), hardness (ղ), chemical 

potential (P), and softness (S), are calculated through molecular orbital frontier energies. Table 

V.6 displays the obtained ꭓ, ղ, and S findings. 

 

Table V.6 Molecular orbital Frontier energies, electronegativity (ꭓ), hardness (ղ), and 

softness (S) for 4MPMS obtained by B3LYP/6–311++G(d,p) level. 

Parameters 4MPMS 

EHOMO(eV) -6.4382 

ELUMO(eV) -2.4139 

ΔE(eV) 4.0241 

ꭓ(eV 4.42605 

ղ(eV) 1.9996 

S(eV-1) 0.25 
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Based on these findings, we conclude that the 4MPMS is a more polarizable, chemically soft, and 

reactive molecule.  

 

5.2.6.2 Molecular Electrostatic Potential (MEP) Analysis 

To study and visualize the electrical charge distribution of the 4MPMS, we calculated the 

Molecular Electrostatic Potential (MEP) surface in the range -0.06248, 0.06248 a.u as presented 

in Figure V.10, as it shows that the C=O group contains the most negatively charged area, followed 

by the SO3 group, however, the methyl group, C-CH3, O-CH3 groups and the aromatic H atoms, 

have the most positive charged area, regarding these results we conclude that, C=O and SO3 groups 

are the most likely positions that could participate in chemical reactions.  

 

 

 

 

 

 

 

 

 

Figure V.10 MEP surfaces for 4MPMS calculated by B3LYP/6-311++G(d,p) 

 

5.2.7   Nonlinear Optical Properties  

A theoretical study of the 4MPMS system NLO response, through the calculation of the 

dipole moment 𝜇, polarizability (𝛼), the anisotropy of polarizability (Δα), first-order 

a.u a.u 
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hyperpolarizability (β) and second-order hyperpolarizability (γ) in the static (λ=0 nm) and dynamic 

state (λ=532 nm) results are presented in Table V.7 

For the title molecule, μ is found to be 4.56088 Debye, α is 5.3067x10-23 esu (static) and 6.2319x10-

23 esu (dynamic), the Δα is calculated at 5.5224x10-23 and 7.7171x10-23 in the static and dynamic 

state respectively, while, β(0,0,0), β(-w,w,0), and β(-2w,w,w) parameters are  16.240×10-30, 

82.240x×10-30, 213.97×10-30 esu, respectively, and finely the second-order hyperpolarizability (γ). 

The γ(0,0,0,0), γ(-w,w,0,0), and γ(-2w,w,w,0) parameters results are  213.77×10-36, 943.74×10-36 

and 485.90×10-36 esu respectively. 

Regarding all these results we conclude that the NLO characteristics of the 4MPMS molecule are 

much higher than those of the Urea molecule, which indicates that the title molecule has strong 

NLO capabilities. 

 

Table V.7 Static and frequency-dependent (λ=532 nm) α (esu), Δα (esu), β (esu) and γ (esu) for 

4MPMS 

Parameter  4MPMS 

µ  4.56088 

α(0.0)  5.3067×10-23 

Δα(0.0)  5.5224×10-23 

α (-ω.ω)  6.2319×10-23 

Δα(-ω.ω)  7.7171×10-23 

β(0;0.0)  16.240×10-30 

β(-ω;ω.0)  82.240×10-30 

β(-2ω;ω.ω)  213.97×10-30 

γ(0;0.0.0)  213.77×10-36 

γ(-ω;ω.0.0)  943.74×10-36 

γ(-2ω;ω.ω.0)  485.90×10-36 
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In this dissertation, we investigated two distinct systems, each with its unique set of 

properties. The first system involved studying the structural, magnetic, and magneto-optical 

properties of Nickel ultra-thin films deposited on a Rhodium substrate using the SPR-LMTO ASA 

program. The structural properties of the Nin/Rh(001) (n = 1, 2, 3) system were obtained through 

a relaxation process, optimizing the total energy as a function of the distance between atomic 

planes. Equilibrium was achieved for a body-centered tetragonal (BCT) structure with a tetragonal 

ratio of c/a = 1.18 and a calculated lattice mismatch of 7%. 

Magnetic properties were explored by calculating the magnetic moments. Nickel films exhibited 

magnetic moment values higher than bulk Nickel, similar to those of free Nickel surfaces, due to 

the compressed state of the Ni layers with interplane distances smaller than those of bulk Nickel. 

The Rhodium layers showed two distinct behaviors: the Rh layer adjacent to Nickel exhibited 

ferromagnetic behavior with a higher magnetic moment than bulk Rhodium, while some interplane 

layers showed antiferromagnetic behavior, maintaining the paramagnetic nature of bulk Rhodium. 

These results were confirmed by Density of State (DOS) curves, indicating overall ferromagnetic 

coupling in the system. 

Magneto-optical properties were studied by calculating the polar Kerr effect (P-MOKE) across an 

extended energy range up to 10 eV. The system showed alternating positive and negative Kerr 

rotations due to transitions between localized states, primarily involving s→p, p→s, and d→p 

transitions as identified from DOS spectra. We conclude that the Nin/Rh(001) system is well-

suited for magneto-optical applications, particularly in sensors and storage devices. 

The second system is a theoretical study of a synthesized organic chalcone derivative, 4-[(1E)-3-

(4-methoxyphenyl)-3-oxoprop-1-en-1-yl]phenyl 4-methylbenzene-1-sulfonate (4MPMS). 

Geometry optimization was performed, followed by the calculation of electronic and optical 

properties using the GAUSSIAN program at the B3LYP/6-311++G(d,p) level. Frontier molecular 

orbitals and MEP surface analysis, along with dipole moment calculation, revealed a low energy 

gap and variable charge distribution, giving the molecule high charge mobility, a beneficial trait 

for Nonlinear Optical (NLO) applications. The presence of donor-acceptor groups linked by π-

bridges further enhanced its NLO properties. 
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Static and dynamic NLO properties, including polarizability (α), anisotropy of polarizability (Δα), 

first-order hyperpolarizability (β), and second-order hyperpolarizability (γ), were calculated, along 

with the second harmonic generation (SHG) values. In the static state, we obtained values of 

5.3067×10⁻²³ esu, 5.5224×10⁻²³ esu, 16.24×10⁻³⁰ esu, and 213.77×10⁻³⁶ esu, while in the dynamic 

state, the values were higher: 6.2319×10⁻²³ esu, 7.7171×10⁻²³ esu, 82.24×10⁻³⁰ esu, 213.97×10⁻³⁰ 

esu (SHG), 943.74×10⁻³⁶ esu, and 485.9×10⁻³⁶ esu (SHG). These values were compared to urea, 

and the dynamic NLO properties were notably higher. 

Spectroscopic (IR and NMR) analysis confirmed the consistency between the theoretically 

fabricated and experimentally synthesized molecules. In conclusion, the 4MPMS molecule 

demonstrates excellent potential for NLO applications due to its favorable properties, low cost, 

and diverse benefits. 
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Appendix A 

A.1    Kubo formalism 

The behavior of a medium in the presence of electromagnetic waves is described by its 

electrical conductivity or dielectric constant. Both depend on the frequency of the 

electromagnetic wave. Hence the need to find a link between these parameters and changes in 

electronic states, to understand how the interaction of electromagnetic waves with solids. 

The simplest way to approach this problem is to use the Kubo formalism, in which 

conductivity is interpreted in terms of interband transitions. Consider a solid made up of N 

electrons. In the presence of a vector potential and a scalar potential, the Hamiltonian of a 

system is written as [1] 

 

𝐻 =
1

2𝑚
∑(𝑝𝑖

𝑒

𝑐
𝐴(𝑟𝑖))

2

𝑁

𝑖=1

+ ∑ 𝑉𝑘(𝑟𝑖 − 𝑅𝑘) +

𝑁,𝑀

𝑖=1,𝑘=1

1

2
∑

e²

|𝑟𝑖 − 𝑟𝑗|

𝑁,𝑀

𝑖=1,𝑘=1

−∑eΦ(𝑟𝑖)

𝑁

𝑖=1

 

(A-1) 

 

The first term expresses the coupling between electromagnetic waves (described by the 

vector potential), and the electrons described by the moments 𝑝𝑖, position 𝑟𝑖 and the second 

term defines the interaction between ions and electrons. It is given by the potential 𝑉𝑘 . The third 

term represents, the electron-electron interaction and the last term represents the external scalar 

potential. In general, the Hamiltonian is written as: 

 𝐻 = 𝐻0+ 𝐻𝑖𝑛𝑡  (A-2) 

 

𝐻0 is the Hamiltonian in the absence of 𝐴(𝑟) and Φ(𝑟)  

 

𝐻0 =
1

2𝑚
∑𝑝𝑖

2

𝑁

𝑖=1

+ ∑ 𝑉𝑘(𝑟𝑖 − 𝑅𝑘) +

𝑁,𝑀

𝑖=1,𝑘=1

1

2
∑

e²

|𝑟𝑖 − 𝑟𝑗|

𝑁,𝑀

𝑖=1,𝑘=1

 (A-3) 
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 𝐻𝑖𝑛𝑡  describes the system's interaction with 𝐴(𝑟) and Φ(r) and it is given by the expression: 

 

 𝐻𝑖𝑛𝑡 =
𝑒

2𝑚𝑐
∑[𝑝𝑖𝐴(𝑟𝑖) + 𝐴(𝑟𝑖)𝑝𝑖]

2

𝑁

𝑖=1

−∑eΦ(𝑟𝑖)

𝑁

𝑖=1

 

(A-4) 

 

 

In this equation, we have neglected the 𝐴² terms. 

The electrical charge density is given by: 

 

𝐽(𝑟) = −
𝑒

2
∑[𝜈𝑖𝛿(𝑟 − 𝑟𝑖) + 𝛿(𝑟 − 𝑟𝑖)𝜈𝑖]

𝑁

𝑖=1

 (A-5) 

In the non-relativistic limit, velocity can be written as : 

 
𝜈 =

𝑝

𝑚
+
𝑒𝐴

𝑚𝑐
 (A-6) 

Therefore, the equation A-5 is expressed as: 

 

𝐽(𝑟) = −
𝑒

2
∑[𝑝𝑖𝛿{𝑟 − 𝑟𝑖} + 𝛿{𝑟 − 𝑟𝑖}𝑝𝑖] −

𝑒²

𝑚𝑐

𝑁

𝑖=1

∑𝐴(𝑟𝑖)𝛿{𝑟 − 𝑟𝑖}

𝑁

𝑖=1

 (A-7) 

The first expression is the paramagnetic current and the second is the diamagnetic current. 

Using the A-5 equation of electrical current density, for a transversal field Φ(r) = 0, the 

interaction term in the expression for H is given by 

 
 𝐻𝑖𝑛𝑡 = −

1

𝑐
∫ 𝐽(𝑟)𝐴(𝑟)𝑑𝑟 (A-8) 

In the k-space, this term is written as 

 
 𝐻𝑖𝑛𝑡 = −

1

𝑐
𝐽(𝑘)𝐴(𝑘) (A-9) 

According to Fermi's rule, the transition probability per unit of time and unit of volume of the 

initial state |𝑛⟩ to the final state |𝑛′⟩ is  
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 𝑊𝑛𝑛′ =

2𝜋

ℏ²
|⟨𝑛′| 𝐻𝑖𝑛𝑡|𝑛⟩|

2𝛿{𝜔 − 𝜔𝑛𝑛′} (A-10) 

 

ℏ𝜔𝑛 and ℏ𝜔𝑛′ are the energies of the initial and final states respectively. 

The energy absorbed per unit of time and unit volume is written as 

 
𝑃 = ℏ𝜔𝑊 = |𝐴(𝑘)|2∑

𝜔

ℏ𝑐²
𝑛

∫𝑑𝑡|⟨𝑛|𝐽(𝑘, 0)𝐽∗(𝑘, 𝑡)|𝑛⟩|𝑒−𝑖𝜔𝑡 (A-11) 

Considering that the vector potential is given by 𝐸 =
𝑖𝜔

𝑐
𝐴 and 𝑃 = 𝜎𝐸². We arrive to the Kubo-

Greenwood formula [2,3] 

 
 𝜎𝛼𝛽(𝜔) =

𝜋𝑒²

ℏ²𝜔
∑∑

𝑓(𝜀𝑛𝑘) − 𝑓(𝜀𝑛′𝑘)

𝜔𝑛𝑛′(𝑘)

𝑀𝑛𝑛′
𝛼 (𝑘)𝑀

𝑛𝑛′
𝛽
(𝑘)

𝜔 − 𝜔𝑛𝑛′(𝑘) + 𝑖𝛾
𝑛𝑛′𝑘

 (A-12) 

 

𝑓(𝜀𝑛𝑘) is the Fermi function, ℏ𝜔𝑛𝑛′ = 𝜀𝑛𝑘 − 𝜀𝑛′𝑘  is the energy difference between Kohn-Sham 

levels, and 𝛾 is the inverse of the relaxation time. 𝑀𝑛𝑛′
𝛼  are the matrix elements of optical 

transitions. 

In the relativistic case, the current density vector is given by 

 𝑗 = −𝑒𝑐𝛼 (A-13) 

With 𝛼 Dirac operator so 𝑀𝑛𝑛′  is defined as  

 𝑀𝑛𝑛′ = ⟨Ψ𝑛
𝑘|𝑐𝛼|Ψ𝑛′

𝑘 ⟩ (A-14) 

Ψ𝑛
𝑘 is the four-component wave function.  

A.2    Drude-Sommerfeld Theory 

For metals, the components of the optical conductivity tensors, are given by the sum of 

the interband and intraband contribution [4]. In the optical domain and for low photon energies, 

the intraband contribution is dominant 
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From equation A-12, we can see that the expression of optical conductivity is a double sum, 

one for interband transitions (𝑛 ≠ 𝑛′) and the other on intraband transitions  (𝑛 = 𝑛′) energy 

bands, in other words, one describes the contribution, the conductivity equation then takes the 

following form 

  𝜎𝛼𝛽(𝜔) = 𝜎𝛼𝛽
𝑖𝑛𝑡𝑒𝑟(𝜔) + 𝜎𝛼𝛽

𝑖𝑛𝑡𝑟𝑎  (A-15) 

 

In the Drude-Sommerfeld approach, the metal is considered as a classical gas in which the 

electron performs a diffusive motion. In the presence of an electric field E, the equation of 

motion is given by [5]. 

 𝑑

𝑑𝑡
〈𝑝〉 = −

〈𝑝〉

𝜏𝐷
− 𝑒𝐸 (A-16) 

𝜏𝐷 relaxation time. 

The electric current density is given by 

 𝑗 = −𝑁𝑒
𝑝

𝑚
 (A-17) 

N charge density, while m and e represent the mass and charge of the electron 

For a given 𝑝 = 𝑚
𝑑𝑟

𝑑𝑡
 the solution to equation A-16 gives the expression for the conductivity as 

[6] 

 
𝜎̂(𝜔) =

𝑁𝑒2𝜏𝐷

𝑚

1

1 − 𝑖𝜔𝜏𝐷
=

𝜔𝑝
2

4𝜋 [
1

𝜏𝐷 − 𝑖𝜔
]
 (A-18) 

With 𝜔𝑝 plasma frequency, it is given by 

 
𝜔𝑝
2 =

4𝜋𝑒²

𝑚²Ω
∑𝛿(

𝑛𝑘

𝜀𝑛𝑘 − 𝐸𝐹)|𝑀𝑛𝑛′|
2 (A-19) 

𝐸𝐹  is Fermi energy and Ω is the atomic volume 

The relaxation time parameter  𝛾𝐷 =
1

𝜏𝐷
 from the Drude-Sommerfeld expression is different 

from the equation A-16. This is an intrinsic parameter that differs from one metal to another. 
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A.3   Selection Rules 

The DOS plays an important role in estimating a material's electrical conductivity, 

magnetic behavior, and optical absorption when interacted by photons that leads to  indicating 

the number of electronic states available at each energy level for electrons to occupy. On the 

other hand electromagnetic radiation is considered within the classical framework so we use 

the potential vector 𝐴𝑞𝜆(𝑟) to represent photons with a wave vector (𝑞)⃗⃗⃗⃗⃗⃗   and polarization 𝜆. 

The operator corresponding to the electron-photon interaction is given by[7,8] 

 
𝜒𝑞𝜆 = −

1

𝑐
𝐽. 𝑨𝑞𝜆(𝒓) = −

1

𝑐
𝐽. 𝒂̂𝜆𝐴𝑒

𝑖𝑞𝑟 (A-20) 

Where J is the current density operator 

 𝑗𝑒𝑙 = −𝑒𝑐𝜶 (A-21) 

 

The polarization vector in equation A-20 is real for linearly polarized photons 𝜆 = (𝑥, 𝑦, 𝑧) For 

q along the z axis, the complex polarization vector is given by 

 
𝑎̂𝜆 =

1

√2
(
1
±𝑖
0
) (A-22) 

It represents the left (right) circular polarization of the radiation, or, similarly, light with positive 

(or negative) helicity. In the optical frequency system generally we assume that the vector 

potential amplitude varies slowly on the microscopic scale. So we can limite the development 

of the exponential factor in Taylor series  on the first  term 

 
𝑒𝑖𝒒𝒓 = 1 + 𝑖𝒒𝒓 −

1

2
(𝒒𝒓)2 +⋯ (A-23) 

and this means that only the first interaction of the electric dipole is considered in equation         

A-20. to becom[9] 

 
(𝒒. 𝒓)(𝜶. 𝒂̂𝜆) =

1

2
[(𝒒. 𝒓)(𝜶. 𝒂̂𝜆) − (𝒒. 𝜶)(𝒓. 𝒂̂𝜆)]

+
1

2
[(𝒒. 𝒓)(𝜶. 𝒂̂𝜆) + (𝒒. 𝜶)(𝒓. 𝒂̂𝜆)] 

(A-24) 
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we can see that it represents the two interactions, of the electric dipole and the magnetic 

quadrupole, Based on the SPR-LMTO method, and the corresponding expression A-20 for the 

electron-photon interaction, matrix elements of the form[8] 

 𝑀𝑞𝜆
𝑛𝑛′ = ⟨Φ𝑛|Χ𝑞𝜆|Φ𝑛′⟩ (A-25) 

where Φ𝑛(𝑛′)(𝑟, E𝑛(𝑛′)) are the band wave functions, initial (n) and final (n’), which can be 

written as a sum of partial wave functions ΦΛ(𝑟, 𝐸) with a unique spin-orbital character Λ 

To estimate the matrix elements 𝑀𝑞𝜆
ΛΛ′, it is therefore sufficient to consider only those elements 

concerning the functions ΦΛ(𝑟, 𝐸). Adopting the electric dipole approximation and keeping ec 

a constant factor the matrix elements can be written as follows[8] 

 𝑀𝑞𝜆
ΛΛ′ = ⟨𝜙Λ|𝜶. 𝒂̂𝜆|𝜙Λ′⟩ = 𝑖[𝑹1

ΛΛ′𝑨𝜆
Λ−Λ′ − 𝑹2

ΛΛ′𝑨𝜆
−ΛΛ′] (A-26) 

with matrix elements 

 
𝑹1
ΛΛ′ = ∫𝑟2𝑑𝑟 g𝜆(𝑟, EΛ)fΛ′(𝑟, EΛ′) (A-27) 

 

 
𝑹2
ΛΛ′ = ∫𝑟2𝑑𝑟 fΛ(𝑟, EΛ)gΛ′(𝑟, EΛ′) (A-28) 

and angular 

 𝑨𝜆
ΛΛ′ = ⟨𝜒Λ|𝜶. 𝒂̂𝜆|𝜒Λ′⟩ (A-29) 

 

The radial functions, g𝜆(𝑟, EΛ) and fΛ′(𝑟, EΛ′) and angular 𝜒Λ are defined by equation 

2.83.For the various polarization states λ, these turn out to be 

 
𝑨±
ΛΛ′ = 2𝐶 (𝑙

1

2
𝑗;  𝜇 ∓

1

2
,±
1

2
)𝐶 (𝑙′

1

2
𝑗′;  𝜇 ±

1

2
, ∓
1

2
) 𝛿𝑙−𝑙′;±1𝛿𝜇−𝜇′;±1 (A-30) 

 
𝑨𝑥
ΛΛ′ =

(𝑨−
ΛΛ′ + 𝑨+

ΛΛ′)

√2
 (A-31) 
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𝑨𝑦
ΛΛ′ = 𝑖

(𝑨+
ΛΛ′ − 𝑨−

ΛΛ′)

√2
 (A-32) 

 
𝑨±
ΛΛ′ = [𝐶 (𝑙

1

2
𝑗;  𝜇 −

1

2
, +
1

2
)𝐶 (𝑙′

1

2
𝑗′;  𝜇 −

1

2
,+
1

2
)

− 𝐶 (𝑙
1

2
𝑗;  𝜇 +

1

2
, −
1

2
)𝐶 (𝑙′

1

2
𝑗′;  𝜇 +

1

2
,−
1

2
)] 𝛿𝑙−𝑙′;±1𝛿𝜇𝜇′ 

(A-33) 

 

where 𝐶Λ
𝑚𝑠 = 𝐶 (𝑙

1

2
𝑗;  𝜇 − 𝑚𝑠, 𝑚𝑠) are the Clebsch-Gordon coefficients. 

Taking into account the coupling between the large and small components in equation A-26, 

we arrive at the famous matrix element selection rules 𝑀𝜆
ΛΛ′ of the electric dipole 

 𝑙 − 𝑙′ = ±1 (A-34) 

 𝑗 − 𝑗′ = 0   𝑜𝑟 ± 1 (A-35) 

 

𝜇 − 𝜇′ = {

+1          𝑖𝑓     𝜆 = +
−1          𝑖𝑓     𝜆 = −
0            𝑖𝑓     𝜆 = 𝑧

±1            𝑖𝑓     𝜆 = 𝑥, 𝑦

 (A-36) 

  These rules must be satisfied in any computations involving an electronic transition of type 

Λ → Λ′ in the electric dipole approximation [9] 

 

 

A.4   Non-Relativistic Muffin-Tin Orbital 

Let's consider an atomic cell shaped into a sphere so that the potential inside it is 

spherically symmetrical and the electron's kinetic energy outside it is zero. Inside the sphere, 

the wave function of an electron is a solution for the Schrödinger's equation, which leads to the 

separation of variables (radial part) while in the exterior part, it satisfies Laplace's equation 

∇2𝜓 = 0 in general, the radial part of the wave function has the form [10,11] The α𝑙 and 𝑏𝑙 

coefficients are determined from the continuity conditions and the wave function 

differentiability on the sphere surface. Thus, the radial function is given by 
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 Φ𝑙(𝑟, 𝐸)

= {

𝑢𝑙(𝑟, 𝐸),                                                                         𝑟 ≤ 𝑠

[
𝐷𝑙 + 𝑙 + 1

2𝑙 + 1
(
𝑟

𝑠
)
𝑙

+
𝑙 − 𝐷𝑙
2𝑙 + 1

(
𝑟

𝑠
)
−𝑙−1

] 𝑢𝑙(𝑟, 𝐸),                 𝑟 > 𝑠           
 

  (A-37) 

 

Where 𝑢𝑙(𝑟, 𝐸) represents a solution to the radial Schrödinger equation for the atomic 

sphere with radius s, however, these functions are not used as basic functions because of the 

divergent part in the exterior part of the sphere  
𝐷𝑙+𝑙+1

2𝑙+1
(
𝑟

𝑠
)
𝑙

  

To get rid of this part we do a subtraction of the divergent part from the two equations 

then we replace the (
𝑟

𝑠
)
𝑙

 with 
Φ𝑙(𝑟,𝐷)

Φ𝑙(𝑠,𝑙)
. For the 𝑟 ≤ 𝑠 and the energy E with the logarithmic 

derivative D that corresponds to the energy (𝐷(𝐸) = [
𝜕ln (𝑢(𝐸,𝑟)

𝜕ln (𝑟)
]
𝑟=𝑠

) for both parts so the wave 

functions are written as [12]: 

 Φ𝑙(𝑟, 𝐷)

=

{
 

 Φ𝑙(𝑟, 𝐷) −
𝐷𝑙 + 𝑙 + 1

2𝑙 + 1

Φ𝑙(𝑟, 𝐷)

Φ𝑙(𝑠, 𝑙)
Φ𝑙(𝑟, 𝑙),             𝑟 ≤ 𝑠

𝑙 − 𝐷𝑙
2𝑙 + 1

(
𝑟

𝑠
)
−𝑙−1

Φ𝑙(𝑠, 𝐷),                                                    𝑟 > 𝑠           

 
  (A-38) 

using the A-38 equation the basic functions are written as: 

 Φ𝐿(𝑟, 𝐷) = 𝑖
𝑙𝑌𝐿(𝒓̂)Φ𝐿(𝑟, 𝐷) (A-39) 

Creating a crystal using the ASA approximation mentioned above, and to simplify the problem 

we assumed that every cell contains one atom, to write the basic functions in this case we must 

take into consideration the effect of other atoms located at a distance R from the central atom. 

So, the crystal is described using the Bloch theorem written as follow [13]: 

 𝜒𝐿
𝑘(𝑟, 𝐷) = ∑𝑒𝑖𝑘.𝑅

𝑅≠0

Φ𝐿(𝑟 − 𝑅, 𝐷) (A-40) 

the effect of other atoms sited on R is given by: 
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Φ𝐿(𝑟 − 𝑅, 𝐷) = 𝑖

𝑙𝑌𝐿(𝒓̂, 𝐷) |
𝑟 − 𝑅

𝑠
|
−𝑙−1 𝑙 − 𝐷𝑙

2𝑙 + 1
Φ𝑙(𝑠, 𝐷) (A-41) 

using the additivity principle: 

 
𝑖𝑙𝑌𝐿(𝒓̂, 𝐷) |

𝑟 − 𝑅

𝑠
|
−𝑙−1

= 4𝜋∑ 𝐶
𝐿𝐿′′𝐿′

(2𝑙−1)‼
(2𝑙−1)(2𝑙′+1)‼

× (−𝑖)𝑙
′

𝑙′′=𝑙+𝑙′

𝐿′′𝐿′
(
𝑅

𝑠
)
−𝑙′−1

𝑌𝐿′′
∗ (𝑅̂)

× 𝑖𝑙
′
(
𝑅

𝑠
)
𝑙′

𝑌𝐿′(𝑟̂) 

(A-42) 

where 𝐶𝐿𝐿′′𝐿′  are Gaunt coefficients defined by [14]: 

 
𝐶𝐿𝐿′′𝐿′ = ∫𝑌𝐿(𝑘̂)𝑌𝐿′

∗(𝑘̂)𝑌𝐿′′ (𝑘̂)𝑑𝑘̂ (A-43) 

 

For the function to be continuous and differentiable on the surface of the sphere, it is necessary 

to establish a change of the (
𝑟

𝑠
)
𝑙

 with 
Φ
𝑙′
(𝑟,𝑙′)

Φ𝑙′(𝑠,𝑙
′)

 in equation A-42 so the basic functions that 

describe our system are written as: 

 

Where 𝑆𝐿𝐿′
𝑘  is the canonical structural constant defined as 

 𝑆𝐿𝐿′
𝑘 = ∑𝑒𝑖𝑘.𝑅𝑆𝐿𝐿′(𝑅)

𝑅≠0

 (A-45) 

 

𝑆𝐿𝐿′
𝑘 (𝑅) = −

8𝜋(2𝑙 + 2𝑙′ − 1)‼

(2𝑙 − 1)‼ (2𝑙′ − 1)‼
× ∑ 𝐶𝐿𝐿′′𝐿′(−𝑖)

𝑙′′ (
𝑅𝑠
𝑠
)
−𝑙′′−1

𝑌𝐿′′(𝑅̂)

𝑙′′=𝑙+𝑙′

𝐿′′

 (A-46) 

 𝜒𝐿
𝑘(𝑟, 𝐷)

=

{
 
 

 
 Φ𝐿(𝑟, 𝐷) − Φ𝑙(𝑠, 𝐷)

𝑙 − 𝐷

2𝑙 + 1
∑[𝑆𝐿𝐿′

𝑘 −
𝑙 + 1 + 𝐷

𝑙 − 𝐷
2(2𝑙 + 1)𝛿𝐿′𝐿] × Φ𝐿′(𝑟, 𝑙

′)

𝐿′

1

Φ𝑙′(𝑠, 𝑙′)2(2𝑙 + 1)
 , 𝑟 ≤ 𝑠

Φ𝑙(𝑠, 𝐷)
𝑙 − 𝐷

2𝑙 + 1
[𝑖𝑙𝑌𝐿(𝑟) (

𝑟

𝑠
)
−𝑙−1

+∑𝑆𝐿𝐿′
𝑘

𝐿′

× 𝑖𝑙
′
𝑌(𝒓̂) (

𝑟

𝑠
)
𝑙′ 1

2(2𝑙′ + 1)
]  ,                                              𝑟 > 𝑠

 
(A-44) 
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The linear combination of the muffin-tin orbitals provides a solution to the Schrödinger 

equation for the whole crystal and it is written as follows: 

 Ψ𝑘(𝑟) =∑𝐶𝐿(𝑘)

𝐿

∑𝑒𝑖𝑘.𝑅𝜒𝐿(𝑘, 𝑟 − 𝑅, 𝐷𝑙(𝐸))

𝑅

 (A-47) 

A.5   Relativistic Muffin Tin Orbitals 

Unlike the non-relativistic approach that describes the crystal using a simplified 

approach that estimates the effect of other atoms to be constant, the relativistic approach uses a 

more realistic system taking into consideration the effect of spin and orbitals angular 

momentum and their interactions [1]. 

This approach implies the use of the Dirac equation that represents the relativistic 

version of the Schrödinger equation 

 
[𝑐𝛼. 𝑝 +

𝛽𝑐2

2
+ 𝑉(𝑟)]𝛹𝑘(𝑟) = (

𝑐2

2
+ 𝐸)𝛹𝑘(𝑟) (A-48) 

Where c is light speed, the operator 𝑝 = −𝑖∇ , α and β are the four-dimensional Dirac matrixes. 

The solution to this equation with a spherically symmetrical potential is: 

 Φ𝐾(𝑟, 𝐸) = 𝑖𝑙𝑍𝐾(𝑟̂)Φ𝑘(𝑟, 𝐸) (A-49) 

with 𝐾 = (𝑘, 𝜇), k is the quantum relativistic number and Φ𝐾(𝑟, 𝐸) is the matrix radial solutions 

defined as  

while 𝑍𝐾(𝑟̂) is the matrix angular spin functions and it is written as: 

with 

 
Φ𝐾(𝑟, 𝐸) = (

𝑔𝑘(𝑟, 𝐸)

𝑖𝑓𝑘(𝑟, 𝐸)
) (A-50) 

 
Z𝐾(𝑟̂) = (

𝜒𝑘
𝜇
(𝑟̂) 0

0 𝜒−𝑘
𝜇
(𝑟̂)
) (A-51) 
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𝐶
𝑙,𝜇−𝑚,

1

2
,𝑚

𝑗𝜇
 are the Klebsch-Gordan coefficients,  𝑌𝑙,𝜇−𝑚 is the spherical harmonic and 𝑗 = 𝑙 ±

1

2
  

are the eigenvalue of the total angular momentum operator and can have two values: 

𝜒 (
1

2
) = (

1
0
)  or  𝜒 (−

1

2
) = (

0
1
) which are Pauli spinors.  

The radial function A-47 is normalized within the muffin-tin sphere which means  

 

The corresponding form of the logarithmic derivative of the radial part D is given by: 

Taking into consideration that 𝐸 = 𝑉𝑐 = 0  in the interstitial area, the radial part of the Dirac 

equation can be written as: 

 

their solutions are: 

 

 𝜒𝑘
𝜇
(𝑟̂) = ∑ 𝐶

𝑙,𝜇−𝑚,
1
2
,𝑚

𝑗𝜇

𝑚=±
1
2

𝑌𝑙,𝜇−𝑚(𝑟̂)𝜒(𝑚) (A-52) 

 

⟨Φ𝐾(𝑟, 𝐸)|Φ𝐾(𝑟, 𝐸)⟩ = ∫𝑟
2𝑑𝑟

𝑠

0

(𝑔𝑘
2(𝑟, 𝐸) + 𝑓𝑘

2(𝑟, 𝐸) = 1 (A-53) 

 
D𝐾(𝐸) = 𝑠

𝑐𝑓(𝑠, 𝐸)

𝑔𝑘(𝑠, 𝐸)
− 𝑘 − 1 (A-54) 

 
(
𝑑

𝑑𝑟
+
1 − 𝑘

𝑟
) 𝑓𝑘̃(𝑟) = 0 (A-55) 

 
(
𝑑

𝑑𝑟
+
1 + 𝑘

𝑟
) g̃𝑘(𝑟) − 𝑐𝑓𝑘̃(𝑟) = 0 (A-56) 

 

Φ𝐾(𝑟, 𝐷) = (
𝑔𝑘(𝑟, 𝐷)

𝑖𝑓𝑘(𝑟, 𝐷)
) =

(

  
 (

𝑟
𝑠)

𝑘

𝑖
(2𝑘 + 1)

𝑐𝑠 (
𝑟
𝑠
)
𝑘−1

)

  
 
,              𝐷 = 𝑘 (A-57) 
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and  

 Φ̃𝑘(𝑟, 𝐷) = 𝑖
𝑙𝑍𝐾(𝑟̂)Φ̃𝑘(𝑟, 𝐷) (A-59) 

The representation of solutions expressions A-57, A-58 near the origin which mean    

𝐷 = −𝑙 − 1 is: 

 

while the regular solutions mean 𝐷 = 𝑙 is: 

Hence, in the interstitial region, the solution of the Dirac equation that must be continued at the 

surface of the sphere is given by: 

Following the same procedures in equation A-38, we write new functions by eliminating the 

divergent parts. As a result, we obtain solutions of the Dirac equation: 

 

Φ𝐾(𝑟, 𝐷) = (
𝑔𝑘(𝑟, 𝐷)

𝑖𝑓𝑘(𝑟, 𝐷)
) = (

(
𝑟
𝑠)

−𝑘−1

0
) ,              𝐷 = −𝑘 − 1 (A-58) 

 

Φ𝐾(𝑟, −𝑙 − 1) = 𝑖
𝑙𝑍𝐾(𝑟̂)

(

  
 (

𝑟
𝑠
)
−𝑙−1

𝑖
(−𝑙 − 1 + 𝑘 + 1)

𝑐𝑠 (
𝑟
𝑠
)
−𝑙−2

)

  
 

 (A-60) 

 

Φ𝐾(𝑟, 𝑙) = 𝑖
𝑙𝑍𝐾(𝑟̂)

(

  
 (

𝑟
𝑠)

𝑙

𝑖
(𝑙 + 𝑘 + 1)

𝑐𝑠 (
𝑟
𝑠)

𝑙−1

)

  
 

 (A-61) 

 Φ𝐾(𝑟, 𝐷)

= 𝑖𝑙𝑍𝐾(𝑟̂) ×

{
 

 (
𝑔𝑘(𝑟, 𝐷)

𝑖𝑓𝑘(𝑟, 𝐷)
) ,                                                                                 𝑟 ≤ 𝑠

(
𝑙 + 1 + 𝐷

2𝑙 + 1
Φ̃𝑘(𝑟, 𝑙) +

𝑙 − 𝐷

2𝑙 + 1
Φ̃𝑘(𝑟,−𝑙 − 1)𝑔𝑘(𝑠, 𝐷)) ,   𝑟 > 𝑠

 
(A-62) 
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To create all the crystals, we use the Bloch theorem as follows: 

 𝜒𝐿
𝑘(𝑟, 𝐷) = ∑𝑒𝑖𝑘.𝑅

𝑅≠0

Φ𝐿(𝑟 − 𝑅, 𝐷) (A-64) 

Then we develop the contribution of the function arriving from a point located at R. For this 

reason, we use the generalized form of the additivity principle[9] 

 

An expansion by analogy to the non-relativistic case is performed to finally obtain the exact 

expression of the relativistic MT orbitals inside the sphere [9] 

𝑆𝐾𝐾′
𝑘   is the structural factor [1] 

 

 Φ𝐾(𝑟, 𝐷)

= 𝑖𝑙𝑍𝐾(𝑟̂)

×

{
 

 Φ𝑘(𝑟, 𝐷) −
𝑙 + 1 + 𝐷

2𝑙 + 1

𝑔𝑘(𝑠, 𝐷)

𝑔𝑘(𝑠, 𝑙)
Φ̃𝑘(𝑟, 𝑙),                                                  𝑟 ≤ 𝑠

(
𝑙 − 𝐷

2𝑙 + 1
Φ̃𝑘(𝑟,−𝑙 − 1)𝑔𝑘(𝑠, 𝐷)) ,                                                              𝑟 > 𝑠

 

(A-63) 

 
𝑖𝑙𝑍𝐾(𝑟̂)Φ̃𝑘(|𝑟 − 𝑅|,−𝑙 − 1) =∑𝑖𝑙

′
𝑍𝐾′(𝑟̂)Φ̃𝑘′(𝑟, 𝑙

′)
𝑆𝐾′𝐾(𝑅)

−2(2𝑙′ + 1)
𝐾′

 (A-65) 

 

𝑆𝐾′𝐾(𝑅) = ∑ (−
1

2
)

4𝜋(2𝑙′′ − 1)‼

(2𝑙 − 1)‼ (2𝑙′ − 1)‼
𝐶
𝑙′ ,𝜇′−𝑚,1/2,𝑚

𝑗′𝜇′
𝑙′′=𝑙+𝑙′

𝐿𝐿′𝐿′′

× 𝐶𝐿′′𝐿′𝐿(−𝑖)
𝑙′′ (

𝑅𝑠
𝑠
)
−𝑙′′−1

𝑌𝐿′′(𝑅̂)𝐶𝑙,𝜇−𝑚,1/2,𝑚
𝑗𝜇

 

(A-66) 

 
𝜒𝐿
𝑘(𝑟, 𝐷) = 𝑖𝑙𝑍𝐾(𝑟̂)Φ𝑘(𝑟, 𝐷) −

𝐷 − 𝑙

2𝑙 + 1
𝑔𝑘(𝑠, 𝐷)

×∑𝑖𝑙
′
𝑍𝐾′(𝑟̂)Φ𝑘′(𝑟, 𝑙

′)
1

𝑔𝑘(𝑠, 𝑙′)
(−

1

2

1

2𝑙′ + 1
)

𝐾′

× (𝑆𝐾𝐾′
𝑘 − 𝛿𝐾𝐾′

𝐷 + 𝑙 + 1

𝐷 − 𝑙
2(2𝑙 + 1)) 

(A-67) 
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ABSTRACT
The present study reports the theoretical investigations of nonlinear optical
properties of chalcone derivative namely 4-[(1E)-3-(4-methoxyphenyl)-3-
oxoprop-1-en-1-yl]phenyl 4-methylbenzene-1-sulfonate (4MPMS). Density
functional theory calculations on the geometry optimization, vibrational
spectrum, 1H and 13C NMR chemical shifts, frontier molecular orbitals ener-
gies, and nonlinear optical properties are carried out by using B3LYP level
in conjunction with 6–311þþG(d,p) basis set. The static and frequency-
dependent nonlinear optical properties (polarizability (a), anisotropy of
polarizability (Da), first and second-order hyperpolarizabilities (b and c)) are
investigated by using B3LYP level. The static NLO parameters (b(0;0,0) and
c(0;0.0.0)) were calculated as 16.240� 10�30 and 213.77� 10�36 esu. The
second harmonic generation (SHG) b(-2w,w,w) and c(-2w,w,w,0) parameters
for the title molecule are found to be 213.97� 10�30esu and
485.90� 10�36esu, respectively. So, the frequency-dependence of b and c
parameters is clear. The obtained results demonstrated that there is a fre-
quency dependence on the nonlinear optical properties of 4MPMS, and
the title molecule is a possible candidate for first and second-order nonlin-
ear optical materials.
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Introduction

Nonlinear optical (NLO) properties, discovered in 1961 a short time after discovering the laser,
describe the reaction of a material being exposed to an intense optical field.1 The search for novel
nonlinear optical materials is one of the newest and most attractive studies in materials regarding
their vast field of application, especially in advanced technology devices such as spectroscopy,
sensors, information processing,2 communication, signal treatment, and data storage.3 Since the
beginning of NLO studies, a lot of materials have been examined from organic, and organometal-
lic to inorganic materials, and it has been reported that each type of these materials has its advan-
tages and disadvantages. However organic materials are the most commonly used recently due to
their low cost of production and their potential possibility to make changes on the atomic level,
the functional groups that work as electron donors and acceptors through the p-conjugator
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bridge, and their flexibility.4 All those advantages in the organic materials give them the ability to
have better NLO properties compared to other types of materials which was the purpose and the
excitement for us to choose the chalcone as an organic material for our study.

In chalcones, two fragrant rings are connected by an aliphatic three-carbon series with p con-
jugation bound, which gives high electron mobility, two functional groups that work as donors
and acceptors which give the material a good polarizability, and a high damage threshold.5,6

Studies have also proved that chalcone derivatives are a good organic complement that can bond
with metals to form an organometallic material.7 Chalcone has a large domain of application in
the environment and healthcare field as an antioxidant8 and in pharmaceutical and medicine as
an antibacterial, antifungal, anti-inflammatory, and anticancer therapy.9,10 And in the optical field
where chalcones have been experienced as a solar shield from UV irradiation,11 and in nonlinear
optics especially optical telecommunication with the optical switching and optical limiting due to
ultrafast sign change for absorption and refraction,12 also in frequency mixing and conversion.13

Many NLO studies have been carried out on chalcone derivatives. For example, the effect of 2-
chloro-4-fluorochalcone molecular structure on the NLO response was investigated. The findings
indicated that the NLO properties of chalcone can be optimized by substituting donor and
acceptor groups with enhanced ones, such as hydroxyl and methoxy groups.14

Additionally, researchers aimed to synthesize chalcone with thiophene heterocyclic. This was
done because of its ability to form crystals with a desirable, well-defined shape. These crystals
exhibited a high non-linear refractive index susceptibility and absorption coefficient, estimated to
be in the order of 10–9cm2/W. Also, the asymmetric electron distribution increases with the sub-
stitution of the acceptor and donor groups to the opposite edges of the investigated system. It is
in good agreement with the results found for fluorinated chalcone.15

Density functional theory (DFT) is a quantum mechanical method used in a wide range of
fields such as physics, chemistry, and material science. The DFT method is used to calculate the
electronic structure of atoms, molecules, and solids. The DFT approximation is a popular method
in solid-state physics since the 1970s, Until the 1990s, improvements in the method made it
acceptably accurate for quantum-chemical applications, resulting in increased applications.
Improvements to the method until the 1990s made the DFT method acceptably accurate for
quantum chemical applications, resulting in increased applications. Thus, large molecular systems
can be investigated with high accuracy, thereby expanding the predictive power inherent in elec-
tronic structure theory. As a result, DFT is now by far the most widely used electronic structure
method. The DFT method also allows to control of various parameters that can’t be achieved
experimentally such as very high or low temperature and pressure or unusual chemical environ-
ments can be simulated to understand how molecules behave in such scenarios.16 The use of the
DFT method for the key fields of technology such as nonlinear optics and photonics is expected
to supply guidance and accelerate improvements in these fields.

In this study, it is intended to calculate the ground-state geometric structure, vibrational spec-
trum, electronic and nonlinear optical properties of the 4MPMS molecule synthesized by Vinaya
and his coworkers,17 which has electron donor and acceptor groups, and which contains long
p-bridges between these groups, and which has a relatively high electrical charge asymmetry, by
using DFT/B3LYP/6-311þþG(d,p) level. In this way, the relationship between molecular structure
and NLO activity for 4MPMS will be explained and the validity of the DFT method on chalcone
derivatives will be tested.

Computational details

The geometric structure of the title molecule is calculated using the GAUSSIAN 1618 program
using the B3LYP (Becke’s three-parameter hybrid functional using the LYP correlation functional)
method19,20 and 6-311þþG(d,p) basis set. The results are displayed and analyzed using

2 M. BENSEBAA ET AL.



GAUSSVIEW 6 software.21 Structural optimization is performed at the ground state energy level.
IR vibrational spectrum is supported by the potential energy distribution (PED) analysis, the
obtained results are multiplied by 0.9614 to lower the difference between the experimental and
the theoretical results.22,23 The highest occupied and lowest unoccupied molecular orbitals
(HOMO, LUMO) are obtained and supported via the SWIZARD program.24 The NMR spectra
are evaluated by GIAO (Gauge Including Atomic Orbital) approximation method.25–27 The solv-
ent effect is considered with the CPCM (Conductor like Polarizable Continuum Model). The
NLO properties and the molecular potential surface of the title molecule are investigated on the
basis of the optimized structure. The NLO parameters such as polarizability, first-and second-
order hyperpolarizability (a, b, and c) are obtained in a static and dynamic method.

Results and discussion

Optimized geometry

The molecular geometry of the studied material is optimized in the ground state energy level
without any imposed condition via the B3LYP level and 6-311þþG(d,p) basis set. The experi-
mental structure and the optimized theoretical structure are presented in Figure 1. Both theoret-
ical and experimental results are in good agreement. However, the small difference between them
is due to the fact that during the theoretical calculation, the molecule is taken in the gas phase
but in the experimental one, it is considered in the solid crystal phase. The theoretical and experi-
mental17 bond length results are presented in Table 1. In our molecule, the carbonyl group
(C¼O) represents an important functional group, especially in our study, and it was reported
that this functional group has an important effect on the NLO properties. In recent studies this
bond length was obtained in the range of 1.23Å- 1.22Å which is similar to our theoretical and
experimental results which are localized in the range of 1.22Å-1.23Å,28,29 for the benzene rings
the average bond length is 1.396Å which also agrees with the experimental and theoretical results

Figure 1. a) Crystal structure,17 b) optimized geometry for 4MPMS with the atomic numbering.
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1.397Å and 1.38Å respectively.29,30 Sulfonate bond length varies between 1.42Å for S¼O and
1.59Å for S-O compared to 1.455 and 1.425Å for the theoretical and experimental results
respectively.29,31 In the literature, it is known that The C-O-C bond angle is given to be 118.7�

which strongly agrees with our theoretical and experimental results. For the C-C-C bond angles
in the aromatic rings, the average calculated result is 120�. It is similar to the experimental results
and also agrees well with the literature. For the O¼C-C, the literature indicates that the average
angle is 120� which is similar to the results we obtained and the experimental results.29,32,33 For
the sulfur, the O-S-O and C-S-O bond angles are in the range of 103�–120� for both experimental
and calculated results. It is clear that it is in good agreement with the literature. The bond angle
details are presented in Table 2.

Table 1. The experimental and calculated bond length (Å) for 4MPMS.

Bonds Exp.17 B3LYP/6-311þþG(d,p)

S-O1 1.4208 1.4545
S-O2 1.4286 1.4554
S-O3 1.5974 1.6837
S-C6 1.746 1.7808
O3-C7 1.41 1.3983
O4-C15 1.218 1.2261
O5-C19 1.364 1.3583
O5-C22 1.422 1.4241
C1-C2 1.371 1.3905
C1-C6 1.377 1.3924
C2-C3 1.375 1.4004
C3-C4 1.377 1.4005
C3-C23 1.508 1.5077
C4-C5 1.373 1.3904
C5-C6 1.377 1.3924
C7-C8 1.375 1.3946
C7-C12 1.369 1.3893
C8-C9 1.38 1.3866
C9-C10 1.386 1.4071
C10-C11 1.39 1.4053
C10-C13 1.464 1.4614
C11-C12 1.374 1.39
C13-C14 1.306 1.3448
C14-C15 1.479 1.4862
C15-C16 1.476 1.4954
C16-C17 1.392 1.406
C16-C21 1.391 1.4004
C17-C18 1.366 1.3848
C18-C19 1.393 1.4009
C19-C20 1.371 1.401
C20-C21 1.37 1.389
C3-C23 1.508 1.5077
C4-C5 1.373 1.3904
C5-C6 1.377 1.3924
C7-C8 1.375 1.3946
C7-C12 1.369 1.3893
C8-C9 1.38 1.3866
C9-C10 1.386 1.4071
C10-C11 1.39 1.4053
C10-C13 1.464 1.4614
C11-C12 1.374 1.39
C13-C14 1.306 1.3448
C14-C15 1.479 1.4862
C15-C16 1.476 1.4954
C16-C17 1.392 1.406
C16-C21 1.391 1.4004
C17-C18 1.366 1.3848
C18-C19 1.393 1.4009
C19-C20 1.371 1.401
C20-C21 1.37 1.389

4 M. BENSEBAA ET AL.



Vibrations analysis

The vibration analysis is a commonly used method to identify the functional groups and intermo-
lecular interaction for organic and organometallic structures, which represents a useful tool to
study the physical and chemical properties of molecular systems.34 The IR vibration frequencies
of 4-[(1E)-3-(4-methoxyphenyl)-3-oxoprop-1-en-1-yl]phenyl 4-methylbenzene-1-sulfonate
(4MPMS) are reported experimentally in the range 400–4000 cm�1.17 In our study, the corre-
sponding vibration spectrum is calculated by the B3LYP method and 6-311Gþþ(d,p) basis set
and presented in Figure 2 and Table 3. VEDA 435 software and the potential energy distribution
(PED) are also executed to provide detailed information about the contribution of vibrational
modes to a specific wavenumber. The obtained theoretical wavenumbers are multiplied by the
scale factor 0.96 to make theoretical results more comparable to experimental data. The studied
molecule is formed by different elements and functional groups related to each other by bonds
which lead to different types of vibrations at different wavelengths.

Table 2. The experimental and calculated bond angles (�) for 4MPMS.

Bond angles Exp.17 B3LYP/6-311þþG(d,p)

O1-S-O3 109.71(10) 107.97
O1-S-C6 109.35(11) 110.09
O2-S-O1 119.52(11) 120.66
O2-S-O3 102.64(10) 108.07
O2-S-C6 110.51(11) 110.17
O3-S-C6 103.82(9) 97.24
C7-O3-S 121.86(14) 117.84
C19-O5-C22 117.7(2) 118.9
C2-C1-C6 119.0(2) 118.74
C1-C2-C3 121.8(3) 121.19
C2-C3-C4 118.0(2) 118.55
C2-C3-C23 121.3(3) 120.72
C4-C3-C23 120.7(3) 120.7
C5-C4-C3 121.6(2) 121.18
C4-C5-C6 119.0(2) 118.75
C1-C6-S 119.96(18) 119.16
C5-C6-S 119.39(19) 119.26
C5-C6-C1 120.6(2) 121.56
C8-C7-O3 121.9(2) 119.9
C12-C7-O3 116.5(2) 118.79
C12-C7-C8 121.4(2) 121.22
C7-C8-C9 118.5(2) 119.19
C8-C9-C10 122.0(2) 121.18
C9-C10-C11 117.2(2) 118
C9-C10-C13 123.3(2) 123.43
C11-C10-C13 119.5(2) 118.55
C12-C11-C10 121.8(2) 121.41
C7-C12-C11 119.1(2) 118.97
C14-C13-C10 129.1(2) 127.91
C13-C14-C15 122.2(2) 120.34
O4-C15-C14 119.4(3) 120.86
O4-C15-C16 120.3(2) 120.14
C16-C15-C14 120.3(2) 118.98
C17-C16-C15 123.8(2) 124.27
C21-C16-C15 119.2(2) 117.86
C21-C16-C17 117.0(2) 117.85
C18-C17-C16 121.2(2) 121.16
C17-C18-C19 120.2(2) 120.13
O5-C19-C18 115.3(2) 115.85
O5-C19-C20 125.0(2) 124.54
C20-C19-C18 119.7(2) 119.6
C21-C20-C19 119.4(2) 119.52
C20-C21-C16 122.4(2) 121.71

POLYCYCLIC AROMATIC COMPOUNDS 5



C-C And C¼C vibration
This type of vibration is caused by the movement of electrons through the bonds between carbon
atoms, it can be used to study the molecule structure and many other properties such as the iden-
tification of specific chemical compounds. These types of stretching vibration have been reported
in the range 1000–1650 cm�1 in the literature,29,34 which agrees well with the calculated results
that we have obtained. The C-C stretching is calculated with different PED contributions, and
two of the highest PED contributions are 58% at 1284 cm�1 and 51% at 1550 cm�1. The double
bond stretching of carbon is expected in the range of 1593� 1629 cm�1.36–39 The experimental
results indicated that this bond vibration is located at 1605 cm�1 which is in the range of the cal-
culated wavelength in the range of 1583� 1645 cm�1 that matches the results obtained by R.S
Saji et al.,40 and agrees with literature results in both cases. The carbon bending vibration occurs
in the range 400–1200 cm�1 which contains the in-plane and out-of-plane deformation with dif-
ferent PED contributions between (10% �90%), as would be expected.41,42

C-H vibration
The C-H stretching appears at around 3000 cm�1.36 The obtained theoretical results indicate that
the C-H stretching in the range 2891 ̶ 2986 cm�1 originates from the vibration of the methyl
group. The vibration bands at the 3043� 3082 cm�1 range are related to the vibration of the
stretching of the aromatic rings confirming the experimental results that are identified between
2932.1� 3062.3 cm�1 as a C-H stretching. These vibrations at this region are pure C-H stretching
with a high PED contribuof tion around 90%-100% which agrees with the results obtained by R.S
Saji et al.40 The in-plane bending C-H vibrations are calculated at the range of 1100–1478 cm�1

but the out-of-plane bending is in the range of 789–1019 cm�1. They agree with the previous
studies where the reported in-plane bending of C-H is at the range of 970 – 1230 cm �1 while
the out-plan bending is at the range of 660 cm�1 – 910 cm�1.36,39,41,43,44

C-O And C¼O vibration
The carbonyl group is an important structural unit in organic chemistry, it plays a key role in
plenty of chemical reactions and compounds properties such as NLO properties, because of its
electronegativity which makes it a polar group and this compound has also an intense stretching

Figure 2. Theoretical IR spectrum for 4MPSM calculated by B3LYP/6-311þþG(d,p) level.
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Table 3. Experimental17 and theoretical vibrational wavenumbers (cm-1) for 4MPMS.

FT-IR17 B3LYP/6-311þþG(d,p) IR intensity Raman intensity Assignment with PED analysis

3081 6.35 233.0524 � CH 93(%)
3080 5.59 103.6861 � CH 87(%)
3079 17.76 23.0781 � CH 86(%)
3077 4.51 146.3084 � CH 93(%)
3077 3.11 10.9302 � CH 91(%)
3076 0.1734 9.9469 � CH 96(%)
3067 0.4644 48.5039 � CH 85(%)

3062.3 3065 0.4431 39.7788 � CH 96(%)
3058 14.41 62.996 � CH 93(%)
3054 0.1547 14.449 � CH 96(%)
3047 5.95 71.6029 � CH 93(%)
3044 9.2 128.2137 � CH 95(%)
3043 10.41 109.7333 � CH 96(%)
3022 0.4711 28.3521 � CH 98(%)
3012 22.32 175.0867 � CH 91(%)
2986 11.93 69.5059 � CH 99(%)
2959 14.57 105.0435 � CH 100(%)

2932.1 2950 32.43 74.9363 � CH 100(%)
2905 20.19 420.3453 � CH 99(%)
2891 70.5 205.0948 � CH 91(%)

1661.1 1645 144.79 284.4238 � CC 22(%) þ OC 52(%)
1605 1583 360.08 468.0102 � CC 21(%) þ OC 10(%)

1572 314.58 645.7628 � CC 28(%)
1571 35.95 125.7038 � CC 31(%)
1563 177.27 9488.5248 � CC 13(%) þ OC 17(%)
1550 0.6608 7.5554 � CC 51(%) þ b CCC 10(%)
1544 35.76 374.3198 � CC 41(%)
1538 10.19 578.4512 b CCC 10(%) þ � CC 43(%)

1501.1 1478 35.06 140.5226 b HCC 56(%)
1471 162.15 6.7775 b HCC 66(%)
1463 9.45 1.4537 b HCC 64(%)
1444 50.03 16.688 b HCH 79(%) þ c HCOC 20(%)
1434 9.74 18.2358 b HCH 76(%) þ c HCOC 16(%)
1431 16.52 9.1611 b HCH 79(%) þ c HCCC 14(%)
1430 7.91 18.7237 b HCH 65(%) þ c HCCC 11(%)

1417.4 1417 3.7 10.4502 b HCH 80(%)
1389 13.33 11.6377 � CC 40(%) þ b HCC 14(%)
1384 40.92 166.8891 � CC 32(%) þ b HCC 20(%)
1373 7.53 0.2261 � CC 37(%)

1360.3 1359 1.778 34.5661 b HCH 94(%)
1312 225.83 332.6805 b HCC 33(%)
1299 82.94 139.3251 � CC 10(%) þ b 38(%)
1287 55.09 21.7054 � CC 46(%)
1284 11.13 1.0753 � CC 58(%)
1279 0.0895 0.1462 � CC 21(%) þ b HCC 70(%)
1275 15.86 14.8021 � CC 13(%) þ b HCC 39(%)
1267 11.73 18.5319 b HCC 35(%)
1260 91.22 232.5773 � CC 21(%)
1259 97.03 43.1323 � SO 68(%)
1236 300.69 60.8537 � OC 44(%)
1187 136.81 69.3788 � CC 33(%) þ b HCC 17(%)
1182 134.01 539.8846 � CC 32(%)
1180 9.33 105.3319 � CC 37(%)
1164 100.49 23.7679 b HCC 19(%) þ � 18(%)
1159 24.31 4.3092 b HCC 69(%)

1148.8 1154 6.01 2.6704 c HCOC 56(%) þ b HCH 16(%)
1141 331.49 125.322 b HCC 44(%)
1129 393.81 900.1926 � OC 17(%) þ b HCC 34(%)
1120 0.6438 2.7284 b HCH 30(%) þ c HCOC 69(%)
1094 130.31 20.0276 � SO 51(%) þ SC 11(%)
1093 8.96 0.237 � CC 15(%) þ b HCC 61(%)

1091.7 1093 8.96 2.0868 � CC 26(%) þ b HCC 46(%)
1081 5.77 4.7529 � CC 29(%) þ b HCC 34(%)

(continued)

POLYCYCLIC AROMATIC COMPOUNDS 7



in the interval 1600� 1800 cm�1.36 The C¼O bond occurred in the range 1563� 1645 cm�1

(52% PED contribution), on the other hand, the experimental results reported the wavenumber at
1661.1 cm�1 which is close to the calculated results and both results agree with the literature.29

C-O stretching vibration has been identified at 1014 cm�1 with 68% PED contribution and at
1236 cm�1 with 44% PED contribution and that approves the experimental results that referred
to the C-O in the wavenumber 1091.7 cm�1. For the out-of-plane, bending occurs with a high
PED contribution in the 1154 cm�1 and the 1120 cm�1 beside other wavenumbers but with a low
PED contribution which agrees well with F. Rizwana et al. where they found the C-O seretching
at 1021, 1036 and 1092 cm�1.36,45,46 The other types of vibration are obtained in the range of 466
- 1120 cm�1 which contains torsion and bending vibrations.47,48

Table 3. Continued.

FT-IR17 B3LYP/6-311þþG(d,p) IR intensity Raman intensity Assignment with PED analysis

1040 80.55 50.1741 � CC 34(%) þ SO 35(%)
1019 18.02 0.6228 c HCCC 55(%) þ b HCH 16(%)
1014 18.72 29.1029 � OC 68(%)
997 209.73 323.7467 � CC 45(%)
991 6.55 0.8432 b CCC 66(%)
990 14.27 15.9515 b CCC 53(%)
982 27.55 3.6392 c HCCC 90(%)
978 53.25 123.7915 b CCC 55(%) þ � CC 10(%)
970 0.1154 0.2901 c HCCC 48(%) þ b HCH 20(%)
953 0.0275 0.0136 c HCCC 65(%) þ HCCS 22(%)
950 0.6852 1.6616 c HCCC 81(%)
937 0.2421 0.3368 c HCCC 87(%)
937 0.2566 0.2072 c HCCC 74(%)
924 0.285 0.9085 c HCCC 64(%)
921 1.62 0.8381 c HCCC 35(%) þ CCCC 34(%)

874.3 869 1.51 22.8755 b CCC 22(%)
857 0.2334 12.9115 c HCCC 56(%) þ s OCCC 12(%)

823 826 10.15 1.8003 c HCCC 14(%) þ s CCOC 12(%)
817 3.74 0.6297 c HCCC 76(%) þ HCCS 22(%)
816 200.26 40.3148 � CC 27(%) þ OC 17(%)
810 113.17 5.6181 c HCCC 10(%) þ s OCCC 12(%)
797 34.02 2.8482 c HCCC 63(%)
796 0.1196 0.2242 c HCCC 95(%)
789 0.1223 0.8918 c HCCC 99(%)
786 92.42 23.1769 � CC 11(%)
781 1.93 8.2347 � CC 14(%) þ b 27(%)
735 18.79 87.3344 c CCCC 12(%) þ s OCCC 14(%)

708.2 703 0.845 2.4548 c CCCC 45(%)
689 16.84 8.8188 c CCCC 60(%) þ s CCCC 10(%)

659.5 660 10.39 1.0228 c CCCC 24(%) þ s OCCC 28(%)
644 376.13 150.5793 � CC 12(%) þ SC 17(%)
628 8.33 69.131 b CCC 56(%)
621 10.14 7.7397 b CCC 36(%)
621 0.1855 6.0046 b CCC 71(%)
610 137.7 379.3931 � SO 35(%)
587 103.66 29.9998 b OCC 10(%) þ CCC 22(%)
529 29.6 19.116 s OCOS 23(%)
516 8.68 6.2129 b CCC 19(%)
504 61.18 0.7382 b OSO 20(%) þ s CCOC 16(%)
491 2.66 0.5164 c CCCC 11(%) þ s OCCC 29(%)
482 10.98 13.8435 b COC 15(%) þ OCC 10(%)
466 6.61 2.5875 b OSO 20(%) s OCOS 30(%)
458 3.89 44.5582 s CCCC 21(%)
451 0.2055 24.2259 b OSO 33(%)
406 0.2396 0.2925 c HCCC 14(%) þ c CCCC 63(%)
404 0.1753 1.611 c CCCC 32(%) þ c CCCO 24(%)
400 0.2715 7.5394 c CCCC 30(%)

�: stretching, b: in-plane binding, c: out-of-plane bending
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S¼O, S-O, and S-C vibration
The S-C stretching vibration changes by the variety of compounds where the literature pointed
that it is in the range, of 590-700 cm�1 while our results indicate it at 644 cm�1 with 17% PED
contribution, and 1094 cm�1 with 11% PED contribution.33,49 The S¼O bond stretching vibra-
tion is determined between 1259 and 1040 cm �1 which agrees well with P. Manjusha et al. and
other previous studies.49–52 The experimental stretching results are found in the range
1148.8� 1360.3 cm�1, and this interval encompasses our results. Another vibration band is noted
at 610 cm�1 with a 35% PED contribution which is likely to be the S-O stretching. All the
obtained results are generally in agreement with the literature despite the slight difference due to
the fact that our calculation is made on an isolated molecule in the gas phase, while the experi-
mental molecule is in the solid phase with interactions with other molecules.

1H and 13C NMR analysis

The NMR analysis is a technique used to study the physical and chemical properties of materials
by measuring the resonance frequency of nuclear magnetic moments in a sample under the effect
of an electromagnetic field. The NMR method represents a useful tool to anticipate how the
structure is formed for the organic and organometallic compounds.52 Concerning the theoretical
study, 1H and 13C NMR calculation of 4MPMS is performed with the B3LYP method and 6-
311þþG(d,p) basis sets using the GIAO (gauge independent atomic orbital) approach.53 The
obtained results are shown in Table 4 and compared with the experimental results.

In a previous study, the methoxy group (OCH3) protons give a resonance signal at 3.88 ppm.54

The 1H NMR chemical shifts for the OCH3 group are calculated at 4.1983, 3.8948, and
3.8813 ppm which includes the experimentally reported result of 3.89 ppm.17 In another study, a
methyl group (CH3) bounding to a benzene ring give signals in the range of 2.85–4.46 ppm.55 In
the current study, the same 1H NMR signals previously reported at 3.896 and 2.460 ppm17 have
been calculated at the range of 4.1983–2.4736 ppm. When it comes to benzene ring protons, these
protons give 1H NMR signals in the range of 8.2791–6.7086 ppm.52 In the experimental study,17

the same protons give signals in the range of 8.034–6.995 ppm. In the present study, benzene ring
proton NMR signals are calculated at the range of 8.7363–7.1778 ppm. The 1H NMR signals for
H-C-C-H (H13 and H14) experimentally observed at 7.735 and 7.50 ppm are calculated at 8.3468
and 8.1631 ppm. The higher chemical shifts for the H5 (8.24 ppm), H1 (8.17 ppm), and H9
(8.49 ppm) are related to the near atoms that have high electronegativity. The obtained 1H NMR
results for the C6H4SO3 group agree with the previously reported results for a similar structure
reported in the range of 10.74-7.369 ppm.52

The 13C NMR shifts for the title molecule are calculated by using B3LYP/6-311þþG(d,p) level,
and the obtained results are presented in Table 4. It is known that aromatic carbon has 13C NMR
signals in the interval of 120–160 ppm.56 In this study, 13C NMR signals for all aromatic C atoms
are calculated at the range of 115.44� 172.99 ppm. It should be noted that the electronegative O
and S atoms are responsible for the shifts of some 13C NMR signals (C19 and C7) to up-field
regions. Atoms with high electronegativities, such as O, S, or N, polarize the electron densities of
the surrounding (especially bonding) atoms around themselves and stimulate the C atoms to res-
onate in the lower region. Accordingly, the chemical shifts for C15, C19, and C7 are calculated
higher than other carbon signals. The highest chemical shift is calculated for C15 with
191.95 ppm as consistent with the literature.36 It was reported that the methyl C atom gives NMR
signal at 24.6 ppm.55 The NMR Signal for the methyl group C atom (C23) is calculated at
24.16 ppm. The other methyl group C atom (C22) gives NMR band at 57.4671 ppm due to the
electronegativity of the O atom.35
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Frontier molecular orbital analysis

The frontier molecular orbitals, the highest occupied molecular orbital (HOMO), and the lowest
unoccupied molecular orbital (LUMO) are commonly used in quantum chemistry since they play
a crucial role in predicting the electric and optical properties of a molecular system.57 The energy
gap between the HOMO and LUMO energies also reflects the chemical stability of a molecular
system.58,59 HOMO-LUMO energy gap in organic molecules plays a significant role in the move-
ment of electrons. This energy gap can have significant implications for the stability and reactivity
of the molecule. Molecules with large HOMO-LUMO gaps are typically more stable and unreact-
ive, while those with small gaps tend to be more reactive. It is also used to assess molecular hard-
ness and softness, where hard molecules, which have a high HOMO-LUMO energy gap, are less
polarizable and have lower chemical and biological activity, but are more kinetically susceptible.
On the other hand, soft molecules, which have a low HOMO-LUMO gap, are more polarizable
and have higher chemical and biological activity, and this leads to better NLO properties.52,60,61

Table 4. 1H and 13C NMR Isotropic shifts (ppm) for 4MPMS.

H/C B3LYP/6-311þþG(d,p) Exp.17

H21 8.7363 8.034
H9 8.4924 8.012
H13 8.3468 7.735
H17 83,197 7.714
H5 8.2451 7.701
H1 8.1712 7.57
H14 8.1631 7.5
H11 7.8574 7.549
H5 7.8434 7.461
H8 7.8434 7.339
H2 7.7722 7.319
H4 7.7418 7.264
H12 7.5977 7.047
H18 7.2773 7.026
H20 7.1778 6.995
H22C 4.1983 3.896
H22A 3.8948 3.896
H22B 3.8813 3.896
H23B 2.7944 2.46
H23C 2.4805 2.46
H23A 2.4736 2.46
C15 191.958 –
C19 172.998 –
C7 159.73 –
C3 156.582 –
C13 153.175 –
C6 145.083 –
C11 142.541 –
C10 141.802 –
C21 139.652 –
C16 137.86 –
C17 137.025 –
C2 136.772 –
C4 136.772 –
C5 134.831 –
C1 134.647 –
C9 132.82 –
C12 132.714 –
C8 132.45 –
C14 124.57 –
C18 123.108 –
C20 115.44 –
C22 57.4671 –
C23 24.1602 –
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HUMO and LUMO energies of the 4MPMS molecule are calculated using the B3LYP/6-
311þþG(d,p) level and the obtained results are shown in Figure 3. As presented in Figure 2, the
charges are localized around the aromatic rings and the oxygen atoms for both HOMO and
LUMO. The HOMO and LUMO energies are calculated for the 4MPMS as �6.4382 and
�2.4139 eV respectively. The gap energy is found to be 4.0241 eV.

To understand the chemical reactivity of the 4MPMS, it is helpful to consider the quantum
chemical parameters, such as the ionization potential (IP), electron affinity (EA), electronegativity
(v), hardness (ղ), chemical potential (P), and softness (S) calculated by frontier molecular orbital
energies.59 The obtained v, ղ, and S are represented in Table 5. According to these results,
4MPMS is a more polarizable, chemically soft, and reactive molecule.

MEP analysis

Molecular electrostatic potential (MEP) is a way of visualizing the distribution of electrical charge
within the studied molecule. The MEP is often represented as a surface map that displays
molecular size, and shape as well as positive, negative, and neutral electrostatic potential regions
in terms of color grading. The red color indicates an area with a negative charge, while the blue
color represents an area with a positive charge. The MEP is used to understand the reactivity of
the molecule, as well as to predict the behavior of electrons in the molecule.62,63 MEP surfaces
are obtained by B3LYP/6-311þþG(d,p) level in the range of �0.06248, 0.06248 a.u, and the result
is represented in Figure 4. It should be noted that the highest negatively charged area is located

Figure 3. The frontier molecular orbitals and their energies calculated for 4MPMS by B3LYP/6-311þþG(d,p).

Table 5. Frontier molecular orbital energies, electronegativity (x), hard-
ness (ղ), and softness (S) for 4MPMS obtained by B3LYP/6–311þþG(d,p)
level.

Parameters 4MPMS

EHOMO(eV) �6.43
ELUMO(eV) �2.41
DE(eV) 4.02
v(eV) 4.42
ղ(eV) 1.9
S(eV-1) 0.25
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in the C¼O group, and the second one is the SO3 group. On the other hand, the highest positive
charged area is located in the methyl group and C-CH3 and O-CH3 groups as well as the aro-
matic H atoms. So, if the 4MPMS molecule participates in any reaction, the sites most likely to
interact are C¼O and SO3 groups.

Nonlinear optical properties

Nonlinear optics is a phoneme of the interaction of intense light with matter. It is a relatively
new field of research that has seen significant growth in recent years due to the potential of non-
linear optical phenomena to be used in a wide range of applications, including high-speed tele-
communications, all-optical signal processing, and biomedical imaging.64,65 Currently, the
nonlinear optical response of organic materials having electron donor and acceptor groups as
well as the conjugated bridge that connects these groups is being heavily studied as they have
faster response times and higher nonlinearities, due to the charge transfer and polarization
effect.66

In theoretical NLO study, the static and frequency-dependent (k¼ 532 nm) values of nonlinear
optical parameters such as polarizability (˂a>), the anisotropy of polarizability (Da), first-order
hyperpolarizability (b) and second-order hyperpolarizability (c) for 4MPMS are calculated using
B3LYP/6-311þþG(d,p) level and summarized in Table 6.

Figure 4. MEP surface for 4MPMS calculated by B3LYP/6-311þþG(d,p).

Table 6. The static and frequency-dependent (k¼ 532 nm) a
(esu), Da (esu), b (esu), and c (esu) for 4MPMS.

Parameter 4MPMS

m 4.56088
m67 6.20
a(0,0) 5.3067� 10-23

a(0,0)67 1.7� 10-23

Da(0,0) 5.5224� 10-23

a (-x,x) 6.2319� 10-23

Da(-x,x) 7.7171� 10-23

b(0;0,0) 16.240� 10-30

b(0;0,0)67 9.2� 10-30

b(-x;x,0) 82.240� 10-30

b(-2x;x,x) 213.97� 10-30

c(0;0.0.0) 213.77� 10-36

c(0;0,0,0)67 15.5� 10-36

c(-x;x,0,0) 943.74� 10-36

c(-2x;x,x,0) 485.90� 10-36
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These parameters are calculated from the following equations;68

l ¼ ðl2x þ l2y þ l2zÞ1=2 (1)

where the lx, ly, lz are dipole moments along the x, y, and z directions. This equation calculates
the distribution of charge, the strength, and the chemical bond direction of the studied material.69

The calculated l for 4MPMS is found to be 4.56088 Debye, and it is found that the charge move-
ment is dominant along the z direction. The obtained l value is 3 times higher compared to that
of Urea (1.527 Debye).70 The polarizability equation is given by:

a ¼ 1
3

axx þ ayy þ azzð Þ (2)

where the axx, ayy, and azz are the polarizability tensor components. This equation displays the
material’s response under the magnetic field’s effect. The a for the title molecule is found to be
5.3067� 10�23 esu (static) and 6.2319� 10�23 esu (dynamic). The Da is equal to 5.5224� 10�23

and 7.7171� 10�23 in the static and dynamic (w¼ 532 nm) states respectively.
The coefficients of the dynamic first hyperpolarizability such as the electro-optic Pockel’s

effects (EOPE) with b(-x, x, 0) and the second harmonic generation (SHG) with b(-2x, x, x) of
4MPMS are calculated at the B3LYP/6-311þþG(d,p) level of theory. From the results, it can be
concluded that the first hyperpolarizability coefficients depend on the wavelength because the fre-
quency-dependent first hyperpolarizability is largely increased.

The equation giving the first-order hyperpolarizability is expressed as the following:

b ¼ ðb2x þ b2y þ b2zÞ1=2 (3)

ba ¼ Sum ðbajj þ bjaj þ bjjaÞ (4)

It is a measure of the susceptibility of a material to an applied electric field. The b(0,0,0),
b(-w,w,0), and b(-2w,w,w) parameters for the title molecule are found to be 16.240� 10�30,
82.240x� 10�30, 213.97� 10�30 esu, respectively and as it is registered the b(0,0,0) is 43 times
greater than the Urea (b(0,0,0) of urea is 0.3728� 10–30 esu).48

The second-order hyperpolarizability (c) is calculated via the following equation:

c ¼ 1
5

cxxxx þ cyyyy þ czzzzð Þ þ 2ðcxxyy þ cyyzz þ czzxxÞ
� �

(5)

where the cxxxx, cyyyy, czzzz, cxxyy, cyyzz, and czzxx are second-order hyperpolarizability tensors
along x, y, and z direction. The c(0,0,0,0), c(-w,w,0,0), and c(-2w,w,w,0) parameters are calculated
as 213.77� 10�36, 943.74� 10�36 and 485.90� 10�36 esu, respectively. In all these comparisons it
is found that the NLO properties of the 4MPMS molecule, are very high compared to the Urea
molecule, which leads us to state that the 4MPMS has good NLO properties regarding its promis-
ing results.

The computed values of first and second hyperpolarizability are high due to the molecule sym-
metry and delocalization of charge, specifically the movement of the p-electron cloud from the
donor to the acceptor group.

These impressive results suggest that the title molecule 4MPMS possesses good NLO proper-
ties, making it a promising material for nonlinear optical devices.44,71

Thermodynamic properties

Regarding the many application fields of the title molecule, it is important to investigate the
behavior of the 4MPMS at high temperatures. Online SHERMO application was used to calculate
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the thermodynamic properties of the title compound.72 The online calculations for thermo-
dynamic parameters are done under 1 atm pressure within the gas phase.

Among all the thermodynamic parameters Enthalpy(DH), Entropy (S), and the constant pres-
sure heat capacity (Cp) are calculated as a function of temperature variation from 100K to
1000K with a 100K step. The results are detailed in Figure 5 and Table 7. It is registered that
these parameters are increasing with the temperature the as a result of the movement of electrons
increasing with temperature which leads to an increase in atom vibration.73

Another calculation of total energy, zero-point energy (ZPE), enthalpy (DH) entropy (S), and
constant pressure heat capacity (Cp) was carried out at room temperature 298.15K and 1 atm
pressure. The results are detailed in Table 8. The total energy represents the molecule energy and
contains all the movements of the system rotational translational, vibrational, and electronic
energy.

The total energy of the studied molecule is found to be �1663.081a.u. and ZPE
236.695 kcal/mol. For other thermodynamic parameters, the vibrational partition represents the
major contribution in the total energy of the system where, Cp, S, and (DH) registered 95.074Cal
mol�1 K�1

, 115.672Cal mol�1 K�1, and 251.9 Kcal mol�1 respectively on the other hand the

Figure 5. Thermodynamic properties of 4MPMS.

Table 7. Thermodynamic properties at different temperatures for the 4MPMS obtained by B3LYP/6-311þþG(d,p) method.

Temperature Cp S DH
K Cal mol-1 K-1 Cal mol-1 K-1 Kcal mol-1

100 45.064 122.324 239.709
200 73.439 162.137 245.615
298.150 103.023 196.956 254.270
300 103.578 197.595 254.461
400 132.06 231.378 266.273
500 156.143 263.524 280.724
600 175.595 293.777 297.346
700 191.254 322.063 315.716
800 204.019 348.463 335.501
900 214.58 373.121 356.447
1000 223.424 396.201 378.36
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rotational represent the miniority with 37.374Cal mol�1 K�1, 12.981Cal mol�1 K�1 and
0.889Kcal mol�1 which signify the role of vibration in molecular systems.73,74

Conclusion

The optimized geometry, vibrational spectrum, 1H and 13C NMR spectra, frontier molecular
orbital energies, molecular electrostatic potential surface as well as the static and frequency-
dependent nonlinear optical properties of a chalcone derivative, 4-[(1E)-3-(4-methoxyphenyl)-3-
oxoprop-1-en-1-yl]phenyl 4-methylbenzene-1-sulfonate (4MPMS) are calculated by using
B3LYP/6-311þþG(d,p) level. It is demonstrated that there is a general consistency between the
obtained theoretical results and previously reported experimental data. The relatively small
HOMO-LUMO energy gap indicated that the charge movement occurs in the 4MPMS molecule,
inducing the nonlinear optical properties of the title molecule. The separation of positive and
negative potential regions demonstrated with MEP surface also claimed the effective charge move-
ments in 4MPMS. The frequency-dependent first-order and second-order hyperpolarizability for
electro-optical Pockels effect b(-x; x,0), the second harmonic generation b(-2x; x, x), for the
quadratic electro-optic Kerr effect, c(-x; x,0,0) and the electric field induced second-harmonic
generation c(-2x; x, x,0) of the 4MPMS have been calculated to be 82.240� 10�30,
213.97� 10�30, 943.74� 10�36 and 485.90� 10�36 respectively using B3LYP/6-311þþG(d,p). The
frequency-dependent first and second-order hyperpolarizabilities (b and c) are calculated as
higher than those calculated for the absence of an additional electrical field. When both static
and frequency-dependent NLO parameters are compared with those reported for a prototype
NLO material pNA, it can be said that 4MPMS is a promising candidate for first and second-
order NLO materials.

Disclosure statement

No potential conflict of interest was reported by the author(s).

Table 8. The calculated thermodynamic parameters of 4MPMS.

Parameters Calculation method

total energy (a.u.) �1663.081003
Zero point energy (ZPE) kcal/mol 236.695
Rotational constants (GHz) 0.581037

0.035246
0.034107

Rotational temperatures (K) 0.027885
0.001692
0.001637

Entropy S (cal mol-1 K-1)
total 196.956
Translational 43.91
Rotational 37.374
Vibrational 115.672
Enthalpy DH (kcal mol-1)
total 254.27
Translational 1.481
Rotational 0.889
Vibrational 251.9
Specific heat capacity Cp (cal mol-1 K-1)
Total 103.023
Translational 4.968
Rotational 2.981
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