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Abstract

The Arabic language is renowned for its rich linguistic heritage and complex morphology along

with its wide range of dialects, which pose significant challenges to both research and developer

communities. Indeed, spoken by over 400 million people globally and practiced by more than

2 billion people within the Muslim community, Arabic plays a vital role in fostering commu-

nication ecosystem and cultural norms in Arab world and beyond. Therefore, Arabic natural

language processing (NLP) research is experiencing a growing interest to tackle distinctive and

inherent challenges encountered by researchers when attempting to develop efficient learning

models capable of comprehending, processing, and enabling basic NLP modules of Arabic lan-

guage. The thesis is based on seven publications that make significant contributions to Arabic

language understanding and generation, annotating Arabic corpora and training new models.

The thesis aims to address multiple challenges faced in the field of Arabic NLP by propos-

ing novel deep learning contributions and exploring their applications across a range of tasks,

particularly in sentiment analysis, hate speech detection, language model generation, speech

emotion recognition, dialect identification, and document classification.

In this thesis, our primary focus lies in advancing the research efforts and making significant

contributions to the Arabic language domain through the utilization of the state-of-the-art

(SOTA) deep learning techniques. Another specific objective is to enhance Arabic resources by

creating diverse Arabic text and speech corpora encompassing various dialects that are relevant

to a variety of NLP tasks. In addition, we delve into the exploration and development of effective

models specifically designed for Arabic language processing applied for the aforementioned NLP

tasks. These models were tailored to perform consistently in both Modern Standard Arabic

(MSA) and dialectal Arabic datasets.

By developing and evaluating these models and their applications, this thesis contributes sig-
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nificantly to the field of Arabic NLP, paving the way for future research and advancements in

solving the unique challenges of processing Arabic text and speech.
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Chapter 1

Introduction

Natural language processing (NLP) has witnessed significant advancements in recent years,

with applications spanning multiple domains. In general, NLP involves the development of

algorithms, models, and systems that can analyze, understand, and generate human-like lan-

guage, with the ultimate goal of enabling computers to effectively communicate with humans

in a useful and meaningful way (Manning et al. 1999). Deep neural networks have significantly

contributed to the advancement of NLP research and applications, achieving impressive perfor-

mance in various fields, such as conversational systems and virtual assistants for tasks such as

customer service (Torfi et al. 2020). These technologies have also been applied to tasks such as

sentiment analysis, topic classification, language detection, and translation, potentially saving

time and increasing efficiency.

1.1 Context and Motivation

Despite the impressive performance of NLP systems across multiple applications, it is worth

noting that not all languages have received equal representation in the NLP research community.

This may be due to factors such as data availability, resource constraints for research in certain

regions of the world, and the inherent complexity of particular languages, which can affect the

distribution of research efforts across different languages. The assumption that all languages

possess a sufficient degree of linguistic similarity to be processed using the same methods and

tools is questionable. Therefore, it may be more practical to develop specific tools and models

for each language. More specifically, the Arabic language has received relatively less attention
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compared to other languages in terms of (i) the development of specific learning models and

(ii) the availability of data resources that could help in advancing the field and opening new

application opportunities in the market. This is particularly noteworthy given the economic

and political significance of the Arabic language. Additionally, there is a lack of comparative

studies and surveys on this topic. The purpose of this thesis is to address the mentioned

concerns within the Arabic language research community and to bridge the gap between Arabic

and other dominant languages in deep learning and NLP research:

1. Proposing new data resources: A significant portion of our research focused on collect-

ing new data from online sources such as online websites, and social media platforms

for various NLP tasks, such as dialect identification, hate speech detection, short-text

classification, and pretraining various corpus data in either Arabic or dialect language.

2. Proposing new state-of-the-art (SOTA) models’ architectures and language models: Dur-

ing our research, we focused on proposing new neural network model architectures that

provide SOTA performance on various NLP tasks.

1.2 Research Contributions

The focus of our research is the exploration of numerous NLP applications to tackle some

challenges imposed by the Arabic language and contribute to advancing the Arabic NLP research

area. Our contributions include data collection, literature analysis, research publication in peer-

reviewed venues, model development with training and/or pretraining of model parameters.

1.2.1 Arabic text and speech analysis

In modern society, individuals and consumers frequently express their opinions on a range of

topics such as shopping experiences, cinematic content, religious rituals and conflicts, political

and sports events, and more. This phenomenon has created significant concerns and challenges

for governments and business owners who are required to analyze and consider analyzing these

opinions and discussions in order to orient their decisions and actions. Our research in this

regard aims to solve the following problems tailored for the Arabic language and its dialects:
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The problem of inferring sentiments and emotions from textual and speech data

Sentiment analysis (SA) is a vital NLP application that aims to determine the sentiments

expressed in a piece of text. Automating this process can be valuable for businesses entities

seeking to gain insights into customer reviews of their products and services. Towards this

end, we examine the challenges posed by the unique characteristics of the Arabic language

and how our proposed techniques address such challenges. Furthermore, we propose a novel

sentiment classifier based on attention mechanism and evaluate its performance on three large

ASA benchmarks. Our proposed model outperforms previous related works and classical Neural

networks-based models.

The problem with inappropriate content in social media

Despite the many benefits that the internet and social media platforms offer to their users,

they have also been the source of significant concerns due to the offensive, hateful, and biased

speech that is often conveyed and shared on these platforms. This type of content has the

potential to cause harm to individuals and can contribute to a toxic online environment, which

is why addressing these issues is of paramount importance. To address these pressing concerns,

this thesis investigates the presence of hate speech, offensive content, and racial bias in Arabic

text on social media platforms and news websites through the analysis of recent surveys. In

addition, we put forward new deep learning models that are trained to detect various forms

of inappropriate speech in MSA and dialectal Arabic datasets. As part of this effort, we also

propose a newly collected Algerian dialect dataset for hate speech and offensive content collected

from online social media platforms.

The problem with recognizing emotions in Algerian spoken dialect

In this section, we delve into the area of NLP related to speech analysis, specifically focusing

on the detection of emotions conveyed through local Algerian spoken dialects. We recognize

the importance of this research topic due to the unique linguistic and cultural characteristics

of the Algerian dialect and its usage in various forms of media, such as TV shows. To achieve

our goal of accurately detecting emotions in speech, we have taken a data-driven approach

and collected a large speech dataset from Algerian TV shows. The dataset was then manually

annotated to provide ground truth for the emotions conveyed in the speech. Building upon

this dataset, we train multiple deep learning models to identify the emotions conveyed in the
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speech. The models take advantage of the latest advancements in deep learning and speech

analysis techniques and are designed to learn from the annotated data to accurately identify

emotions in speech. The results of our models have shown promising results and provide valuable

insights into the detection of emotions in speech in the local Algerian dialect.

1.2.2 Arabic dialect identification: Challenges and Approaches

The Arabic language is renowned for its diverse array of dialects and descendant languages,

with an estimated 25 or more dialects spoken across various regions. From other perspectives,

the Arabic language is a collection of a wide range of dialects speared in the Arabic peninsula

and North Africa. This linguistic diversity presents challenges to the development of systems

that can accurately capture and process all spoken dialects. Moreover, one important task in

NLP is the identification of languages and dialects. This is crucial for applications such as

machine translation, chatbots, and text-to-speech systems. In this thesis, to address this issue

we propose a new dataset and multiple machine learning techniques, specifically focusing on

the north-African dialects. We also explore different word embedding techniques and classifiers

for identifying and processing Arabic dialects using shared benchmarks.

1.2.3 Developing DziriBERT: A Pretrained Language Model for Algerian

Dialect

Language models have made significant contributions to NLP, but most of them are designed

for English and other rich-resource languages. There is a need for a language model that can

understand and generate the Algerian dialect, which has unique characteristics different from

Arabic MSA and other dialects. To address this issue, we collected more than 3.3 million

Algerian tweets and posts from online social media, and pre-trained the first Algerian language

model: DziriBERT. When compared with other existing models, DziriBERT achieves better

results, especially when dealing with the Roman script. The obtained results show that pre-

training a dedicated model on a small dataset (450 MB) can outperform existing models that

have been trained on much more data (hundreds of GB). Finally, our model is publicly available

to the community.
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1.2.4 Arabic document classification

The automatic classification of text documents is a critical and challenging task, particularly

when dealing with very long or very short text sentences. In this thesis, we present a comparative

study of 13 deep learning models for multi-class and multi-label classification of Arabic text data

in both long and short scenarios. The models were evaluated using six Arabic benchmarks and

two types of embedding models. We also collect and introduce the largest known dataset of

short Arabic news headlines and propose a new Transformer architecture that outperforms other

neural network models.

1.3 Statement of personal contribution

In each of the published papers included in the corp of the chapter of this thesis, I played a

primary role in formulating the research questions, designing the methodology and experiments,

preparing and collecting the data, implementing the models, analyzing the results, and drafting

the initial versions of the papers. Except in the DziriBERT contribution (Abdaoui, Berrimi,

et al. 2021), where the first author contributed to the pretraining and evaluation of DziriBERT.

1.4 Role in Research: Challenges, Achievements, and Lessons

As a key actor in the research contributions listed in this thesis, my responsibilities included

designing methodologies, collecting and analyzing data, developing and evaluating models, and

contributing to the writing and revision of research papers.

During the course of the Ph.D. program at the University of Ferhat Abbas, I encountered

several challenges, including but not limited to: (1) narrow availability of labeled data for

Arabic text analysis across all NLP applications, (2) lack of hardware resources for both Cloud

infrastructure access and GPU cards to conduct the experiments where in some cases I had to

pay hundreds of dollars to evaluate models, and (3) technical issues in training and fine-tuning

pre-trained dialect-specific models. To overcome these challenges, I employed various strategies

such as leveraging crowdsourcing platforms for data collection, exploring different evaluation

measures, enrolling in advanced courses and programs, attending international R&D summits,

and collaborating with domain experts to address technical problems. I had the privilege to
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become the first Algerian to be recognized as Machine Learning Expert by Google 1, in which

I benefit from getting close to Experts, Developers and Googlers.

Despite these challenges, I also made several noteworthy achievements, including (1) develop-

ing novel deep learning systems to analyze Arabic speech, (2) improving the SOTA results in

Arabic dialect identification, sentiment analysis, and Arabic documents classification, and (3)

contributing to the development and release of DziriBERT: the first pre-trained language model

for Algerian dialect understanding, which was presented at a workshop in a prestigious confer-

ence (NeurIPS). These achievements were possible due to my thorough understanding of the

research problem, creative problem-solving skills, and strong technical expertise in NLP and

deep learning.

Throughout the research project, I learned several valuable lessons, including the importance

of (1) planning and organizing research tasks, (2) collaborating effectively with team members,

(3) adapting to unexpected changes in the research plan, and (4) critically evaluating research

results and reflecting on the limitations of the proposed methods. These lessons have not only

helped me to successfully complete the research project but also shaped my approach to future

research endeavors.

1.5 Thesis organization

The organization of this thesis is based on a list of our scientific publications. We start by

presenting a brief overview of some characteristics of the Arabic language and the challenges

it imposes from the linguistic side and present several SOTA deep learning models used in

NLP applications, along with word representations and related works to our papers from the

literature review. Moreover, we present our contributions in different chapters.

The content of the corresponding chapters is largely based on our published papers during the

PhD thesis period, with minor modifications in some chapters, and removing the overlapping

between some chapters. The order and content of the chapter’s sections were occasionally

adjusted for consistency, the related works for each paper were removed and consolidated in

Chapter 2. These changes were made to ensure coherence within the thesis as a whole. It is

important to note that we have also included new contributions to some chapters on certain

1https://developers.google.com/community/experts/directory/profile/profile-mohamed-berrimi
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points that were not covered in the published papers where more detailed analyses were provided

when judged necessary.

This thesis is written in a way in which each chapter is self-contained and can be read indepen-

dently of the others.

1.5.1 Chapter 2: Background, SOTA, and related works

Chapter 2 briefly outlines the specific characteristic of the Arabic text from a linguistic and

computational perspective. Subsequently, we present a literature review of the SOTA deep

learning models developed for processing textual data. The chapter concludes with a review of

relevant research on the Arabic NLP on various domain applications.

1.5.2 Chapter 3: Arabic text and speech analysis

In the third chapter, we present our contributions to multiple areas of text and speech analysis.

First, we present our research efforts toward solving Arabic sentiment analysis, in which we

present an extensive literature study and develop new learning models and evaluate their per-

formance on various sentiment analysis datasets. We furthermore provide a thorough analysis

of various word embedding techniques. Secondly, the chapter presents an in-depth analysis of

inappropriate/offensive speech in Arabic text using deep learning techniques. A range of deep

learning models are trained and compared, and a new offensive speech dataset for the Algerian

dialect is introduced and analyzed. Also, We present our work for Algerian speech emotion

recognition, where a new audio dataset is collected and annotated, and multiple DL models are

trained and evaluated.

The goal of this chapter is to provide insights into the effectiveness of deep learning approaches

for the analysis of emotions from speech and text and also in detecting and preventing inappro-

priate speech in Arabic text. The material in this section builds upon three published papers:

“Attention Mechanism Architecture for Arabic Sentiment Analysis” (Berrimi, Oussalah, et al.

2022), ”Attention-based Networks for analyzing inappropriate speech in Arabic Text,” (Berrimi,

Abdelouaheb Moussaoui, Oussalah, et al. 2020b) and “Effective speech emotion recognition us-

ing deep learning approaches for Algerian Dialect” (Yahia Cherif et al. 2021).
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1.5.3 Chapter 4: Arabic dialect identification

In this chapter, we provide a comprehensive overview of our study on Arabic dialect identi-

fication from textual data. Our study is motivated by the need for automated systems that

can accurately identify different Arabic dialects, which pose unique challenges due to their rich

linguistic and cultural diversity. To this end, we first describe our experimental setup and eval-

uate the performance of classical machine learning models on a newly collected dataset of text

sentences from North African dialects. Afterward, we delve into more advanced cases and ex-

plore the use of recent language models to enhance the accuracy and robustness of more Arabic

dialects. Our findings and insights are based on a systematic analysis of the results obtained

from our experiments and are further supported by a thorough review of the related literature.

The content of this chapter is largely inspired by our conference paper ”Arabic Dialects Iden-

tification: North African Dialects Case Study” (Berrimi, Abdelouahab Moussaoui, et al. 2020)

and represents a major contribution to the ongoing research in this area.

1.5.4 Chapter 5: DziriBERT: a Pretrained language model for Algerian di-

alect

Chapter 5 details the development and pretraining of DziriBERT, the first language model that

is specifically pretrained for the Algerian dialect. We describe the data collection and processing

process, the architecture of the model, and the results of our experiments, in which we evaluate

the performance of DziriBERT on multiple down-stream NLP tasks on Algerian text dialect

such as sentiment Analysis, named entity recognition, emotion recognition and other. This

work was presented in an affinity workshop at NeurIPS 2022. The goal of this chapter is to

demonstrate the effectiveness of DziriBERT for NLP tasks in the Algerian dialect.

1.5.5 Chapter 6: Effective deep learning models for Arabic text classification

Chapter 6 presents a research methodology for improving the classification of Arabic online news

documents using deep learning techniques. The chapter covers both long and short documents,

as well as multi-class and multi-label settings. To address the lack of resources in this area, we

introduce a new large short-text Arabic dataset and present a new transformer-based model.

We also compare contextual and word embedding models and propose a new deep learning

model that outperforms previous neural net models for all tasks. The goal of this chapter is
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to demonstrate the effectiveness of deep learning approaches for classifying Arabic online news

documents.

1.6 Publications

The papers mentioned below are a component of the research conducted during the Ph.D.

course. Other papers were published, however, they are not relevant to the content of the thesis

and have been excluded for the sake of coherence.

1.6.1 International Journals

1. Berrimi, M., Oussalah, M., Moussaoui, A., & Saidi, M. (2022). Attention Mechanism Ar-

chitecture for Arabic Sentiment Analysis. ACM Transactions on Asian and Low-Resource

Language Information Processing.

2. Berrimi, M., Oussalah, M., Moussaoui, A., & Saidi, M. (2022). A Comparative Study of

Effective Approaches for Arabic Text Classification. (under-review).

1.6.2 International Conferences

1. Abdaoui, A., Berrimi, M., Oussalah, M., & Moussaoui, A. (2022). Dziribert: a pre-trained

language model for the Algerian dialect. In the Affinity Workshop of North Africans in

ML at NeurIPS2022.

2. Cherif, R. Y., Moussaoui, A., Frahta, N., & Berrimi, M. (2021). Effective speech emotion

recognition using deep learning approaches for Algerian dialect. In 2021 International

Conference of Women in Data Science at Taif University (WiDSTaif) (pp. 1-6). IEEE.

3. Berrimi, M., Moussaoui, A., Oussalah, M., & Saidi, M. (2020). Arabic dialects identifi-

cation: North African dialects case study. IAM’20: Third conference on informatics and

applied mathematics, 21–22 October 2020, Guelma, ALGERIA.;

4. Berrimi, M., Moussaoui, A., Oussalah, M., & Saidi, M. (2020). Attention-based networks

for analyzing inappropriate speech in arabic text. In 2020 4th International Symposium

on Informatics and its Applications (ISIA) (pp. 1-6). IEEE. 15-16 Decembre 2020, Msila,

Algeria.
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5. Berrimi, M., Moussaoui, A., Oussalah, M., & Saidi, M. (2020). Effective Deep models for

Arabic sentiment analysis. In ICMCS’20: 7th International Conference on Multimedia

Computing and Systems. 1-3 October, 2020. Morocco.
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Chapter 2

Background

In this chapter, we provide a brief overview of the Arabic language from both linguistic and

computing perspectives. We discuss the challenges and specific characteristics of the Arabic

language that make it unique in NLP research and how these differ from those found in other

languages. Our goal is to provide a comprehensive understanding of the complexities and nu-

ances of the Arabic language and its impact on NLP research and development. After that, we

review the SOTA deep learning models and different word representation techniques that have

been developed for NLP tasks. We provide an explanation of these models and techniques, high-

lighting their strengths and limitations. Finally, we mention related works that have inspired

our publications and contributed to the advancement of NLP research in the Arabic language.

It is important to note that the techniques discussed in the first two sections of this chapter

are only a selection of those that have been employed in our research application. There are

many additional techniques that have been developed in the field of Arabic NLP that could

potentially be useful for various tasks and applications.

2.1 Arabic language in NLP, background and challenges

The Arabic language is a Semitic language that originated in the Arabian Peninsula. It is

spoken by over 400 million people worldwide, used by over 2 billion Muslims, and is one of the

six official languages of the United Nations. Arabic is known for its rich ambiguity compared to

languages like English and Latin, as it is highly inflected and has a complex system of nouns and

verbs. This allows for a high degree of flexibility and expressiveness in the language (N. Habash
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2019). One of the most distinctive features of Arabic is its script, which is written from right

to left and contains a number of diacritical marks that are used to indicate vowel sounds and

other features of the language. The Arabic script has been used to write many other languages

over the centuries, including Persian and Urdu. The Arabic has three primary spoken forms:

• Modern Standard Arabic (MSA): is the standardized form of Arabic used in formal

settings such as speeches, broadcasting, and education. MSA was developed in the Arab

world in the late 19th and early 20th centuries. Most of the Arabic datasets existing today

are expressed in MSA, due to the availability of online news websites that are broadcasting

and publishing Arabic MSA content.

• Classical Arabic: is the oldest form of Arabic, used from the 7th century and throughout

the Middle Ages. It is the language of the Quran, the holy book of Islam, and in Sunnah,

the books of Prophet Mohamed’s Hadith.

• Dialectal Arabic: These are inflected Arabic varieties that have been heavily influenced

by foreign languages, such as English in the Middle East and French in North African

countries, due to past colonization. The Arabs often prefer to use their own dialects in

social media (Zaidan et al. 2014) using both Arabic and Latin scripts, and significantly

different from one to another and from MSA in terms of phonology, morphology, lexical

choice, and syntax. Geolinguistically, the Arab World can be divided into several regions,

each with its own set of dialects (N. Y. Habash 2010). Egyptian Arabic is one of the most

well-known dialects and covers the dialects of the Nile valley, including Egypt and Sudan.

It gained widespread popularity due to the popularity of Egyptian cinematic content in

the early 20th century. Levantine Arabic includes the dialects of Lebanon, Syria, Jordan,

and Palestine, also known as ”Al-sham.” Gulf Arabic includes the dialects of Kuwait,

United Arab Emirates, Bahrain, Omani, and Qatar, as well as Saudi Arabia (referred to

as Hijazi also), which has a wide range of sub-dialects. This dialect is the closest to MSA.

North African (Maghrebi) Arabic covers the dialects of Algeria, Morocco, Tunisia, and

Mauritania. Libyan Arabic is sometimes included in this region, and these dialects are

heavily influenced by French and Berber languages and have many sub-dialects in each

country. Iraqi Arabic has elements of both Levantine and Gulf dialects, while Yemenite

Arabic is often considered its own class.

More formally, in contrast to other big-five EU languages (English, Spanish, French, German),
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Arabic is challenged by at least three key challenges. First, the Arabic language has a standard

version that is well-understood across the Arab world, known as MSA. However, most social

media content is rather associated with Dialectal Arabic (DA), which often substantially differs

from the MSA, while DA is strongly hit by the lack of standards and scarcity of tools employed in

the processing pipeline (Abdul-Mageed, C. Zhang, AbdelRahim Elmadany, et al. 2022; Meftouh

et al. 2015).

This negatively impacts the contextual understanding of the content, and, thereby, the effi-

ciency of the performance of the NLP tools. Second, figurative linguistic is very rich in the

Arabic language in both MSA and DA, as manifested by its various linguistic devices such

as metaphors, analogy, irony, sarcasm, euphemism, hyperbole, context shift, false assertions,

oxymorons/paradox, rhetorical questions, to communicate more complicated meanings (Farha

et al. 2021a). This issue is widely unexplored in the current SOTA of Arabic sentiment analysis

tools. Third, as a result of the preceding, conveying a fine-tuned evaluation of Arabic sentiments

often requires a high level understanding of the content, which may go beyond the boundary of

the given short text message, requiring for instance the knowledge of prior texts and sometimes

even the subsequent and following textual messages as well. This especially holds for polyseme

words where word sense disambiguation requires discourse analysis to reveal the correct sense

of the target word. The above makes the already available Arabic parsers highly complex for

simple NLP tasks. For instance,

S. Khalifa et al. (2020) pointed out that a complete part-of-speech (POS) tagset in MSA has

over 300K tags and would require 12.2 morphological analysis per word, compared to just 50

tags and 1.25 analysis per word for English. This high ambiguity is primarily due to Arabic

orthography, which almost always omits the diacritics that are used to specify short vowels

and consonantal doubling. Furthermore, the Arabic language has complex morpho-syntactic

agreement rules and a lot of irregular forms. On the other hand, the lack of large-scale relevant

benchmark datasets and ground truth restricts the development of efficient machine learning

methods. This motivated some scholars to consider the Arabic language among low-resource

languages on the semantic side because of the limitation of current parsers. For instance, the

Arabic WordNet project (Jha et al. 2016) contains less than 30% synsets of the English WordNet

project. Similarly, given the rich morphology of Arabic language associated with the inherent

challenges caused by Arabic dialects, one expects difficulties with the choice of an appropriate
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pre-processing pipeline, including text segmentation, normalization, choice of stopword list, and

stemming, among others. The Arabic language is spoken by a significant number of individuals

Figure 2.1: Number of NLP publications each year and per language (N. Habash 2019)

across a vast geographic region, including the Middle East, North Africa, and parts of Asia. It is

the official language of several countries in this area, and it is also spoken by sizable communities

in other regions such as Europe and North America. It is estimated that there are more than

400 million native speakers of Arabic and numerous others who use it as a second language.

Given the widespread use of the Arabic language, there is a significant market opportunity

for the development of automatic systems for processing and understanding Arabic text and

speech, including chatbots, language models, automatic processing and analysis systems, and

smart digital assistants. These systems have the potential to tap into a large and diverse market

and can be applied to a variety of applications and industries, and ease the life for many people.

In order to effectively serve the Arabic-speaking community, it is also important for companies

and markets to invest in the development of systems that can accurately represent the Arabic

language.

Despite the significant market opportunities presented by the Arabic language, research in this

area has received relatively less attention in the past decade, as demonstrated in Figure 2.1.

There are several reasons for the under-representation of Arabic language research in NLP, in-

cluding a lack of available data resources and a lower level of online social communication and

content creation among Arabic speakers compared to other languages such as English, Man-

darin, and French. Research funding and support for Arabic NLP research, The Morphological

complexity imposed by the language. Additionally, a shortage of research contributions and
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competition to develop effective machine learning models has hindered progress in this area.

Furthermore, the

However, there has been a notable effort to advance research in this field through the organiza-

tion of meetings, workshops, affinity groups, and competitions, which are typically held annually

and colocated at top machine learning venues and conferences such as NeurIPS, EMNLP, and

ACL. In summary, Arabic is a rich and vibrant language with a long history and global pres-

ence that continues to adapt to the changing needs of its speakers. As such, it is an important

language to study and understand.

2.2 Theoretical background: a systematic overview

NLP is a field that merges machine learning technologies and linguistic practices in order to

address the interaction between human languages and computers. In other words, it is the

field that uses machine learning techniques to allow computers to interpret, understand, and

generate human-spoken languages.

The primary goal of constructing robust NLP pipelines is to learn from data in order to au-

tomate systems, make predictions, and facilitate real-world interactions (e.g. Conversational

systems). The advancement of word representation techniques and deep learning models (fea-

ture extractors) is an active area of research and has seen significant progress in recent years. In

this section, we provide a brief overview of the most commonly used machine and deep learning

algorithms in the field of processing sequential and textual data as employed by the research

and development community. Subsequently, we discuss various techniques for word embedding,

which are crucial for representing the meaning of words in a numerical format that can be

processed by these algorithms.

It should be noted that the chapter does not provide a detailed exploration of the technical

and theoretical aspects of the models, as the primary focus of this thesis lies in highlighting

our contributions. Comprehensive information on machine learning algorithms can be readily

accessed through various sources.
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2.2.1 Data engineering and quality assurance

Data plays a crucial role in the development of effective NLP systems. A significant amount of

the data that is readily available online is in the form of text, which can be obtained from a

range of sources including websites, social media platforms, and others. The availability of this

training data is a decisive factor in the success of deep learning models (Sun et al. 2017).

To collect data, various methods can be employed, including web scraping, API access, and

Crowdsourcing jobs. It is important to ensure that the collected data is of high quality and

relevance to the task at hand in order to achieve optimal performance from the machine learn-

ing models. Data quality refers to the extent to which data is unbiased and representative of

all real-world scenarios. Ensuring the quality of data is important in the development of AI

systems, as bias or lack of representation in the training data can lead to negative consequences

when the system is deployed. To avoid these risks, it is essential to use data that is free from

bias towards any population, religion, or gender and that represents all relevant real-world sce-

narios equally. Another data source is the open-published data that is shared by researchers,

organizations, governments, and industries for the purpose of result replication, competition,

challenges, commercial use, and social good. This type of data is often made freely available

and can be a valuable resource for machine learning research and development.

Despite the data abundance, most of it is unstructured. To ensure quality deep learning models,

it is advised to feed in normalized, clean data in a way the learning model expects as an entry

to learn from it and to perform good performance in the production stage. Over the years,

the Arabic NLP research community has developed numerous specific methods for processing

and cleaning Arabic text, as it requires explicit techniques that differ from those used for other

languages. These techniques have been developed in order to effectively deal with the unique

characteristics of Arabic text and enable the development of accurate and reliable NLP systems

for this language.

Our contribution to the aforementioned matters is the collection of good quality and balanced

data. For instance, in the domain of Hate Speech detection, we have collected the largest known

balanced annotated dataset in the Algerian dialect. This dataset aims to facilitate the develop-

ment of automated systems that can effectively combat various forms of inappropriate speech
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on social media platforms. Additionally, in the areas of news headlines classification, speech

emotion recognition and dialect identification, we have introduced novel balanced annotated

datasets. These datasets are made accessible to the research community upon request, fostering

further advancements in these fields.

2.2.2 Machine learning

ML is a branch of artificial intelligence that involves the development of algorithms and mod-

els that enable systems to learn from data and make predictions or decisions without being

explicitly programmed. In the context of NLP, machine learning is a key enabler for the devel-

opment of successful NLP solutions. This is because NLP problems often involve large amounts

of unstructured text data, which is difficult to process using traditional rule-based methods.

Machine learning approaches, such as deep learning and neural networks, have proven to be

particularly effective at handling such data and have led to significant advancements in NLP

tasks such as language translation, sentiment analysis, and text generation. We briefly mention

the used machine learning algorithms in our contributions.

2.2.3 Logistic Regression

Logistic Regression is a statistical method for binary classification which is widely used in NLP

for text classification tasks such as sentiment analysis, spam detection, and topic classification.

It is a linear classifier that models the probability of a given input text belonging to a particular

class. The model takes a set of handcrafted features, usually represented as a vector, and a set

of weights and biases, and produces a probability that the input text belongs to a specific class.

The predicted class is then obtained by comparing the predicted probability with a threshold

value, typically 0.5.

2.2.4 Support Vector Machines

Support Vector Machines (SVMs) are a class of supervised learning algorithms that can be used

for text classification. The basic idea behind SVMs is to find a linear boundary that separates

different classes in a high-dimensional feature space. The boundary is chosen in such a way

that it maximizes the margin, which is the distance between the boundary and the closest data

points from each class. These closest data points are called support vectors and have a crucial

role in determining the boundary.

17



2.3. Deep Learning Chapter 2. Background

2.3 Deep Learning

Deep learning is a subfield of machine learning that involves the use of neural networks with

multiple layers, known as deep neural networks. These networks are designed to learn and

represent the hierarchical representations of data. In the context of NLP, deep learning has

been a key enabler for the development of successful NLP solutions. This is because NLP prob-

lems often involve large amounts of unstructured text data, which is difficult to process using

traditional rule-based methods. Deep learning approaches, such as recurrent neural networks

(RNNs) and transformer models, have been particularly effective at handling such data and have

led to significant advancements in NLP tasks such as language translation, sentiment analysis,

and text generation.

RNNs have been the de facto representation models for over 20 years for representing textual

and sequential data. RNNs employ a feedback mechanism (also called recurrence) that allows

information to flow from one step to the next enabling them to capture temporal dependencies

in the data and to handle variable-length sequences. One of the main advantages is their ability

to handle variable-length sequences, which is crucial for NLP tasks such as language modeling

and text generation.

Despite its specific design for representing sequential data, RNNs come with major disadvantages

which is the vanishing and exploding gradient problem (Goodfellow et al. 2016). This occurs

when the gradient of the error with respect to the parameters becomes very small or very high

during the backpropagation process. This makes it difficult for the model to learn long-term

dependencies in the data, as the gradients become too small / too large to update the parameters

effectively.

To address these limitations, two main models have been put through, namely Long Short-Term

Memory (LSTM) and Gated Recurrent Units (GRUs).

2.3.1 LSTM

LSTM (Hochreiter et al. 1996) are types of neural net models that are commonly used for

processing textual data in NLP tasks. Unlike traditional RNNs, LSTMs have memory cells

that can store information for a long time, allowing the network to handle long sequences of

data, such as sentences or paragraphs. In NLP applications, LSTMs are often used for sentiment
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analysis, machine translation, and text classification tasks. The basic idea behind an LSTM

network is to process the input sequence one step at a time and keep updating the hidden state,

which contains the information from previous steps. The hidden state is then used to make

predictions about the next step in the sequence, such as the next word in a sentence or the

sentiment of the text. The LSTM architecture has proven highly effective in many NLP tasks,

especially when combined with other deep learning techniques, such as attention mechanisms

and pre-trained language models.

2.3.2 GRU

GRU (Chung et al. 2014) is a revised version of LSTMs. Unlike LSTMs, GRU layers have only

two gates, the reset gate and the update gate, which are used to control the flow of information

in the network. The reset gate determines how much of the previous hidden state should be

forgotten, while the update gate determines how much of the previous hidden state should be

combined with the current input to compute the new hidden state. This allows the GRU to

effectively capture long-term dependencies in the input data, and make the model train faster.

Bidirectional models

Bidirectional models are crucial for processing textual data because they can capture contextual

information from both the forward and backward directions, resulting in a richer and more

accurate representation of the data. Unidirectional LSTM models, on the other hand, process

the data in a single direction, which can limit their ability to understand and represent context

effectively, especially when the meaning of a word or phrase depends on the words that follow it.

Bidirectional LSTM models are more powerful than their unidirectional counterparts because

they leverage the information from both directions, enabling them to better capture complex

patterns and dependencies within the text, ultimately leading to improved performance in

various NLP tasks.

2.3.3 Convolutional neural networks

The main idea behind Convolutional neural networks (CNNs) for text processing is to apply the

convolution operation, which is typically used for computer vision applications (LeCun et al.

1989), to the text data to extract local features from the text. In a typical CNN for text, the

input text is first embedded into a dense vector representation, where each word is represented
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as a dense vector in a high-dimensional space. Then, the embedded text is processed using a

series of convolutional and pooling layers, which learn to detect patterns in the text and extract

features that are relevant to the task at hand. Finally, the extracted features are passed through

fully connected layers, which make the final prediction using the extracted features. We will

introduce some CNN layers in further chapters in this thesis.

2.3.4 Attention Mechanism

The soft attention mechanism has emerged as a powerful approach for improving text classifi-

cation tasks by enabling the model to focus on the most relevant parts of the input sequence.

This mechanism assigns a weight to each token in the input sequence, and these weights are

used to compute a context vector that captures the most important features of the input for

the given task. In this section, we provide an overview of the soft attention mechanism and

discuss its application in text classification.

Let us consider an input sequence x = (x1, x2, ..., xT ), where xt denotes the t-th token in

the sequence and T represents the total number of tokens. The input sequence is first passed

through an embedding layer to obtain a sequence of word embeddings h = (h1, h2, ..., hT ), where

ht is the embedding for the t-th token. The embeddings can be further processed by additional

layers, such as LSTM or CNN layers, to capture more complex features and dependencies.

In the soft attention mechanism, the model computes an attention weight αt for each token in

the sequence. The attention weight is calculated using an attention function a(·), which typically

depends on the token’s hidden representation ht and some additional context information. A

common choice for the attention function is the dot product followed by a softmax activation:

αt =
exp(a(ht, c))∑T
j=1 exp(a(hj , c))

, (2.1)

where c represents the context information, which could be a fixed vector or the output of

another layer in the model. The attention weights can be interpreted as the probability distri-

bution over the input tokens, with higher values indicating more relevant tokens for the given

task.

Once the attention weights are computed, the model calculates a context vector v as a weighted

sum of the hidden representations:
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v =
T∑
t=1

αtht. (2.2)

The context vector v captures the most important features of the input sequence as determined

by the attention mechanism. This vector can then be used as input to a classifier, such as a

fully connected layer followed by a softmax activation, to predict the target class.

In summary, the soft attention mechanism provides an effective way to focus on the most

relevant parts of the input sequence for text classification tasks. By assigning attention weights

to individual tokens and computing a context vector based on these weights, the model can

better capture the important features and improve classification performance.

2.3.5 Transformer model architecture

A revolutionized model that took place recently to overcome the problem presented in RNN-

based architectures is the Transformer network published by (Vaswani et al. 2017a). The paper

introduced a new learning approache that drops all recurrence operations in deep learning

models and replaces them with Self-attention layers to make it easier to train the model and

to give them the ability to attend more (assign more weights) to tokens that contribute more

to the context. The Transformer network has led to a breakthrough in several language models

like BERT (Bidirectional Encoder Representations from Transformers): a Bidirectional model

that is built with several blocks of the Transformer network (Devlin et al. 2018).

Encoder section of the Transformer model The original Transformer model was intro-

duced for Machine translation applications and is composed of an encoder and decoder blocks.

The encoder part of the transformer architecture is composed of 4 main building blocks:

• Positional encoder: Generally speaking, in natural language, the order of the words and

their position in the sentence are important to capture the context, and reordering the

words will change the meaning of the sentence. The positional encoder layer is built exactly

to maintain the order of the tokens in the input sequence all along the feedforward pass

in the model.

• Multi-head attention The transformer architecture introduced the self-attention mecha-

nism as a replacement for recurrent and convolutional layers in its building blocks. The
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Figure 2.2: The Transformer model architecture (Vaswani et al. 2017a).

self-attention mechanism is mainly employed to help the model pay attention to other

tokens while processing a token at time t.

In previously proposed attention layers (Zichao Yang et al. 2016; Bahdanau et al. 2014b)

we look at parts of the input sequence and part of the output sequence, but in Self Atten-

tion, we look into input items and other input items within a sequence, in the transformer

we do this several times, so each head will learn attention relationships independently.

The multi-head attention (MHA) layer in a transformer model processes input sequences

by computing the attention between every position in the sequence and all the other po-

sitions. This is done by feeding the MHA layer with vectors that contain sub-vectors that

embed the words in the input sequence. The MHA layer then uses these embeddings to

compute the attention between each pair of words.

To compute the attention between two words, the MHA layer first treats one of the words

as a query and uses the other words as keys. It then takes a convex combination of the

values (which are the same as the keys) and computes a dot product of the keys and query

divided by the square root of the normalized scaled size of the sequence. This process

produces better embeddings of the input sequence by merging together information from

pairs of words.

The MHA layer has multiple projections of the keys, queries, and values (KQV), which
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corresponds to the number of heads, as illustrated in Fig 2-B. These projections are

learned by learning weight matrices that calculate the weights of the current words and

how much attention should be paid to other words in the sentence, as well as the vector

representations of all the words in the sequence.

MultiHead(Q,K, V ) = concat(head1, ..., headn)W
O (2.3)

where : head1 = Attention(QW q
i ,KW k

i , V W v
i ) (2.4)

The multi-head layers feed the Fully connected layer FCL a weighted combination of words

rather than one word at a time, so it passes the amount of each word it’s going to include

(if we are looking at a word at position n, which of the other words in the input sequence

are relevant to that exact word).

The add&Norm layer takes the original input and adds it in a residual connection to the

output of the MHA layer, then normalize them to have 0 mean and variance of 1.

The Encoder section of the transformer model is repeated N times, eventually, the multi-head

will take every word in the input sentence and combine it with some other words through

the attention mechanism to produce better embeddings that merge together information from

pairs of words. A single pass of the encoder block will essentially generate embeddings for a pair

of words, by repeating the encoder block N time, it will generate embedding for N pairs of words.

Attention(Q,K, V ) = softmax(
QKT

√
dk

) (2.5)

The output vector (X) of the multi-head attention in the encoder section of the transformer

is the weighted sum of the input vectors, where the weights are determined by the attention

mechanism. This output vector is then used as input to the feed-forward neural network in the

encoder.

Decoder section Along with the building components that are built in the encoder section,

the decoder ( the responsible for attending to the encoder input and generating the text) has a
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masked self-attention mechanism that can be presented as follows:

Masked Attention(Q,K, V ) = Softmax

(
QKT +mask√

dk

)
V (2.6)

d k is the dimensionality of the keys, and ”mask” is a tensor with elements set to negative infinity

for the attention weights associated with future tokens in the target sequence. The ”mask”

tensor ensures that the attention mechanism only attends to the current and past tokens in the

target sequence, as desired. By incorporating this masked self-attention mechanism, the decoder

in the Transformer model is able to prevent itself from peeking into the future when generating

the target sequence, which improves the model’s ability to learn dependencies between elements

in the target sequence and results in more accurate predictions.

2.4 Word representations

The word representation section constitutes a critical aspect of the architecture of a deep learn-

ing system. This section involves encoding the input text in a manner that facilitates the

similarity in meaning to be reflected in the similarity of the vector representations. In this sec-

tion, we provide a brief overview of several techniques that have been widely employed across

various contributions and research papers in our experimental studies. It should be noted that

the definitions presented here are contextualized based on their usage in the specific domain

application.

2.4.1 Handcrafted features

Handcrafted word representation features in NLP are manually created features that describe

the properties of words in a text. These features can include semantic information, such as

the word’s part of speech, root form, and sense, as well as syntactic information, such as the

word’s position in a sentence and its neighboring words. These features are used to represent

words as vectors, which can be used as input to machine learning models for NLP tasks such

as classification, tagging, and generation.
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N-grams feautures

n-grams: An n-gram is a contiguous sequence of n items from a given sample of text, such as

words, characters, or even letters. N-grams are commonly used as features in NLP tasks such as

text classification, language modeling, and information retrieval. For example, in the sentence

”the quick brown fox jumps over the lazy dog,” a bi-gram would be a sequence of two words,

such as ”the quick”, ”quick brown”, ”brown fox”, etc.

TF-IDF features

TF-IDF (Term Frequency-Inverse Document Frequency): This is a weighting scheme used to

reflect the importance of a word in a document compared to a collection of documents. The

term frequency (TF) measures the number of times a word appears in a document, while the

inverse document frequency (IDF) measures the rarity of a word across the entire collection

of documents. The product of these two values gives the TF-IDF weight, which reflects the

importance of a word in a particular document compared to the collection as a whole. TF-IDF

is often used as a feature in text classification, information retrieval, and document clustering

tasks. The equation for the Term Frequency-Inverse Document Frequency (TF-IDF) can be

represented as follows:

tf-idf(t, d,D) = tf(t, d)× idf(t,D) (2.7)

where:

• t is the term (word) of interest

• d is the document that contains the term

• D is the collection of documents

• tf(t, d) is the term frequency, representing the number of times term t appears in document

d

• idf(t,D) is the inverse document frequency, which can be calculated using the following

formula:
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idf(t,D) = log
N

|{d ∈ D : t ∈ d}|
(2.8)

where:

• N is the total number of documents in the collection D

• |{d ∈ D : t ∈ d}| is the number of documents in which the term t appears at least once

2.4.2 Word2vec

Word embeddings are a type of dense, continuous-valued representation of words in a vector

space. These representations are learned from large corpora of text data through unsupervised

techniques, and are designed to capture the semantic and syntactic relationships between words

in a given corpus. Unlike traditional bag-of-words representations, word embeddings encode

rich linguistic information (context) in a compact and dense form, capturing semantic similar-

ity and relatedness between words. They have become indispensable tools in modern NLP and

have gained widespread adoption in the field due to their ability to capture the meaning and

relationships between words in a computationally efficient and effective manner.

Word2vec (Tomas Mikolov, K. Chen, et al. 2013) is a widely used unsupervised learning algo-

rithm for learning word embeddings. Since its introduction, it has become a popular method

for generating dense, continuous-valued representations of words in a vector space. Word2vec

uses a neural network architecture to learn word representations from large amounts of text

data. The network is trained on a prediction task, where it must predict the surrounding words

of a target word given its context. The resulting word representations capture semantic and

syntactic relationships between words, and have been shown to be effective in a variety of NLP

tasks. Word2vec has two main variants: CBOW (Continuous Bag of Words) and Skip-gram.

CBOW predicts the target word given its surrounding words, while Skip-gram predicts the sur-

rounding words given the target word. Both variants have their strengths and weaknesses and

can be used depending on the specific task and dataset.

Despite its superior performance on previous word representation techniques, word2vec embed-

ding has some limitations. Word2vec relies on context-based prediction to capture relationships

between words, which can lead to suboptimal representations for rare and/or unseen words (the
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Figure 2.3: CBOW and Skip-gram representations.

problem with our of vocabulary). Additionally, it uses a simple dot product to measure the

similarity between words, which can lead to the loss of important information conveyed in a

given sentence.

2.4.3 GloVe

Global Vectors for Word Representation (GloVe) (Pennington et al. 2014) is a widely used

unsupervised learning algorithm for generating word embeddings. It was introduced as an

alternative to the popular Word2vec method and aims to address some of its limitations. Unlike

Word2vec, GloVe explicitly models the co-occurrence statistics between words in the corpus and

provides a more interpretable measure of similarity between words. The algorithm is based on

a factorization of the word-word co-occurrence matrix, which is calculated from a large corpus

of text data. The factorization is optimized to minimize the difference between the observed

co-occurrence statistics and the dot product of the word representations. This results in dense,

continuous-valued representations of words that capture the semantic and syntactic relationships

between words.

GloVe has been shown to provide improved performance on a variety of NLP tasks compared

to Word2vec, particularly for rare words that have limited context. It has also been used

in combination with other methods to improve the performance of NLP models and is widely

adopted in the field of NLP due to its ability to effectively capture the meaning and relationships
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between words.

One limitation of GloVe is its reliance on a fixed vocabulary of words, which can lead to sub-

optimal representations for out-of-vocabulary (OOV) words and named entities, and is unable

to capture relationships between sub-word units, such as morphemes and character n-grams.

Another limitation of GloVe is its inability to handle polysemy, the phenomenon where a single

word can have multiple meanings in different contexts.

2.4.4 FastText embeddings

The limitations of the Word2vec and GloVe models led to the development of FastText (Tomas

Mikolov, Grave, et al. 2018), a method that is specifically designed to handle out-of-vocabulary

OOV words and polysemy by modeling sub-word units, such as character n-grams, in addition

to words. FastText uses a neural network architecture to learn embeddings for sub-word units,

which can then be combined to represent words. This allows FastText to handle OOV words

and polysemy by leveraging the relationships between sub-word units.

Despite significant efforts to develop effective word representation models, the challenge of

encoding words in a context-sensitive manner persists. This is due to the fact that words often

have different meanings depending on the context in which they are used. In existing models,

each word in the vocabulary is assigned a fixed input vector, which does not adapt to changing

contexts. This limitation raises significant questions about the efficacy of these models.

2.4.5 Contextual embeddings and Transfer learning

Transfer learning is a technique that allows us to leverage the knowledge gained by a model

during pre-training on a large, general-purpose dataset and apply it to a downstream task with

similar data distribution. This approach has been shown to be effective in a wide range of NLP

tasks, including sentiment analysis (Farha et al. 2021b), text classification (Alammary 2022;

Berrimi, Oussalah, et al. 2023), and named entity recognition (Brandsen et al. 2022). Some

of the most commonly used pretrained models for Arabic are AraBERT (Antoun et al. 2020;

Abdul-Mageed, AbdelRahim Elmadany, et al. 2021; Abdaoui, Berrimi, et al. 2021). These

models have been trained on large corpora of Arabic text and can be fine-tuned on specific

tasks to improve their performance. In the following section, we discuss the building blocks of

these language models.
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BERT BERT (Devlin et al. 2018) is a SOTA NLP model that was introduced by Google. It

is based on a transformer architecture (Vaswani et al. 2017a) and consists of 12 layers with 110

million parameters. BERT was pretrained on a large corpus of text in 104 languages, including

Arabic, using two unsupervised learning tasks: masked language modeling (MLM) and next

sentence prediction (NSP).1

Since its release, BERT has achieved strong results on a variety of NLP benchmarks and chal-

lenges and has become a widely used model in research and industry. In particular, it has been

shown to outperform many previous models on a variety of tasks, including sentiment analysis,

question answering, and natural language generation. As a result, BERT has become a popular

choice for researchers and practitioners working in NLP and has led to significant advances in

the field.

Pretraining of BERT BERT uses a novel pretraining approach that involves Masked Lan-

guage Modeling (MLM) and Next Sentence Prediction (NSP) tasks. BERT’s pretraining process

involves unsupervised learning on a large corpus of text data. The pretraining process consists

of two stages: pretraining and fine-tuning. During pretraining, BERT is trained on a large

corpus of text data to learn contextual representations of words in the text. These contextual

representations capture the meaning of words based on their surrounding context in the text.

The pretraining process of BERT involves two primary tasks: MLM and NSP. MLM is a task

that involves masking some tokens in the input text and asking the model to predict the masked

tokens based on the surrounding context. The objective of MLM is to force the model to learn

contextual representations of words that can accurately predict the masked tokens in the text.

NSP is another task that involves predicting whether two sentences in the input text are con-

secutive or not. The objective of NSP is to teach the model to understand the relationship

between two sentences in the text and to capture the flow of meaning between them.

During pretraining, BERT is trained using a large corpus of text data, such as Wikipedia or

the BookCorpus. The text data is first tokenized into a sequence of tokens using WordPiece

embeddings. The MLM task involves randomly masking some of the tokens in the input text

and asking the model to predict the masked tokens. The NSP task involves randomly selecting

1A list of pretrained language models (PLM) will be mentioned in related works of PLM in a later section
2.5.5.
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two sentences from the text and asking the model to predict whether they are consecutive or

not.

Fine-tuning is the process of using a pretrained model on a global objective (language mod-

eling) to be trained on downstream tasks (i.e. sentiment analysis) on a smaller dataset, allowing

the model to learn task-specific patterns and adapt its weights. This is typically achieved by

adding a task-specific output layer, such as a classification or regression layer, on top of the

pretrained model, and then optimizing the entire model using backpropagation.

Fine-tuning a BERT-based model involves several key steps. Firstly, a pretrained model needs

to be selected as the starting point, which can be the original BERT model or one of its variants.

It is important to choose a suitable language model that aligns with the requirements of the

target task, as different language models may perform better on specific tasks based on their

pretraining data. Evaluating the performance of various models on benchmark datasets can aid

in making an informed choice (AbdelRahim Elmadany, Nagoudi, et al. 2022).

To adapt the pretrained model for the target task, a task-specific output layer needs to be

added. This modification involves adjusting the architecture of the pretrained model to align

with the requirements of the specific task. For example, a dense layer with softmax activation

can be added for classification tasks, while a linear output layer can be used for regression tasks.

Once the model architecture is modified, the pretrained weights of the BERT-based model are

loaded, and the added output layer is initialized with random weights. This initialization allows

the model to leverage the knowledge learned during pretraining while being able to specialize

for the target task.

The next crucial step is fine-tuning the model. This involves training the entire model, including

the pretrained layers and the task-specific output layer, using the target dataset. During fine-

tuning, a smaller learning rate is often employed to ensure the model doesn’t deviate too far from

the pretrained weights. Fine-tuning BERT-based models offer several advantages over training

models from scratch, such as faster convergence, and improved generalization. By transferring

the pretrained knowledge, the model can capitalize on the vast amount of linguistic knowledge

embedded within the model’s weights, leading to superior performance on various NLP tasks.
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2.5 Related works

In this section, the relevant related works from the literature review are presented in relation

to our contributions. The related works of each chapter is presented in a separate section.

2.5.1 Related works in Arabic sentiment analysis

Traditionally, research studies targeting Arabic sentiment analysis use simple supervised mod-

els with conventional feature extraction techniques. The latter include Bag-of-Words (BOW),

Term-Frequency-Inverse-Document Frequency (TFIDF), and N-grams (Gamal et al. 2019; Al-

towayan et al. 2016). The main drawback of these models is that their performances decrease

when the data became large and complex. While the features do neither encode nor represent

the semantic relationships between tokens presented within the corpus. A comparative study

on Arabic sentiment analysis (ASA) was conducted by (Farha et al. 2021a) where the authors

replicated some recent SOTA methods on Arabic sentiment Analysis and examined the effec-

tiveness of using Transformer based models, especially BERT models, on Arabic SA tasks. The

fine-tuned models reported a better classification accuracy over three Arabic SA dataset: ASTD

(Nabil et al. 2015) SemEVAL17 (Rosenthal et al. 2017) and ArSAS (AbdelRahim Elmadany,

Hamdy Mubarak, et al. 2018). (Heikal Maha 2018) trained different neural network models such

as LSTM, CNN, and RCNN on a collected dataset of 40K (positive/negative) labeled sentences.

Their LSTM model achieved 81.3% accuracy. The authors then applied data augmentation to

increase the size of the vocabulary, which enhanced the accuracy by +8.3%. (Rosenthal et al.

2017) in SemEval 2017 hosted a shared Arabic SA task where (Samhaa R. El-Beltagy et al. 2017)

ranked first. Their system used a set of hand-engineered and lexicon-based features and a Naive

Bayes classifier for training. (AbdelRahim Elmadany, Hamdy Mubarak, et al. 2018) presented

the first Arabic sentiment analysis online system that accommodates both MSA and Arabic

dialects. Their model was composed of a CNN layer followed by a pooling and LSTM block and

was trained on the SemEval2017 dataset (Rosenthal et al. 2017). The model achieved 62% accu-

racy score. While their model achieved accuracy scores of 66% and 92% on ASTD (Nabil et al.

2015) and ArSAS (AbdelRahim Elmadany, Hamdy Mubarak, et al. 2018) datasets, respectively.

It is worth pointing out that word embeddings were used in most of the recent Arabic SA

studies. For instance, (A. Dahou et al. 2019) built a neural word embeddings using Word2vec
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(Tomas Mikolov, K. Chen, et al. 2013) based on CBOW and Skip-Gram architectures on a

vocabulary composed of 3.4 billion tokens from a 10 billion crawled corpus. The authors then

trained a CNN model on the top of these embeddings and evaluated their quality on five Arabic

sentiment analysis datasets, which, are then found to outperform 4 out of 5 previous works.

(Ombabi et al. 2020) used the FastText embeddings (Tomas Mikolov, Grave, et al. 2018) skip-

gram model trained using a CNN-LSTM based model. The extracted features are then passed

to SVM classifier to generate the final classification. The CNN layer is inspired by the work pre-

sented by (Y. Kim 2014) for local feature extraction followed by two LSTM layers to represent

long-term dependencies. The model is then validated on two datasets (Nabil et al. 2015) and

LABR (Aly et al. 2013) achieving 89.72%, 90.20%, and 88.52% in terms of precision, recall, and

F1-measure, respectively. Owing to the emergence of several annotated dataset using dialectal

Arabic, sentiment analysis of DA has seen a renewal interest (Hossain et al. 2019; Moudjari and

Akli-Astouati 2020; Nabil et al. 2015)

For instance, Abu Kwaik et al. 2019 trained a BiLSTM-CNN model to analyze different Arabic

dialects sentiments. The model reported a better result compared to two baselines that use

LSTM and CNN models. In another research, (Soumeur et al. 2018) studied sentiment analysis

of the Algerian dialect. They worked on a collected dataset containing 100.000 comments, then

labeled 25K reviews as negative, neutral, and positive. In their study, a CNN-based model

achieved 89.5% accuracy. Authors in (Moudjari and Akli-Astouati 2020) collected two Algerian

dialects corpora from Facebook and Twitter and a combined Facebook/Twitter dataset. Next,

the authors trained several ternary classification models, where the CNN-based model reported

a better performance across all datasets.

Al-Dabet and Tedmori 2019 used an SRU layer (Simple Recurrent Unit) followed by an atten-

tion layer to weight the important terms. Their model achieved an accuracy of 94.53% in Arabic

sentiment analysis task. We shall also mention the KAUST-sponsored competition on Arabic

Twitter sentiment analysis 2 (Alamro et al. 2021). The top-ranked team used the AraBERT

model by (Antoun et al. 2020) and achieved an accuracy score of 84.5%. Besides, all the top

three best-performing participating teams utilized the AraBERT model to generate the tweet

2https://www.kaggle.com/c/arabic-sentiment-analysis-2021-kaust
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embedding representation. The second team combined static character and word-level models

as suggested in (Abdullah et al. 2021). The training and testing used the ASDA (Abicra SE

ANALYSIS) dataset (Basma et al. 2021), which is a large collection of 100K Arabic tweets,

annotated for sentiment analysis tasks.

Recently, the sixth Workshop on Arabic Natural Language Processing (WANLP’2021) orga-

nized a task on sentiment detection (Ibrahim Abu Farha et al. 2021) on DAICT dataset (Abbes

et al. 2020), which contains 5,358 tweets. The top performing team utilized MARBERT model

(Accuracy score of 71.1%), while the second and third winning teams used AraBERT in com-

bination with other deep learning models, achieving 70.4% and 69.5% accuracy score, respec-

tively. Loosely speaking, the recent advancement in pretraining large Arabic language mod-

els has boosted the performance of many models in Arabic sentiment analysis. Fine-tuning

the latest Arabic BERT-based model MARBERT that was pretrained on 6B Arabic tweets

(Abdul-Mageed, AbdelRahim Elmadany, et al. 2021) has reported a better sentiment analysis

performance on several Arabic SA datasets than the previous AraBERT model (Antoun et al.

2020). Also, our recent dialectal level DziriBERT model (Abdaoui, Berrimi, et al. 2021), which

is pretrained on large Algerian tweets corpus, outperformed previous neural nets models and

Arabic PLMs on various Algerian dialectal datasets.

Table 2 summarizes some of the key research in this field, highlighting the employed architecture,

the dataset, the number of classes, and the accuracy score achieved by each model.

As can be observed from the above table, deep learning models tend to give better perfor-

mances in terms of classification accuracy across many Arabic sentiment analysis datasets than

standard ML-based classifiers such as LR and Linear SVC. This empirically supports the claim

that deep-learning approaches become SOTA in the SA field. Therefore, our direction in this

research paper is to employ and fine-tune several deep learning models for better classification

performance in Arabic sentiment analysis.

On the other hand, the emergence of deep learning approaches has been boosted by the existence

of open-source neural network libraries such as Keras, which attracted more researchers to work

in this area. Nevertheless, it should also be emphasized that most deep learning approaches
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Table 2.1: Summary of related works on Arabic sentiment Analysis

Reference Architecture Dataset Acc(%) # class

Alayba et al. (2018) LSTM 40K arabic tweets 65.05 3
Samhaa R. El-Beltagy et al. (2017) NB SemEVAL17 (Task A) 58.1 3

Abu Farha et al. (2019) CNN-LSTM
SemEval2017
ASTD
ArSAS

62
66
92

3
3
4

Altowayan et al. (2016) CNN (Word2vec+LR)
LABR
ASTD

88
80.21

2

Ombabi et al. (2020) CNN-LSTM, FastText(Skip-gram)
ASTD, LABR
TwitterASA cite{tSA} 90.75 2

Abu Kwaik et al. (2019) BiLSTM-CNN

LABR
LABR Balanced (binary)
LABR UnBalanced (binary)
ASTD
Shami-Senti (binary)

66.42
81.14
80.2
85.58
93.5

3
2
2
3
3

Soumeur et al. (2018) CNN A collected dataset 92.03 3
Moudjari and Akli-Astouati (2020) CNN 25k annotated tweets (Mataoui et al. 2016) 79 2
Al-Dabet and Tedmori (2019) Attention + Recurrent Units LABR (binary) 95.1 2
Alamro et al. (2021) MARBERT + CNN ASAD dataset 84.9 3
Ibrahim Abu Farha et al. (2021) MARBERT Arabic tweets from (Abbes et al. 2020) 71.1 3

Abdul-Mageed, AbdelRahim Elmadany, et al. (2021) MARBERT & ARBERT

LABR
HARD
SemEVAL
ASTD-B

92.51
96.17
71
96.24

2
2
3
2

for Arabic sentiment analysis suffer from the limited availability of large-scale Arabic sentiment

annotated corpora for learning accurate models. Likewise, we also acknowledge the limited

size of Arabic sentiment Treebank compared to English, as well as the increased algorithmic

complexity due to a substantial increase of modalities embedded in the parser. This raises the

importance to build on existing benchmark datasets to ease comparison and identify room for

improvement.

In parallel to deep-learning approaches, one shall also mention the progress in metaheuristic

approaches, including genetic algorithms, as in (Abualigah 2018) who suggested an efficient

metaheuristic algorithm for feature selection employing multi-objective hybrid Krill-Herd algo-

rithm for document clustering.

In the area of data benchmarking, one notices the emergence of some useful relatively good

size resources that can improve distributional models. For instance, (Alayba et al. 2018) put

forward a 1.5-billion words corpus, using ten newspapers from different Arab countries with dif-

ferent Arabic dialects to generate a distributed representation that has been used for sentiment

classification purposes.

2.5.2 Related works in Arabic offensive speech detection

This section presents different aspects of hate speech, as well as research associated with the

Arabic language. Due to the sensitivity of this matter, many studies were conducted to protect

personals on social media, especially adolescents.
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A. Elmadany et al. 2020 proposed a deep learning system based on Bidirectional Transformers

BERT for offensive language detection. In their experiments, they used two types of data: data

distributed by the Offensive Language Detection shared task and an automatically collected

dataset.

The first data contains 10,000 tweets manually annotated for two sub-task: offensive speech,

and hate speech. Their system’s performance came up with 89.60% accuracy (82.31% macro

F1) for hate speech and 95.20% accuracy and 70.51% macro F1 on official TEST data.

Alshehri et al. 2020 worked on Understanding and Detecting Dangerous Speech in Social Media

on Arabic texts. They manually curate a multi-dialectal lexicon of physical harm threats. They

used to collect a large dataset of threatening speech from Arabic Twitter, and manually anno-

tate a subset of the data for dangerous speech, then trained BERT model for detecting hate

speech. Their system yield a F1-score between 53.42% and 59.60% on detecting hate speech.

B. Haddad et al. 2020 proposed an Attention-based Deep Neural Networks to detect offensive

speech in the Arabic language. They worked on the OffensEval 2020 dataset where they con-

ducted many experiments using the Bidirectional GRU model augmented with an attention

layer, achieved a 85.9% F1 score for the task of offensive language detection, and a 75% F1

score for the task of hate speech detection.

Haidar et al. 2018 collected a dataset for detecting Arabic Cyberbullying on social media, then

trained machine learning classifiers such as Nave Bayes and SVM. They obtained a precision

of 90.1 and 93.4% and published another paper using Deep learning where trained simple feed-

forward layers architecture, achieving 94.56%.

Albadi et al. 2018 addressed the religious-based hate content problem on social media, in their

study they presented a large annotated Arabic dataset, along with collection of lexicon consist-

ing of terms commonly found in religious discussions, for hate speech detection. In their study,

the authors trained a Gated Recurrent nets with GRU cells, using pretrained word embeddings

to detect religious hate speech with 84% (AUROC). Using the same data, A. G. Chowdhury

et al. (2019) proposed ARHNet (Arabic Religious Hate Speech Net) model incorporates both

Arabic Word Embeddings and Social Network Graphs for the detection of religious hate speech,

their system obtained f1-score of 78%.

Many recent studies have addressed the problem of hate speech in English, Chatzakou et al.
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(2019) proposed on a concrete study to understand the characteristics of abusive behavior in

Twitter to detect Cyberbullying and cyberaggression in English text. They analyzed 1.2 mil-

lion users and 2.1 million tweets, comparing users participating in discussions around seemingly

normal topics, to those more likely to be hate-related, and also explored specific manifestations

of abusive behavior, i.e., cyberbullying and cyber-aggression, in one of the hate-related com-

munities. Using various SOTA machine learning algorithms, they classify these accounts with

over 90% accuracy and AUC.

2.5.3 Related works in Arabic Emotion Speech Recognition

The field of Speech Emotion Recognition (SER) has been the subject of numerous studies in

various languages. One notable study by Pan utilized MFCC as features and SVM as the clas-

sifier, achieving remarkable results with 91.3% accuracy on his Chinese dataset and 95.08% on

the EMoDB dataset (Shen et al. 2011).

A. Khalil et al. 2018 collected an Arabic speech corpus from the TV show ”The Opposite Di-

rection” and achieved a 77% classification rate using an SVM classifier. (Al-Faham et al. 2016)

also used SVM for their Arabic dataset, resulting in an accuracy of 93.12%.

Harar et al. 2017 utilized a DNN architecture for speech emotion recognition, training the model

on the EmoDB dataset (Burkhardt et al. 2005) and achieving an overall test accuracy of 96.97%.

Dealing with Arabic speech published in (Shahin et al. 2019) introduced a hybrid model of Gaus-

sian mode Cheng et al. (2012) and Ayadi et al. (2017) and DNN. This classifier was trained on

Arabic United Emirates DB and its performance accuracy was indexed at 83.97%.

J. Kim et al. (2018) proposed a model named EmNet that consists of feature extraction, feature

normalization, four CNN layers, and two LSTM layers.EmNet was evaluated on the EMO-DB

dataset and achieved an SER performance of 88.9%.

Y.Li et al. (2019) constructed a CNN-BLSTM architecture (2-layer CNN, 2-layer BLSTM).

This model improved classification performance up to 82.8% on IEMOCAP (Busso et al. 2008).

Y.Hifny et al. (2019) implemented two neural architectures to address the problem of emotion

recognition from speech. Their first architecture was CNN-LSTM model while the second was
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based on the CNN model.

The accuracies obtained on the KSUEmotions dataset (A.Meftah et al. 2014) were 87.2% for

the first model and 85% for the second. A recent paper published in C.Li et al. (2020) used

the AMIGOS dataset Correa et al. (2018) to recognize emotions from natural speech with the

LSTM model which achieved an accuracy of 83.3%.

Similarly to our work in Yahia Cherif et al. (2021), there have been multiple trials for collecting

speech corpora for the Algerian dialect, and training multiple machine learning classifiers to

propose efficient pipelines for this specific task.

Zantout et al. (2019) proposed the use of five ensemble classification models including Bagging,

Random Forests, and others to enhance the performance of a vocal emotion system. The

experiment on the ANAD dataset (Klaylat et al. 2018) resulted in an average prediction accuracy

of 95.95%. In a similar study to ours, Dahmani et al. 2019 built an automatic speech recognition

system for the Algerian dialect using audio signals recorded from the TV show ”Red Line.” The

system was tested using KNN, Adaboost, and Random Forests algorithms, yielding an F1-

score of 0.48. Random Forests, KNN, and SVM were also applied to the NATURAL dataset

Morrison, R. Wang, et al. (2007) in a study by Morrison and Silva (2007), resulting in an

accuracy of 76.93% using SVM. The use of ensemble learning methods was explored in another

study by Schuller et al. (2006), using Bagging, Multiboosting, and Adaboosting models yielding

accuracy results of 70.7%, 72.5%, and 72.3% respectively on the EMoDB dataset.

Ykhlef et al. (2019), presented the preliminary results of the building of the first acted Emotional

Speech Corpus of Algerian Dialect (ESCAD). The corpus consists of recordings of four emotional

states (neutral, angry, happy, and disgust) by nonprofessional native speakers. The first version

of the corpus includes recordings of angry and neutral states from 53 participants, both male

and female. The results were used to identify unskilled speakers, who will not be included in the

recording of the remaining emotions. Lately, with the recent breakthrough of the Transformer

models, the field of SER has witnessed a new era of effective performance. Multiple studies

fine-tuned various BERT models for ESR, like in Lee et al. 2020; Lee et al. 2021.

Despite the progress witnessed in this area, there is a still much required work to be done to

cover more aspects of Arabic SER. Our work in this matter covers multiple points to advance

the research field by proposing a new large annotated speech corpora, efficient preprocessing

pipelines, and robust classifiers based on a hybrid CNN-LSTM neural networks model.
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Table 2.2: SOTA in Arabic Speech Emotion Recognition

Paper Model Dataset Results

C.Li et al. (2020) LSTM AMIGOS 83.30%
Y.Li et al. (2019) CNN-BLSTM IEMOCAP 82.80%
Y.Hifny et al. (2019) CNN-LSTM KSUEmotion 87.20%
Zhao et al. (2019) CNN-LSTM EmoDB 95.73%
Zhao et al. (2019) CNN-LSTM IEMOCAP 95.89%
Dahmani et al. (2019) ML-based models Algerian Dialect DB 48%
Shahin et al. (2019) NN, Fuzzy Logic Arabic DB 94.50%
Eljawad et al. (2019) CNN-LSTM IEMOCAP 88.90%
Zantout et al. (2019) SVM, Decision Trees Arabic DB 77%
J. Kim et al. (2018) LSTM IEMOCAP 64.93%
A. Khalil et al. (2018) DNN eNTERFACE’05 84%
Latif et al. (2017) DNN EmoDB 96.97%
Hu et al. (2007) SVM AES database 93.12%
C. W. Huang et al. (2017) SVM EmoDB 95.30%
Harar et al. (2017) SVM - 82.50%
Al-Faham et al. (2016) SVM NATURAL 76.93%
Shen et al. (2011) Adaboosting EmoDB 72.3%

Bagging 72.5%
Morrison and De Silva (2007) ANN - 50%
Schuller et al. (2006) ANN - 65%

2.5.4 Related Works in Arabic Dialect Identification

recently more research focused on the identification of different Arabic dialects on social media,

as well as the collection of data from various regions in the Arab world conveyed in both Ara-

bizi and Arabic script. (Sayadi et al. 2016) provided a manually annotated dataset with almost

50,000 tweets from 8293 users, then studied sentiment analysis on Tunisian dialect and Modern

Standard Arabic.

Tobaili 2016 annotated a corpus of the splitTwitter data stream coming from within Lebanon

and Egypt, where users speak Araby-Englizi, then trained a classifier and achieved an average

classification accuracy of 93% and 96% for Lebanon and Egypt datasets respectively. I. Guellil

et al. 2017 proposed an approach for Arabic dialect identification in social media, specifically

the Algeria dialect. The authors applied their approach to 100 messages manually annotated,

and they achieved an accuracy of more than 60%.

D. Seddah et al. 2020 introduced the first treebank for a romanized user-generated content

variety of the Algerian dialect, as mentioned in their paper. The content written in the Arabic

language on the Internet is characterized by a high degree of linguistic diversity due to the
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use of colloquial dialects and writing in Roman characters, in addition to the phenomenon of

code-switching. In addition to the annotated data, the authors provide around 1 million tokens

(over 46k sentences) of unlabeled Arabizi content. Khaled Darwish 2013 addressed the problem

of identifying Arabizi (Arabic text written with Latin characters) using word and sequence-level

features achieving 98.5%, then converting it into Arabic characters using transliteration mining

with language modeling achieving 88.7%

Many studies also focused on the collection of Arabizi and different Arabic dialects corpora from

social media, Zaidan et al.(Zaidan et al. 2014) collected a corpus, from three Arabic newspapers

of Levantine, Gulf, and Egyptian dialects.

Cotterell et al. 2014 also presented extensive dialectal data from online resources for Algerian,

Egyptian, Iraqi, and Gulf.

With the arrival of recent pretrained large language models (LLMs) supporting the Arabic

language, multiple trials have been put through to test the efficiency of these models for the dif-

ferentiation of multiple Arabic dialects. As an example, multiple shared-tasks and competitions

were organized to evaluate these LLMs. The Nuanced Arabic Dialect Identification (NADI)

shared tasks (Abdul-Mageed, C. Zhang, AbdelRahim Elmadany, et al. 2022) 34 aims to identify

dialects at the provincial level and represents the inaugural effort to focus on sub-country level

dialects in a naturalistic setting. The corpus encompasses data collected from 100 provinces

across all 21 Arab nations and originates from the Twitter platform.

The MADAR Shared Task (Bouamor, Hassan, et al. 2019) is a challenge for Fine-Grained

Dialect Identification in the Arabic language. The task data was generated as part of the

Multi-Arabic Dialect Applications and Resources (MADAR) project. A total of 21 teams from

15 nations participated in the shared task.

The Talafha et al. 2020 team ranked first in the NADI shared task competition (Abdul-Mageed,

C. Zhang, AbdelRahim Elmadany, et al. 2022). Their system is composed of three main stages:

Initially, the team pre-trained an Arabic-BERT model using the 10 million tweets provided

by the NADI competition organizers. Then, they trained the pre-trained model on the NADI

labeled data for Task 1 multiple times using different combinations of maximum sentence length

and learning rate. To determine the final prediction for a tweet, they selected the 4 best-

3https://nadi.dlnlp.ai/
4https://sites.google.com/view/nadi-shared-task
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performing iterations from these trials, based on their performance on the development dataset,

and combined their softmax predictions through an element-wise averaging function.

Table 2.3 summarizes some of the datasets and shared-tasks for Arabic dialect identification.

Table 2.3: Summary of some available Arabic dialects datasets

Corpus Name Reference

ADI Bouamor, N. Habash, et al. (2018)
MPCA Malmasi et al. (2016)
AlgDI Imène Guellil et al. (2016)
MADAR Bouamor, N. Habash, et al. (2018)
NADI2020 Abdul-Mageed, C. Zhang, Bouamor, et al. (2020)
NADI2021 Abdul-Mageed, C. Zhang, AbdelRahim Elmadany, et al. (2021)
ADI17 Shon et al. (2020)
QADI Abdelali, Hamdy Mubarak, et al. (2021)
NADI2022 Abdul-Mageed, C. Zhang, AbdelRahim Elmadany, et al. (2022)

2.5.5 Related works in Arabic Language Models

Recently, there has been a surge in the development of SOTA Pretrained Language Models

(PLMs) which have revolutionized the NLP field. These models are trained on a large corpus

of text data and can be fine-tuned on various NLP tasks like sentiment analysis, named entity

recognition, and machine translation, among others.

In this section, we present some of the recent SOTA PLMs and also discuss some models that

have been developed specifically for the Arabic language.

For the past decade, word embeddings were the standard method for representing text sequences

(Tomas Mikolov, Sutskever, et al. 2013; Pennington et al. 2014). However, they have a major

constraint since each word can only have a single vector representation. Nevertheless, words

can have multiple meanings depending on their context, especially in rich morphology languages

like Arabic. Therefore, recent work focused on context-dependent representations (Peters et al.

2018; Devlin et al. 2019; Zhilin Yang et al. 2019; Brown et al. 2020; Lan et al. 2019) pushing

the sense of transfer learning in NLP even further (Ruder et al. 2019).

Although their remarkable results on downstream tasks are well-acknowledged, these models

require large amounts of raw text and a lot of computational resources to be pre-trained, which

limits their availability to high-resource languages. Even multilingual models (Devlin et al.

2019; Conneau et al. 2020), which are usually trained for several hundreds of languages, often

40



Chapter 2. Background 2.5. Related works

standard Arabic was considering, ignoring the variety of Arabic dialects.

Distributed Text representation is a form of representing text sequences as vectors before passing

them into neural network model for training. For the past two decades, several word representa-

tion have been proposed; word embeddings are breakthrough models in the field of NLP where

they represent words by fixed vectors, followed by Word2vec (Tomas Mikolov, Sutskever, et al.

2013) and Glove (Pennington et al. 2014) models that encodes the word in sort of meaningful

vectors (similar words have similar vector representations), these models have brought signifi-

cant improvement in many NLP tasks, yet they come with major constraints is that each word

in the vocabulary can only have a single vector representation, this affects the case where words

could have multiple meanings depending on the context it is being used, especially in rich mor-

phology language like Arabic.

Therefore, recent works focused on context-dependent embeddings, meaning a word could have

flexible word representation according to the context in it is employed. ULMfiT (Howard et al.

2018)and Embeddings from Language Models (ELMO) (Peters et al. 2018) were the first models

that brought the sense of transfer learning into NLP (Ruder et al. 2019), followed by the arrival

of OPENAI GPT (Brown et al. 2020), BERT (Devlin et al. 2019), XL-NET (Zhilin Yang et al.

2019), T5 (Zeng et al. 2018) and so many other BERT-optimized versions language models such

Xlm-RoBERTa (Y. Liu et al. 2019) and ALBERT (Lan et al. 2019).

These models are first pretrained on a large corpus of text data and then fine-tuned on down-

stream tasks like named entity recognition and sentiment analysis which proven to add sub-

stantial improvements on the performance compared to classical task-specific approaches.

Although their remarkable results on downstream tasks, these language models require large

amounts of raw text and a lot of computational resources needed for the pretraining (Zhilin Yang

et al. 2019), which limited their availability only for rich resource languages such as English.

To overcome this, several multi-lingual models mBERT (that is pretrained on a corpus of 104

languages), and XLM-RoBERTa ( pretrained on 100 languages) were pretrained on hundreds of

languages, yet these models were not “enough” for many other languages like Arabic (Antoun

et al. 2020).
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Besides, most of the proposed models have been trained on standard Arabic. The first released

transformer-based model for the Arabic language was AraBERT (Antoun et al. 2020) which has

been pre-trained on 23 GB of MSA extracted from Wikipedia, news articles, etc. It was followed

by ARBERT (Abdul-Mageed et al. 2021) which was pre-trained on a larger MSA dataset (61

GB from Wikipedia, news articles, books, etc.). The same authors also trained MARBERT

on 128 GB of various Arabic dialects (1 billion tweets). In another work, Abdelali, Hassan,

et al. 2021 pre-trained QARiB on a collection of 420 Million tweets in dialectal Arabic and 180

Million sentences in standard Arabic. Finally, Inoue et al. 2021 released CamelBERT which

was pre-trained on four types of Arabic datasets: Dialectal Arabic (54 GB), MSA (107 GB),

Classical Arabic (6 GB) and a mixture of the last three datasets (167 GB).

However, as was the case of inadequacy for the multilingual mBERT model on Arabic, these

new Arabic models are not also enough for several Arabic dialects such as the Algerian dialect,

due to the difference between the morphological syntax and the complexity of the Algerian

Dialect.

The multilingual models mBERT and XLM-R, along with the Arabic language models were

trained on Arabic text corpora targeting mostly MSA, and due to high differences between

MSA and Dialectal Arabic, the need for a monolingual dialect-level language model is needed.

Table 2.4: Recent pretrained language models for the Arabic language (AbdelRahim Elmadany,
Nagoudi, et al. 2022)

Model Text type Corpus size # tokens Tok. Size #Params

ARBERT MSA 61GB 6.2B 100K 163M
ARBERTv2 MSA, DA 243GB 27.8B 100K 163M
MARBERT MSA, DA 128GB 15.6B 100K 163M
MARBERTv2 MSA 198GB 21.4B 100K 163M
AraBERT MSA 27GB 2.5B 64K 135M
AraELECTRA MSA 77GB 8.8B 64K 135M
ArabicBERT MSA 95GB 8.2B 64K 135M
Arabic-ALBERT MSA 33GB 4.4B 32K 110M
QARiB MSA, DA 97GB 14B 64K 135M
CAMeLBERT MSA, DA, CA 167GB 8.8B 30K 108M
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2.5.6 Related works in Text Classification

Working with Arabic text is more challenging than working with English text because of inher-

ent language characteristics and lack of efficient resources. For instance, there is a significant

discrepancy in vocabulary size (around 12.3 million words compared to 600,000 words in En-

glish) and in use of diphthongs and long vowels as in-fixes. Besides, from sentence structure

perspective, Arabic has verbal and nominal sentences where the latter do not require a verb,

which adds extra difficulty to parsing disambiguation in text classification tasks. Besides, the

nature of classification, which may involve short versus long documents, multiclass versus bi-

nary classification, or use of multi-label classification plays also a key role in enforcing a given

methodological framework. This explains why Arabic text classification research has been con-

ducted closely with the availability of benchmarks and corpora data as highlighted in survey

papers (Sayed et al. 2019; Al Sbou 2018; Alammary 2022).

Indeed, El Rifai et al. 2021 collected an Arabic news dataset that contains 90k single-labeled

articles and a 290k multi-labeled news dataset. The authors trained multiple classical ML

classifiers using TF-IDF features and 10 (ten) deep learning models. Khoja et al. 2017 presented

a dataset that consisted of 30K pairs of news headline documents trained using a Seq2seq and

attention models for text generation purposes. Similarly, Alotaiby 2011 trained a Character

Cross-Correlation model for Arabic news generation on 260 Arabic news documents.

Alzawaydeh et al. 2018 presented a study on metaphor detection on Arabic and English sports

news headlines. Their study identified commonalities between Arabic and English classification

schemes based on metaphorical concepts. For this purpose, the authors collected a corpus of

400 Football news headlines (200 for English and 200 for Arabic).

Haider et al. 2019 analyzed a large Arabic and English news corpora mentioning the Lybian

regime system in the period between 2011 and 2012 to see if the analysis of news headlines

could yield similar insights to full news documents. Their research outlined that news headline

analysis corresponds to a good down-sampling analysis and can help to reduce the complexity

of tackling large news documents.

Using Khalij subset from SANAD dataset (Muaad et al. 2022), trained multiple classifiers such

as LinearSVC, and logistic regression using BoW and TF-IDF features and compared their
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performance using a CNN model. The CNN model outperforms classical ML models in this

subset data. Elsayed et al. 2020 presented Arabic news headlines labeled for emotion recognition.

The dataset collects 1698 documents labeled for seven emotional categories. The authors then

trained a two-level CNN model using N-grams features to achieve a result of 90% in classification

accuracy level.

Mohammed et al. 2019 collected an Arabic news headlines dataset that includes 2999 headlines

labeled as sarcastic and another 2999 labeled as normal from two Arabic news websites. The

authors afterward conducted several experiments using deep learning models to classify the

headlines as either sarcastic or normal. Their CNN model reported the best classification

accuracy up to 92%.

Table 2.5: Some recent works on Arabic document classification

Paper Dataset Method

El Rifai et al. (2021) 90k single-labeled articles RNN
El Rifai et al. (2021) 290k multi-labeled articles RNN
Khoja et al. (2017) 30K pairs of news headline Seq2seq and attention models
Alotaiby (2011) 260 Arabic news documents Character Cross-Correlation
Alzawaydeh et al. (2018) 400 Football news headlines multiclass RNN based models
Haider et al. (2019) headline multiclass EDA
Elsayed et al. (2020) 1698 Arabic headlines multiclass N-grams
Mohammed et al. (2019) 2999 headlines multicalss CNN
Einea et al. (2019) 181,152 multiclass CNN and RNN
Einea et al. (2019) 35,416 multilabel CNN and RNN
S. A. Chowdhury et al. (2020) 10k multiclass Transformers
Muaad et al. (2022) Khalij from SANAD CNN
Boukil et al. (2018) 111k news documents CNN

In general, due to Arabic language rich morphology (N. Habash 2007) and level of complexity

(N. Y. Habash 2010; S. Khalifa et al. 2020), the research community leverage deep learning

models such as CNN (Alshaalan et al. 2020), Transformers (S. A. Chowdhury et al. 2020), RAE

(Al Sallab et al. 2015), BERT (Antoun et al. 2020) as they enable language processing efficiently.

Although, in short text-classification task, (Zhan et al. 2017) reported that many deep learning

models yielded inappropriate results, likely due to data sparsity. Recently, multiple language

models have been proposed such as AraBERT (Antoun et al. 2020), DziriBERT (Antoun et

al. 2020) and BAERT (Younes et al. 2020). Fine-tuning these language models has reported

remarkable performance on multiple downstream tasks such as sentiment analysis (Farha et al.

2021b; Xu et al. 2019; Chouikhi et al. 2021; Antoun et al. 2020), text classification (El-Alami

44



Chapter 2. Background 2.5. Related works

et al. 2021; Hammoud et al. 2021; ElJundi et al. 2019) and question answering (Mozannar et al.

2019; Alwaneen et al. 2022; Ngai et al. 2021). Finally, In the context of news and documents

classification and categorization, several SOTA datasets are worth noticing as they significantly

contributed to short-document and multi-label classification approaches:

• Arabic Social Media News Dataset (ASND) (S. A. Chowdhury et al. 2020): the dataset

was collected using Aljazeera ( popular Arabic news media channel) account on social

media and Youtube, where a total of 10k posts were labeled into 12 categories.

• Large Single Labled Arabic News Dataset (SANAD) (Einea et al. 2019): this dataset

groups 195k news splitted into 6/7 classes scraped from various Arabic online media.

• Multi-label Arabic News Dataset (NADIA) (Einea et al. 2019): The Nadia dataset was

collected from two Arabic news websites, Skynews and Masrawi, and consists of two

collections of news articles. The collection from Skynews consists of 35,416 news articles

grouped into 24 categories, and the collection from Masrawi consists of 451,230 news

articles belonging to 28 classes. In our experiments, we use only the Skynews collection,

where each news article can have up to 8 labels, as illustrated in Figure 2.4. The average

length of the news articles in the Skynews dataset is 260 tokens.

• Other dataset (Boukil et al. 2018): is a collection of 111,728 Arabic news documents,

grouped into five unbalanced classes (sport, politics, culture, economy, and diverse news)

the dataset was collected from three online news media and was used in (Madhfar et al.

2019) using several machine learning models using Bag of words features.

In SANAD and NADIA datasets, the number of words per document (news length) is ≈ 370

words per document, thereby, the need for a large balanced Arabic short text dataset is still

missing. Likewise, News headline categorization, which is linked to short text classification

tasks (Mohammed et al. 2019) remains challenging for many languages (M. Chen et al. 2011),

including the Arabic language (Khoja et al. 2017), which calls for further research in this issue.

As a contribution to proposing a new data source for the NLP community, We introduce a new

large Arabic headlines dataset that is made publicly available to the research community used

to validate our developed model. At the same time, for comparison purposes, we evaluated

multiple deep learning models on large Arabic text classification benchmarks using different

word embeddings and pretrained language models.
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Figure 2.4: Class distribution of the multi-class NADiA dataset.

2.6 Conclusion

In this informative chapter, we delved into the complexities of the Arabic language and the

linguistic challenges it poses. We explored how recent advancements in deep learning models

have helped to overcome some of these challenges, leading to exciting progress in the field.

Furthermore, we discussed related works that have been divided into various sections based

on their respective domains. By presenting this comprehensive overview, readers can gain a

deeper understanding of the unique characteristics of the Arabic language and appreciate the

innovative approaches that have been developed to tackle its challenges.
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Chapter 3

Arabic text and speech analysis

In this chapter we tackle three domain areas of analyzing Arabic text and speech using various

deep learning techniques. We present our contributions to diverse areas within the scope of

text and speech analysis. In the first section, we present our research efforts focusing on Arabic

sentiment analysis (ASA), for which we have carried out a comprehensive literature review and

developed new deep learning models. Additionally, we have analyzed various word embedding

techniques and evaluated their effectiveness. Secondly, we delve into the area of inappropriate

speech detection in Arabic text, utilizing deep learning techniques to train and compare a range

of models. Then introduce a novel offensive speech dataset for the Algerian dialect and analyze

it, incorporating new advancements in the field of NLP. In the last section, we present our work

on the analysis of emotions conveyed in speech data in the Algerian dialect. To this end, we

collect and annotated a new audio dataset, and trained and evaluated multiple deep-learning

models.

3.1 Arabic Sentiment Analysis

3.1.1 Introduction

In the era of social media, sentiment analysis emerged as an active research area in natural

language processing. SA aims to identify and monitor sentiment polarity/strength of user-

generated text that encapsulates his/her opinion, emotion, and/or attitude towards entities

such as services, organizations, products and events, among others. The interest in SA grew

with the exponential increase in the recorded number of opinionated data in blogs and news.
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This renders SA analytics central in many disciplines and organizations.

For instance, nowadays, many customers consult users’ comments and sentiment polarity be-

fore making a purchasing decision on a newly introduced product or service. Organizations use

SA either as a substitute or a supplement to standard surveys and opinion pools performed

using questionnaire and field observation methods. Consequently, SA provides organizations

and policy-makers with valuable insights to reshape their policy, business, marketing, and/or

communication strategies in a way to accommodate citizens’ concerns, increase their organi-

zational efficiency and create a societal impact. This makes SA almost a necessity in various

disciplines where capturing citizen’s views is deemed important (B. Liu 2016). This ranges from

traditional computer science fields to humanities and medical fields. This is because the study

of opinion trends becomes central to almost all human activities whenever there is a need to

make a decision through either a semi-automated or a fully manual process. The variety of

electronic documents used as input for SA, in terms of their structures, access policy, seman-

tics and content structure, among others, creates continuous challenges to automatic sentiment

analysis tasks.

Among these challenges, one distinguishes language-related patterns. Indeed, the efficiency of

the existing NLP parsers differs from one language to another. This is due to the quality of the

training dataset and methodological approaches employed in the development of the underlined

parser as well as the complexity of the social norms and stylist cues embedded in the language.

On the other hand, a simple statistical count of publication numbers per language indicates

clearly that the Arabic language is underrepresented, see Fig. 4.1. This also holds when

comparing the maturity of the technology and the level of performance obtained. For instance,

the best state-of-the-art sentiment polarity accuracy achieved in competition (Rosenthal et al.

2017) associated with Arabic SA is only 58.1% as compared to more than 96% in (Al-Dabet

and Tedmori 2019)!

This motivates the current research which aims to investigate a new deep learning approach

for Arabic sentiment analysis tasks. Loosely speaking, Arabic language groups cover nearly

500 million speakers worldwide (Boudad et al. 2018), making it the fourth common spoken

language (Imane Guellil, Saadane, et al. 2021) and the largest member of the Semitic Language

Family. Besides, the Arab world has recently witnessed a series of events (e.g., Arab Spring)

and fast-growing e-commerce trading activities in the area as well as the proliferation of social
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media users, which raise the prospects and the importance of Arabic sentiment analysis.

Technology for unfolding Arabic sentiment analysis is ultimately linked with that of sentiment

analysis and natural language processing at wide regardless of the language context. In this

context, one distinguishes at least three streams of approaches: machine learning (both super-

vised and unsupervised), lexicon-based and hybrid methods (L. Zhang et al. 2011). Supervised

machine learning approaches attempt to use appropriate feature engineering methods (e.g., tf-

idf features, N-grams, selected adjective/adverbs, specialized dictionaries, . . . ), a given classifier

(e.g., Naives Bayes’ (NB), Support Vector Machine (SVM), Linear Regression (LR), . . . ) and

appropriate training/testing dataset. Lexicon-based methods use a collection of sentiment terms

that are precompiled into a sentiment lexicon. This is further divided into the dictionary- and

corpus-based approaches that use either semantic or statistical methods to gauge the extent

of a given sentiment polarity by accounting for various grammatical constructs and syntactic

patterns. While hybrid approaches involve combining machine learning and lexicon-based ap-

proaches.

A special case of machine learning-based methods, which has shown state-of-the-art results in

many SA-related competitions is the deep learning methods. For instance, all the top winners in

recent SemEval Sentiment Analysis competitions used deep learning models (e.g., CNN, RNN,

LSTM) (Rebiai et al. 2019).

Recent studies on deep-learning Arabic sentiment analysis have focused on using RNN (Heikal

Maha 2018; Al-Azani et al. 2018) that are specialized in processing sequential data. Never-

theless, a major limitation of RNNs is their incapacity to memorize longer sequences and the

vanishing and/or exploding gradient estimate (Bengio et al. 1994), which restrict their capabil-

ity to account for the discourse effect. RNN with memory gates such as LSTM (Hochreiter et al.

1996), GRU (Chung et al. 2014), and Bidirectional RNN (Schuster et al. 1997) are often put

forward as alternative strategies to tackle this issue. Still, their capability of memorizing long

sequences is also questioned because the gated networks’ sentence representation depends only

on past and current data states, which is not the case for most sentiment analysis problems,

especially in the Arabic SA context. While BiRNN is found to suffer from sequential bias as well

as a lack of interpretability, Attention Mechanism (Bahdanau et al. 2014a) was introduced to

allow RNNs to focus on the input sequence’s relevant segments. Its performance is found to sur-

pass that of the recurrent network model in memorizing longer sequences. Nowadays attention
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mechanism plays a dominant role in most NLP tasks, especially in the many state-of-the-art

models like the Transformer (Vaswani et al. 2017b), BERT (Devlin et al. 2018), GPT (Radford,

J. Wu, et al. 2019), and XL-NET (Zhilin Yang et al. 2019). Beyond improving the neural nets’

performance, the attention mechanism brings an interpretable aspect to neural network-based

models.

We, therefore, hypothesize that the contribution of the attention mechanism to Arabic SA tasks

can be positive as well. In this chapter, we thereby advocate a new deep learning model that

uses the attention mechanism as an additive layer to the BiGRU model. The proposed model

is next tested using three Arabic labeled dataset: LABR (Large-scale Arabic book review) (Aly

et al. 2013), HARD (hotel Arabic review dataset) (Elnagar, Y. Khalifa, et al. 2018), BRAD

(Book review in Arabic dataset) (Elnagar and Einea 2016). Furthermore, the generalization of

the model beyond the SA tasks is investigated by testing the model on other NLP tasks; mainly,

a hate speech dataset and a Russian SA dataset.

Research Objectives Due to the relatively low accuracy and the inherent limitation of

tools employed in Arabic language analysis such as morphological analyzers, PoS taggers and

Stemmers, there is a potential for systems that can automatically extract and classify opinions

present in user-generated documents. This chapter aims to contribute to this overall goal. More

specifically, the proposed research objectives are to:

• Comprehensively review the challenges associated with Arabic SA in both MSA and DA,

• Review deep learning approaches for Arabic SA.

• Propose and implement a new additive-sequence level model for Dialect Arabic sentiment

polarity detection,

• Propose an approach for tuning the parameters of the developed model.

• Demonstrate the feasibility of the proposal through comparison with other state-of-the-art

models.

• Demonstrate the extension of the models to other applications.

Contributions The main contributions of this section are summarized below:
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• We trained both BiLSTM and BiGRU models on four datasets, by performing a grid

search to select the best hyperparameter set and select the winning architecture to train

the proposed model, using two sets of embeddings: Learnable embeddings and FastText

embeddings.

• We proposed a BiGRU additive-attention sequence-level model to detect and analyze

sentiments from Arabic reviews. Then we tested its performance on three supervised

Arabic datasets labeled as Positive and Negative.

• We experimentally verified that our proposed model outperformed the baseline and some

state-of-the-art models,and demonstrated that our model is language-independent by test-

ing it on English and Russian datasets.

The chapter is organized as follows. Section 2 outlines the challenges associated to natural lan-

guage processing of Arabic language. In Section 3, we introduce the most recent related works

targeting the Arabic sentiment analysis problem. Section 4 highlights the general methodology,

including the motivation grounds, the overall architecture, and its different components. Sec-

tion 5 emphasizes the experimental setting and the associated results, highlighting the dataset

employed, the tuning of hyper-parameters of the model, the baseline models, the performance

metrics, and the obtained results. Finally, Section 6 discusses the implications of the results,

and inherent limitations. Section 7 summarizes the major findings and lists the perspective

works.

3.1.2 Proposed system

Motivation

The proposed system builds on the merits of deep learning methods as the currently acknowl-

edged state-of-the-art approach for sentiment analysis as pointed out in the previous section.

More specifically, our approach advocates the use of the attention mechanism, which becomes

one of the core technologies in deep learning after its huge success in neural machine translation

(Zichao Yang et al. 2016). This follows the intuition of human visual attention where the user

can focus on a certain region of an image with ’high resolution’ while perceiving the surrounding

image in ’low resolution’, and then adjusting the focal point over time. The main motivations

for the choice of attention mechanism in our proposal are fourfold. First, the inherent property

of the attention mechanism to focus on most of the salient parts of the input-space, instead of
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encoding the full sentence length as in typical RNN architectures, can substantially enhance

the optimization performance of the deep learning model.

Second, given the sparse structure and the complexity of the Arabic language morphology and

its semantics, as pointed out in the introduction section of this chapter, any incremental gain

in optimization will be very welcomed and crucial for the overall system performance.

Third, the attention weights can be used as a tool to interpret the behavior of the associ-

ated neural network architecture, which is notoriously difficult to comprehend, and, thereby,

add an interpretability dimension to the underlined neural architecture. Fourth, the success

of attention-mechanism architectures in sentiment analysis in various languages (Zichao Yang

et al. 2016), including Arabic language (Al-Dabet and Tedmori 2019) provides a good indicator

of the potential merits and promises of such research direction.

Reviewing the existing architectures applied to Arabic sentiment analysis using the attention

mechanism-based approach, one distinguishes the deep attention-based review level sentiment

analysis put forward in (Almani et al. 2020). Their model uses a multi-layer architecture in the

following way. First, the embedding layer passes the distributed word representation of the in-

put textual review to the GRU-based layer to produce a hidden review representation. Second, a

soft attention layer is embedded on the top of the GRU layer to perform the sum of GRU hidden

representations according to the generated weights of each word and output a distributed vector

representation of the input review according to the identified salient words. Third, the review

vector representation outputted by the attention layer is fed to a fully connected sigmoid logistic

regression layer to generate the final polarity classification. In parallel, (Al-Dabet and Tedmori

2019) used a three-layer attention mechanism architecture where the first layer corresponds to

the word-embedding created using a Wikipedia dataset whose vector representation is fed to a

simple recurrent model, which utilizes LSTM and Gated Recurrent Units (GRU). The output of

the recurrent model is then fed to the attention layer, which produces, for each input sentence,

a weighted sum of the attention weights and the words’ hidden vectors, which are then passed

to a sigmoid layer that performs the binary classification (positive versus negative polarity) task.

In comparison to the above architectures, our model is rather close to (Zichao Yang et al.
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2016) where a Bidirectional GRU reads the individual sentence input from left to right and

vice versa to capture the contextual information, and whose results are then concatenated.

Besides, for learning long and short dependencies, we used two sets of recurrent gated networks;

namely, LSTM and GRU, where an empirical approach was employed to choose between the

LSTM or GRU layer according to their training performance on some experimental data. The

motivation for using a such training approach is rooted back in the well-known vanishing and

exploding gradient phenomenon when using backpropagation with RNN structures. At the

input embedding layer, we used two types of embeddings. The first one consists of the FastText

embedding, which enables us to overcome the difficulty of out-of-vocabulary observed with

commonly employed word distributional representation (Tomas Mikolov, K. Chen, et al. 2013;

Tomás Mikolov et al. 2013).

The second one uses a learnable embedding approach that is inferred from the training samples

and varies at each time increment. The motivation for doing so is to capture the increasing

variations of Arabic language structures when dealing with sentiment as well as the potential

limitations of the pre-trained models employed in generating FastText. Similarly to (Al-Dabet

and Tedmori 2019), we also employed a sigmoid layer to perform the binary classification (pos-

itive/negative polarity). The gradients of our model are backpropagated through both the

Bidirectional recurrent net and the attention blocks, making the different parameters updated

at each iteration. Furthermore, the model takes special care of the preprocessing stage where

noisy terms can play a central role in guiding the sentiment polarity. For instance, removal of

negation characters can turn a negative (resp. positive) statement into a positive (resp. nega-

tive) statement. The next subsection details the different components of the architecture of our

model.

Figure 3.1: Generic flow graph of the proposed system.
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Overall architecture

Fig. 3.1 summarizes the main components of our architecture. After a preprocessing stage and

appropriate data representation, the architecture includes an encoding section, which encapsu-

lates the various embedding whose outcome is fed to a bidirectional RNN (BiLSTM and BiGRU)

layer. The latter is then fed to the attention layer, which, is, in turn, fed to the classification

module that assigns contextual representation of the input sequences to their corresponding

classes using a sigmoid activation function.

More formally, the input sequences are tokenized, padded according to the value of MaxLen

(maximum sentence length) to ensure coherence, then passed to the embedding layer. This

generates embeddings for each received token, which are then inputted to the Bidirectional

RNN with a forward and backward pass to effectively capture and represent the information

context. The encoded vectors are then passed to the attention layer. The latter assigns a weight

to each token according to its contribution to a given sentiment polarity class. The attention

layer’s output is then passed to the feedforward layer, which, in turn, passes it to the sigmoid

layer that assigns each sequence to its corresponding class.

Detailed architecture

Preprocessing and normalization Data collected from social media and online blogs are

often accompanied by unwanted characters due to the presence of miss-spelling, URLs and hash-

tags, among others, which can negatively impact the output of the natural language processing

modules. This holds mainly because the used dataset is issued from both MSA and Arabic

dialects, which contain many unstructured and noisy constructs. Therefore, the pre-processing

stage contributes to reducing the impact of such implicit noisy representation. After conducting

several trials, we found that the following pre-processing pipeline helped us to enhance both

the quality of the training of the employed deep learning models and the accuracy result, while

it reduced the vocabulary size:

• Remove unstructured and unmatched Arabic diacritics terms,

• Remove URLs, hashtags, and special characters.

• Remove both Indian and Arabic digits,

• Remove (after two successive occurrences) characters that have more than two successive
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repetitions within the same sequence as in ÉJ
J
�
J
Ô
g
.
becomes ÉJ
J
Ô

g
.
,

• Use classical MSA structure to normalize unstructured Arabic letters often employed in

DA (e.g., normalize @
�
@

�
@ @

) by replacing it by the unique form (Alif) @).

Encoder module As a first step, we obtain the embeddings of the different tokens in each

corpus. In our study, we used two sets of Embeddings. The first one referred to learnable

embeddings consists of word embeddings learned from the training data, while the second one

consists of FastText pretrained embeddings (Tomas Mikolov, Grave, et al. 2018) trained using

CBOW model on a large Arabic corpus from Wikipedia where the surrounding contexts are

used to predict the target word.

More specifically, for the learnable embeddings, we used Keras Embedding layer 1 where the

embedding layer is initialized with random weights, which are then updated with the learning

process and the gradient descent for all words in the training dataset. Our implementation

assumes a maximum of 150 tokens per post. Padding strategy was then been employed to ac-

commodate the discrepancy of the size of individual posts. We also set the size of the generated

embedding vector to 150 per individual token.

From an implementation perspective, in the case of FastText embeddings, we created the vocab-

ulary index of each dataset (detailed in the next section), then each token index Xi is mapped to

the associated FastText embedding vector. At the same time, we prevent the model to update

the embeddings matrix while training.

The embeddings (both FastText embeddings and trainable embeddings) are therefore passed to

the Bidirectional recurrent network block to obtain the annotation of the embedded tokens.

In our study, we used two sets of recurrent gated networks: Bidirectional Long-short Term

Memory (BiLSTM) and Bidirectional Gated Recurrent Units (BiGRU) to learn long and short

dependencies. Specifically, a simple heuristic voting strategy was employed between BiGRU

and BiLSTM for each input sequence. This voting scheme relies on the training performance

and the performance obtained by the BiLTM and BiGRU alone, which are also employed as

baseline classifiers, for the same input sequence. A such voting scheme, although simple, can

be rooted back to the theory of dynamic selection of classifiers, see (Alceu S. Britto 2014) for

1https://keras.io/layers/embeddings/
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an overview.

Loosely speaking, this follows the spirit of the majority voting classification scheme of multi-

classifiers (Kuncheva 2004) where BiLSTM and BiGRU act as individual classifiers and the

information about accuracy and epoch training time serve as a tool to determine the weight of

the classifier. Therefore, if the training accuracy of BiLTSM (resp. BiGRU) is more significant

than that of BiGRU (resp. BiLSTM), then the weight of BiLSTM is deemed more important.

Otherwise, if the training accuracy of the two classifiers are close to each other, then the classifier

who has the smallest training time is deemed favorable.

Modelling More formally, at a given time stamp t, given an input text sequence Xt =

(Xt
1, X

t
2, ..., X

t
n), the Bidirectional recurrent network block uses two parallel RNN layers that

process the output of the embeddings (context vector) from left to right
−→
Ht = (

−→
H 1,
−→
H 2,
−→
H 3, ...,

−→
Hn)

and from right to left
←−
Ht = (

←−
H 1,
←−
H 2,
←−
H 3, ...,

←−
Hn) , making the model able to use context from

previous and later timesteps such as Ht = (H1, H2, ...,Hn) where Hi = [
−→
Hi,
←−
Hi].

In short, Ht summarizes the neighbor posts (sentences) around the post encapsulated by the

input sequence Xt. Linking the current state to the previous state, the BiLSTM processes the

encoded word vector as follows, assuming an input sequence of fixed size n):

−→
Hi,LSTM =

−−−−→
LSTM(Xt

i ,
−−−→
Hi−1), i ∈ [1, n] (3.1)

←−
Hi,LSTM =

←−−−−
LSTM(Xt

i ,
←−−−
Hi−1), i ∈ [1, n] (3.2)

The same reasoning applies to the BiGRU layer, when BiGRU encoding was employed instead

of BiLSTM:

−→
Hi,GRU = GRU(Xt

i ,
−−−→
Hi−1), i ∈ [1, n] (3.3)

←−
Hi,GRU = GRU(Xt

i ,
←−−−
Hi−1), i ∈ [n, 1] (3.4)

The output is therefore constituted of the concatenation of the two layers (forward and backward
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layers).

HLSTM = [
−→
HLSTM ,

←−
HLSTM ] (3.5)

HGRU = [
−→
HGRU ,

←−
HGRU ] (3.6)

Attention block The attention mechanism used in our study is mainly inspired by the hi-

erarchical attention architecture proposed in (Zichao Yang et al. 2016) that has a two-level

hierarchical structure: word-level attention, and sentence-level attention. In our approach, we

only considered the sentence-level attention. The latter follows the same spirit as in (Zichao

Yang et al. 2016). In essence, the attention mechanism assigns a hidden representation ui to

the annotation hi (generated from either BiLSTM or BiGRU encoder) of the ith sentence and

the associated weight αi is constructed as the normalized version (using softmax function) of

the similarity between the ith hidden representation ui and some sentence-level context vector

Us as follows:

ui = tanh(Wshi + bs) (3.7)

αi =
exp(ui

TUs)∑
t exp(ut

TUs)
(3.8)

v =
∑
t

αthi (3.9)

where v is the document vector that summarizes all the information of sentences in a document.

Ws and bs are the weight and the bias from the attention layer, respectively. The sentence-level

context vector Us is seen as a high-level representation of a fixed query ”what is the informative

sentence” over the whole set of sentences. We randomly initialize the context vector Us, and

jointly learned during the training process.

In (9), a weighted sum of the word annotations based on the learned weights is computed

as a representative for all sentences of the corpus. See Figure 3.2 for a detailed graphical

representation of BiGRU additive-attention model (a similar representation applied to BiLSTM

attention model).

Classification module We pass the output vector to a non-linear activation function to

assign to each vector the corresponding class. This is performed using a simple sigmoid layer

with 2 neurons (one for positive sentiment and another one for negative sentiment). The output
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Figure 3.2: The proposed BiGRU additive-attention model

of this layer is a probability distribution that sums up to 1, so that the neuron having the higher

probability value corresponds to the label of the sentence.

3.1.3 Experimentation

Datasets

Deep learning models usually perform well on large-scale datasets (Goodfellow et al. 2016), but

collecting and annotating such data could be challenging and time-consuming. Therefore we

used some of existing Arabic datasets for sentiment analysis. The data selection criteria are

based on the data size (large enough to make the reasoning sound) and popularity within the
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Arabic NLP research community. For this purpose, we used three large-scale Arabic sentiment

analysis datasets whose reviews were written in MSA (Modern Standard Arabic) and Arabic

dialects.

LABR Dataset The large-scale Arabic Book Reviews Dataset (LABR) (Aly et al. 2013)

compiles a list of Arabic book reviews and has 63257 reviews taken from the Goodread book’s

website. In this work, we used the binary annotated version (positive or negative labels) of

the dataset which contains 51056 reviews. The annotations were made based on the reviewers’

ratings, such that 4-5 stars reviews were labeled as positive, 1-2 star reviews were labeled as

negative, and, finally, reviews of 3 stars were dropped.

HARD Dataset The Hotel Arabic-Reviews Dataset (Elnagar, Y. Khalifa, et al. 2018) is a

large-scale Arabic dataset that is widely used in the Arabic sentiment analysis research com-

munity. The dataset contains 105698 Arabic reviews written in both MSA and Arabic dialects

on hotels collected from Booking.com. In this study, we used the balanced binary version of the

HARD dataset, which groups 52,849 for each positive and negative review.

BRAD dataset (Elnagar and Einea 2016) is a large-scale annotated dataset of almost 510,600

book records in Arabic language where each record corresponds to a single review and the

reviewer’s rating on a scale of 1 to 5 stars. We used the balanced version of BRAD, which

contains 156K positive and negative reviews.

Table 3 summarizes the main statistics of the aforementioned three datasets.

Table 3.1: The size of different datasets

Dataset Nb. of Positive posts Nb. of Negative posts

LABR 42832 8224
HARD 52,849 52,849
BRAD 78380 78380

Baselines

To validate the performance of our model, we first select a set of commonly employed architec-

tures, which would form our baseline, as alternatives to attention-mechanism-based architecture

sentiment analysis. The choice of these models is motivated by the desire to seek the contribution

of the attention mechanism module alone. Therefore, we selected deep learning architectures
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with an encoding layer and a fully connected layer that perform the classification task, but

without an attention mechanism module. This consists of the following:

• Bidirectional RNN. More specifically, we have chosen two models (without the attention

layer): the BiGRU and the BiLSTM. Both models were trained with the same hyperpa-

rameters to ensure a fair comparison.

• We trained these models on different embedding configurations using the Learnable em-

bedding extracted from each dataset and we compared the result to the performance (with

regard to accuracy and training time) of the FastText pretrained embeddings for the Ara-

bic language.

• Across all experiments, we used five performance metrics: accuracy, micro-Accuracy,

micro-Precision, micro-F1 measures and epoch training time:

Accuracy =
TP + TN

TP+FN+TN+FP

Precision =
TP

TP + FP

Recall =
TP

TP + FN

F1 =
2× Precision× Precision

Precision + Recall

Micro− Precision =
TP1 + TP2 + ...+ TPn

TP1 + TP2 + ...+ TPn + FP1 + FP2 + ...+ FPn

Micro− F1 =
2× PrecisionMirco× PrecisionMirco

PrecisionMirco + RecallMirco

where TP refers to the number of positive sentences (input sequences whose sentiment

class is positive) and was predicted as positive as well by the model.
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TN is the number of negative sequences that were classified by the model as negative as

well.

FP is the number of negative sequences that are wrongly classified as positive .

FN is the number of positive sequences that are wrongly miss-classified as negative se-

quences.

The higher the precision value, the more accurate the prediction of the positive class.

Similarly, a high recall value indicates that a high number of sentences from the same

class are labeled to their exact class. While F1-measure is a weighted average of Precision

and Recall, summarizing the ratio of the correctly classified sentences regardless of their

class. Epoch training time corresponds to the time that the model took to train and

validate on a single epoch (single pass over the dataset).

Hyperparameters tunning

Deep learning algorithms, including BiLSTM, BiGRU and Attention mechanism have various

hyperparameters that may control and affect the training behavior, memory allocation, execu-

tion time, and even the models’ performance. A common practice is to perform a grid search

on a small finite set of parameters to select optimal values (Goodfellow et al. 2016). Typically,

the hyperparameter search ensures that we do not make an opportunistic selection. Therefore,

we performed a grid search that trains the associated model (s) for every joint specification

of hyperparameter values on the four model configurations (BiLSTM and BiGRU (baseline),

BiLSTM-Attention, BiGRU-Attention) with each of the three datasets. The hyperparameter

configuration that achieves the minimal validation error was then chosen as corresponding to

the best hyperparameters set, see Table 4.

Table 3.2: Summary of hyperparameter (HP) selection (the bold item is the chosen HP)

Hyperparameters Value

Dropout rate 0.3 — 0.2 — 0.4
Learning rate 0.0001 — 0.01— 0.001
Optimization algorithm Rmsprop— Adam — Adagrad
EarlyStoping 10 epochs
Batch size 128 — 64— 250
Number of Recurrent cells 250— 128
Number of epochs 25
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3.1.4 Results

Training and Accuracy on Sentiment Dataset

After training our baselines on the best hyperparameter set highlighted in Table 4, we compared

the outcomes of each baseline model using learned embedding and FastText embedding on each

dataset. The results in terms of Accuracy, Precision, and F1-score of the three sentiment

datasets are summarized in Tables 3.5, 3.3 for LABR and HARD dataset and Table 3.4 for

the BRAD dataset. Initially, we looked at the training performance of the two baseline models

BiGRU and BiLSTM, where it showed, possibly because of their simple architecture, that

BiGRU tends to outperform BiLSTM as illustrated in Table 3.5. Besides, the use of pretrained

embeddings made the training of the gated networks smoother and much faster. Therefore, we

trained our additive-attention model on the BiGRU configuration and we regularly monitored

the model’s performance.

Table 3.3: Sentiment Analysis results for the HARD dataset

HARD dataset

Model Embeddings Acc(%) MA-F1(%) MA-Precision(%) MA-recall(%) Training Time (s)

Learned Embed. 94.80 95.10 96.30 96.31 449
BiGRU FastText Embed. 94.84 95.59 96.21 96.38 175

Learned Embed. 94.11 94.92 96.31 96.38 456
BiLSTM FastText Embed. 94.77 95.32 96.38 96.38 175

Learned Embed. 95.79 95.91 96.88 96.1 436
Our model FastText Embed. 96.29 96.28 97.03 96.14 169

Table 3.4: Sentiment analysis results for the BRAD dataset

BRAD dataset

Model Embeddings Acc(%) MA-F1(%) MA-Precision(%) MA-recall(%) Training Time (s)

Bigru Learnable embed. 93.23 91.12 94.12 94.32 372
FastText 93.23 91.10 94.19 94.25 163

BiLSTM FastText 92.88 92.17 94.10 93.87 165
Learnable embed. 93.05 92.08 97.13 93.69 374

Our model FastText 95.10 95.94 96.73 96.96 375
Learnable embed. 95.65 96.15 97.21 97.10 165

Table 3.5: Sentiment analysis results on LABR dataset

LABR dataset

Model Embeddings Acc(%) MA-F1(%) MA-Precision(%) MA-Recall(%) Training Time (s)

Learned Embed. 83.22 90.62 83.30 96.16 261
BiGRU FastText Embed. 83.04 89.1 86.03 96.38 25

Learned Embed. 84.2 89.10 89.90 95.96 265
BiLSTM FastText Embed. 85.83 90.10 90.03 96.10 26

Learned Embed. 95.71 96.3 96.81 96.88 258
Our model FastText Embed. 95.73 97.13 97.41 97.10 23

One notices for instance that our approach achieves 14.9%, 1.4%, and 2.5% improvement over
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Figure 3.3: Classification report of our baselines compared to our model.

(best) baseline in the case of LABR, HARD, and BRAD dataset, respectively. The results

in terms of Micro-Precision, Micro-Recall, and Micro-F1 scores reported in Table 3.4, 3.3 also

indicated that the same trend of the superiority of our developed model is still noticeable.

Besides, to compare our results with some state-of-the-art results reported in the analysis of

the three datasets, Table 3.5 summarizes the comparison in terms of the accuracy of our model

and previous works using the same dataset.

The results highlight that the developed model outperforms the state-of-the-art sometimes by

a large margin (e.g., 12.5% in case of BRAD dataset). In the same table, we reported the result

when using a non-deep learning model, where results using support vector machine classifier

have been reported. The choice of this classifier is motivated by the fact that it outperforms

all machine learning classifier models (non-deep learning models) implemented in Orange Data
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Mining library 2. As it can be noticed, our model also outperforms SVM by a large margin.

Table 3.6: Comparison of sentiment analysis results on different datasets

Dataset Previous works
Result
(Acc)

Our Model
(Acc)

HARD SVM (Elnagar, Y. Khalifa, et al. 2018) 92.7%
LR (Elnagar, Y. Khalifa, et al. 2018) 93.5% 96.29%
ULMFiT (ElJundi et al. 2019) 95.7%
AraBERT (Antoun et al. 2020) 96.1%
mBERT (Devlin et al. 2018) 95.7%

LABR SVM (ElSahar et al. 2015) 78.3%
AraBERT (Antoun et al. 2020) 89.6%
Multi-chan CNN (A. Dahou et al. 2019) 87.5% 95.65%
SRU-Attention(Al-Dabet and Tedmori 2019) 95.1%
SVM (Altowayan et al. 2016) 81.27%

BRAD SVM (Elnagar and Einea 2016) 85%
LR (Elnagar and Einea 2016) 84.4% 95.73%

3.1.5 Statistical evaluation

We would like to find out whether our model superiority in the three datasets (LABR, HARD

and BRAD) is statistically significant. For this purpose, we run a statistical test (t-test) to

check that the population of results corresponding to our model is different from the population

of results corresponding to the second-ranked one. The null hypothesis of the test assumes

that the means of the two populations are equal. Therefore, rejecting the null hypothesis

indicates that the results of the two close populations are different, which means that the order

between the two results is statistically significant. Besides, as we are only interested in the

significance of the difference regardless its direction, a one-tailed t-test was employed. To create

the population, we use various randomization of the training samples to create slightly distinct

realizations of our model and alternative model. Table 3.7 summarizes the result of the t-

test. Using a 95% confidence interval, it is easy to see that in all cases, the null hypothesis is

rejected p < 0.0001, which indicates that the initial statement of the superiority of our model

is statistically significant as well.

Table 3.7: Statistical test on the performance of the proposed model and the BiGRU model.

Dataset HARD LABR BRAD

T-test Pvalue T-test Pvalue T-test Pvalue

Test Result 75.01 < 0.0001 89.41 <0.0001 85.01 < 0.0001

2https://orange3.readthedocs.io/projects/orange-data-mining-library/en/latest/index.html
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3.1.6 Discussions and Implications

Significance of the results

• Unlike traditional methods presented by (Elnagar and Einea 2016) and (Elsahar et al.

2015) that investigated the Arabic sentiment analysis problem with standard TF-IDF

and n-grams features, our approach proposed a new deep learning approach that uses

a combination of FastText and Learned embeddings in an attention layer architecture

to handle the ASA problem. The results showed a clear outperformance compared to

the state-of-the-art results presented in the reference papers of the employed datasets,

which testify to the feasibility and the attractiveness of the proposed method in terms of

accuracy.

• The comparison between the bidirectional GRU and BiLSTM showed that the former

model is less parametrized, which resulted in a smaller training time compared to that

of the BiLSTM model. This result is in agreement with other findings in the literature

as well, see, e.g., (Zichao Yang et al. 2016) and the whole special issue of the underlined

IEEE Access journal.

• The experiment results revealed that the attention-based model gave significantly better

results than other recurrent nets-based models without attention mechanisms.

• The implemented attention mechanism offers the possibility to zoom on specific wordings

or constructs according to their contribution to the sentiment polarity as per their concep-

tual model. This can lie bare foundation for an enhanced visualization toolkit providing

some explanation to the findings.

• The use of pretrained embeddings decreased the training time because there is no learning

in the embedding layer. This is highlighted during the comparison between FastText

embeddings and Learned Embeddings when the gain in terms of learning time can be of

the order of two to ten times (as in the case of LABR dataset). Nevertheless, this does

not mean that the fast learning model yields better accuracy results.

• As pointed out in Table 3.6, our developed model outperformed all previous works on

the three datasets, including the state-of-the-art models such as AraBERT (Antoun et al.

2020). Without questioning the theoretical foundation and sound empirical foundation

of AraBERT, we believe that the fine-tuning mechanism of the weights brought by the
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attention mechanism together with the initial setting up strategy played a central role in

enhancing the result of our approach.

• The conducted experiments strongly suggest that incorporating the attention mechanism

with BiGRU can boost the training time of neural network models. The proper mechanism

that allows them to pay attention to only parts of sequences and extract meaningful

information can effectively detect texts’ sentiments.

• When incorporated with BiGRU /BiLSTM networks, the attention mechanism highlights

an essential part of the sentiment analysis task on the entire sequence.

• It would have been interesting to see the performance of our model with respect to other

related attention mechanism-based models mentioned in the related work section. Nev-

ertheless, the absence of open-source implementation and a clear Arabic language focus

renders the reproduction of such implementations quite difficult and possibly not faithful.

Research implications

• The developed attention mechanism architecture that can be accommodated with mini-

mum changes to distinct NLP tasks offers a nice opportunity for the research community

to handle several tasks simultaneously. This corresponds to a substantial shift from a

single-task model, which substantially dominated the current practice in natural language

processing and machine learning tasks.

• The finding that learnable embedding provides better results than large-scale FastText

embeddings, may challenge the global trend and thought that such large-scale embeddings

(e.g., FastText, Word2vec, Glove) are the preferred choice in the design of deep learning

models.

• The use of a simple voting scheme for choosing between BiLSTM and BiGRU layers in

the developed model, although it is widely under-investigated in deep learning literature,

should be taken with caution where more elaborated schemes can also be implemented.

Indeed, this can be cast under the general framework of a combination of independent

classifiers or dynamic classifier selection. In this respect, several elaborated metrics have

been put forward to guide such selection or hybridization scheme, which includes individ-

ual classifier’s accuracy, ranking, probabilistic based-measures, behavior-based measures,
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and diversity-related measures, among others (P.R. Cavalin 2013). Such measures can be

defined on either the whole feature space or according to some predefined partition. The

input space can also be partitioned according to other rational criteria. So far, our model

uses the whole input post to dynamically choose between BiLSTM and BiGRU. Never-

theless, other researchers have considered a partition that involves linguistic constructs,

attempting to look at whether, e.g., BiLSTM is better when the post contains negation,

and/or, adjective/advert, location-named entity, and question mark, among others.

• Alternative to dynamic classification systems, the voting strategy can also be cast into

the framework of meta-learning theory (Vilalta et al. 2002) where individual classifiers are

considered as separate learners and the outcome of the voting scheme as the meta-learning

result. Ultimately linked to this viewpoint are the meta-features that can be setup initially

to guide the performance of the individual classifiers. Especially, it is worth identifying

whether one can distinguish individual features that yield better performance for BiGRU

and those for BiLSTM. Other potential extensions consist in creating several versions of

BiLSTM and BiGRU by utilizing several learning algorithms on the same dataset and

use a stacking framework for a weighted combination yielding a more elaborated voting

scheme.

• The use of the attention mechanism through its weighting scheme of the various rule offers

a nice setting to contribute to the explainable AI, a field that is expected to substantially

grows in the near future as per EU Artificial Intelligence new policy for instance 3.

Recurrent neural networks have brought a breakthrough into the NLP field, where most state-

of-the-art and recent studies on sentiment analysis used RNN and deep learning architectures.

The use of attention layers has also shown a growing interest to enhance the explainability

and interpretability of the results. This study contributes to this field with a focus on Arabic

sentiment analysis where a new attention mechanism-based deep learning approach has been

put forward and tested using publicly available datasets.

The proposed model assumes two types of embeddings FastText and Learnable embeddings.

Besides, Bidirectional GRU /LSTM, which reads the individual sentence input from left to

right and vice versa to capture the contextual information was employed. On the other hand,

for learning long and short dependencies, we used two sets of recurrent gated networks; namely,

3https://digital-strategy.ec.europa.eu/en/policies/strategy-artificial-intelligence
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BiLSTM and BiGRU where an ad-hoc hybridization strategy has been devised through a simple

voting strategy that makes use of training quality and performance of individual BiLSTM and

BiGRU models on individual input.

The study also showcases the performance of the various embedding strategies. A comparison

between baseline models revealed the simplicity of GRU cell concept compared to LSTM, which

yields a better training performance.

Our model has been tested on three wide-scale employed Arabic sentiment datasets: LABR,

HARD, and BRAD. The testing demonstrated that our model outperforms both baseline mod-

els and state of art models reported in the original references of these datasets. Furthermore,

to demonstrate the generalization capabilities of our model, the performance with respect to

news categorization, offensive speech detection, and Russian sentiment analysis tasks has been

carried out. Remarkable results have been noticed.

Perspective work In terms of perspective work, we believe that there is a room for further

fine-tuning the parameters of the model to enhance its performance and provide a more the-

oretical foundation for the hybridization mechanism. For instance, the recent advances in the

application of meta-heuristic for parameter optimization, e.g., Laith, Dalia, et al. (2021), Laith

and D. Ali (2021), and Laith, D. Ali, et al. (2021), can provide insights to a better fine-tuning

of the deep-learning parameters of our attention-mechanism based architecture, or optimizing

postprocessing stages as in (Abualigah et al. 2016; Abualigah 2018). Besides, attention weights

can further be explored to guide interpretability and explainability mechanism. This can en-

hance the development of an appropriate user interface.

The results in the case of the News Classification dataset revealed that our model is outper-

formed by several other state-of-the-art and deep-learning model architectures. This probably

highlights the importance of the preprocessing stage, which has not been detailed in related

studies, and therefore, kept minimal in our cases. Therefore, there is room for improvement in

this regard. This possibly also shows the potential vulnerability of the architecture when trying

to extend from binary class to multi-class cases.
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3.1.7 Conclusion

Recurrent neural networks have brought a breakthrough into the NLP field, where most state-

of-the-art and recent studies on sentiment analysis used RNN and deep learning architectures.

The use of attention layers has also shown a growing interest to enhance the explainability

and interpretability of the results. This study contributes to this field with a focus on Arabic

sentiment analysis where a new attention mechanism-based deep learning approach has been

put forward and tested using publicly available datasets.

The proposed model assumes two types of embeddings FastText and Learnable embeddings.

Besides, Bidirectional GRU /LSTM, which reads the individual sentence input from left to

right and vice versa to capture the contextual information was employed. On the other hand,

for learning long and short dependencies, we used two sets of recurrent gated networks; namely,

BiLSTM and BiGRU where an ad-hoc hybridization strategy has been devised through a simple

voting strategy that makes use of training quality and performance of individual BiLSTM and

BiGRU models on individual input.

Our model has been tested on three wide-scale employed Arabic sentiment datasets: LABR,

HARD, and BRAD. The testing demonstrated that our model outperforms both baseline mod-

els and state of art models reported in the original references of these datasets. Furthermore,

to demonstrate the generalization capabilities of our model, the performance with respect to

news categorization, offensive speech detection, and Russian sentiment analysis tasks has been

carried out. Remarkable results have been noticed.
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3.2 Speech Emotion Recognition for Algerian dialect

Speech Emotion Recognition (SER) is a rapidly growing area of research, with a focus on

using deep learning to develop accurate models to automatically recognize the emotion of the

speaker. This chapter expands the analysis of emotions in Arabic text and focuses specifically

on emotion recognition from speech signals in the Algerian dialect. We first begin by describing

the methodology of collecting a realistic speech corpus from Algerian TV shows, which serves

as the foundation for our subsequent work. Furthermore, we train classical ML-based models

and neural network-based models to efficiently recognize four emotions.

Through our research, we aim to contribute to the development of more accurate and effective

SER models for the Algerian dialect. This work has important implications for a variety of

applications, including virtual assistants, speech therapy, and affective computing. Overall, this

chapter provides a comprehensive overview of our approach to emotion recognition from speech

signals in the Algerian dialect, and our efforts to advance this field through the use of deep

learning techniques.

3.2.1 Introduction

SER is an emerging area of research in NLP that focuses on recognizing and analyzing emotions

in human speech. Particularly, SER aims to accurately identify and classify emotions conveyed

through speech, including happiness, sadness, anger, fear, and other affective states.

SER has become increasingly important in various applications, including human-computer

interaction, virtual assistants, mental health diagnosis and treatment, and social robotics. For

example, SER can be used to analyze and respond appropriately to the emotional states of

users interacting with a virtual assistant (Chatterjee et al. 2021) or to monitor and assess the

emotional state of patients during therapy sessions (Egger et al. 2019).

SER is a challenging task due to the complexity and variability of human emotions and speech

(R. A. Khalil et al. 2019). Emotions can be expressed in various ways, including pitch, intona-

tion, tone, rhythm, and speech rate. Moreover, emotions can be influenced by cultural, social,

and contextual factors, making it difficult to develop accurate and reliable SER models.

Upon conducting a thorough investigation into relevant literature concerning the Arabic lan-
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guage and its various dialects, it became evident that only a sparse number of studies have

been conducted. This phenomenon can be largely attributed to the scarcity of available data

and lack of interest from the research community as well as from enterprises in the Arab region

in the development of intelligent products and assistants that use speech technology. Conse-

quently, there is a pressing demand for research to be carried out on the Arabic language, more

specifically the Algerian dialect, as this dialect is underrepresented in academic discourse. Deep

learning techniques have demonstrated significant benefits in the field of speech analysis and

speech emotion recognition. Thanks to the specific nature of recent deep learning models such

as CNN (LeCun et al. 1989) and LSTM (Hochreiter et al. 1996) in learning intricate patterns

and representations from raw speech data, has enabled them to capture subtle acoustic fea-

tures and temporal dependencies, which are crucial for accurate speech analysis and emotion

recognition. Additionally, deep learning models have the flexibility to learn end-to-end repre-

sentations directly from speech data, eliminating the need for handcrafted feature engineering

(Fayek et al. 2017). This feature extraction capability alleviates the manual effort required in

traditional approaches and enables the models to learn more representative and task-specific

features, thereby improving the accuracy of speech analysis and emotion recognition systems.

The following contributions have been made toward advancing SER applications in the Arabic

language:

• Dataset Development: One fundamental contribution has been the creation and expansion

of the Arabic speech emotion dataset. This dataset comprises 1202 high-quality WAV files

annotated samples from Algerian speakers expressing various emotions. The availability

of such datasets has facilitated the training and evaluation of SER models, enabling re-

searchers to develop more robust and contextually relevant systems. The records were

carefully selected to capture a diverse range of natural speech patterns and emotions.

• The annotation of the speech signals with respect to the different emotions expressed,

namely happy, angry, neutral, and sad. This process involved the subjective assessment

of the emotional content of each recording by a group of human annotators, which was

then compiled into a comprehensive emotion-label dataset.

• Efficient data processing pipeline, which involved various tasks such as audio normal-

ization, noise reduction, and feature extraction, in order to prepare the dataset for the

subsequent stages of analysis and modeling.
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• The development of six classification models using both machine learning and deep learn-

ing approaches, each tailored to accurately predict the emotional state of a given speech

signal in the Algerian dialect. These models included popular techniques such as SVM,

LSTM, and CNNs, as well as novel hybrid models combining multiple methods.

• The comparison of the proposed models against various baselines, including simple rule-

based models and SOTA approaches from related studies, in order to evaluate the effec-

tiveness and generalizability of the developed models.

3.2.2 Methodology

This section outlines the research methodology employed to tackle the task of devising efficient

models for SER in the Algerian dialect. The methodology encompasses two primary phases:

(i) the creation and annotation of a novel speech corpus specific to the Algerian dialect, and

(ii) the development and training of diverse classification models for effectively recognizing

emotions from speech data. By detailing these methodological steps, this section provides a

comprehensive understanding of the systematic approach undertaken to achieve the desired

objectives in the realm of SER for the Algerian dialect.

ASER Dataset

In our research, we put forth a proposal to develop a comprehensive database of Algerian dialect

Speech Emotion Recognition (ASER). The proposed database comprises 1202 high-quality WAV

files, which were carefully selected to capture the nuances and subtleties of the Algerian dialect.

The duration of the recordings varied from one second to seven seconds, providing a diverse

range of natural speech patterns and emotional expressions. The collection process and pipeline

of ASER is presented in Fig. 3.4.

The primary aim of ASER dataset is to serve as a valuable resource for researchers and engi-

neers in the field of natural language processing, particularly for those focusing on the Algerian

dialect. The database can be utilized for a wide range of tasks, such as speech recognition, emo-

tion detection, and sentiment analysis. Also, the creation of ASER dataset is an important step

toward advancing the field of speech processing in the Algerian dialect, which has been largely

understudied and underrepresented in academic discourse. By providing a comprehensive and

diverse collection of high-quality speech recordings, this dataset will facilitate research into var-
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ious aspects of the Algerian dialect, leading to deeper insights and a better understanding of

this language variety.

ASER comprises speech recordings extracted from a variety of Algerian TV shows, including

”Imarat lhadj Lakhdhar”, ”Soug nssa”, and ”Taht lmourakaba”, noted as source definition in

the pipeline Fig. 3.4. The speech recordings were carefully selected to capture a diverse range of

natural speech patterns and emotional expressions, ensuring that the dataset is representative

of the Algerian dialect in different contexts. Furthermore, the ASER dataset passed through

the data filtering stage so it encloses recordings from a diverse set of speakers, including 21

males, 12 females, and 4 children, thereby ensuring a broad representation of age and gender.

Thereafter, each speech recording in the dataset is annotated with one of four distinct emotions:

neutral, angry, happy, or sad. To ensure accuracy, two native Algerian speakers with annotation

expertise were involved in the labeling process. They listened to each recording and identified

the primary emotional state conveyed. In instances where uncertainty arose, the two annotators

collaboratively reviewed and discussed the annotations to reach a consensus on the appropriate

label.

Figure 3.4: ASER Data collection pipeline.

Table 3.8 presents an overview of the label distribution of ASER, highlighting the number of

speech recordings available for each emotion and speaker category.

Data Preparation

In speech analysis, data preprocessing plays a crucial role in ensuring that the input signals

are clean and ready for analysis. In our methodology, we have applied a series of preprocessing

techniques to our collected Algerian dialect dataset to prepare it for the subsequent stages of

our analysis.

The primary objective of preprocessing is to eliminate any unwanted noise or distortions that
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may interfere with the analysis of the speech signals. To achieve this, we have employed various

techniques, including noise reduction, normalization, and feature extraction.

Normalization is another important preprocessing technique that aims to standardize the am-

plitude of speech signals. This technique is essential because the recorded speech signals may

have different amplitudes, which could impact the performance of the machine learning models.

Therefore, we have applied normalization techniques to ensure that the signals have a consistent

amplitude, making them more reliable for further analysis.

Feature extraction is the process of selecting and transforming the most relevant information

from the raw speech signals. We have employed a range of feature extraction techniques to

extract features such as mel-frequency cepstral coefficients (MFCCs) and prosodic features from

our speech dataset. These features are widely used in speech recognition and emotion detection

tasks, and they provide useful information about the speech signals that can be used to train

and evaluate machine learning models.

Table 3.8: Overview of class distribution in the ASER dataset.

Emotion Nb. of records

Happy 123
Neutral 473
Sad 253

Angry 353
Total utterances 1202

Data augmentation Data augmentation techniques are commonly used to increase the size

of the training dataset, thereby improving the performance of machine learning models. In our

study, we have employed two data augmentation techniques to our collected Algerian dialect

dataset: pitch tuning and white noise adding.

• Pitch tuning: is a technique that involves altering the pitch of the speech signals by

shifting the frequency of the audio signals up or down. This technique can be used to

simulate the natural variation of the human voice, which can improve the robustness of

the ML models. We applied pitch tuning to our dataset by randomly shifting the pitch of

each audio file up or down by a certain percentage. This technique allowed us to generate

new samples of our data, thereby increasing the size of our training dataset.

• White noise adding: is another data augmentation technique that involves adding a

small amount of random noise to the audio signals. This technique can help to simulate
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Figure 3.5: Raw WAV file before and after pitch tuning.

real-world conditions, where background noise is often present in speech signals. We

applied white noise adding to our dataset by adding a small amount of white noise to

each audio file, as presented in Fig. 3.6.

The white noise signal at each time point t is expressed as the product of an amplitude

factor, denoted as A, and a random variable ϵ(t). The random variable ϵ(t) follows a

probability distribution with zero mean and unit variance. Typically, it is assumed to

conform to a Gaussian distribution, representing a series of independent and identically

distributed random values. Multiplying each of these values by the amplitude factor A

scales the white noise signal according to the desired level of noise to be added.

Figure 3.6: Raw WAV file before and after adding white noise.
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3.2.3 Baseline models

One primary objective of this chapter is to conduct a comprehensive performance comparison

between classical ML models and deep neural network models regarding feature extraction

and SER tasks. To achieve this, we utilized the ASER dataset and trained various classical

ML models, namely the decision tree classifier, random forests, and support vector machine

(SVM). Subsequently, we compared their performance against three novel neural network models

proposed in this study, which are presented as follows:

The BLSTM-CNN, encompasses a total of eight convolution layers, two max-pooling layers, one

dense layer, two dropout layers (Srivastava et al. 2014), and two batch normalization layers (Ioffe

et al. 2015). The dropout rate is set to 0.25, and a batch size of 16 is employed during training.

The learning rate is set at 0.0001, and the model undergoes training for 500 epochs. This

architecture contains 1.4 million learnable parameters, and each epoch requires approximately

2 seconds for completion.

3.2.4 Proposed DeepEmoNet model

In our study, we present a new model that is presented in Fig. 3.7, and Fig. 3.8 that com-

bines two distinct encoders: an LSTM-Encoder and CNN-Encoder. Combining effective feature

representation from the two encoders boosts the feature extraction and thus the classification

performance. The architecture of our proposed model comprises a set of LSTM layers, con-

volutional layers, and dense layers. The first layer is an LSTM layer with 259 neurons, which

corresponds to the shape of the input signal, and 512 output neurons. The activations from

this layer are then passed to the next layer.

The second LSTM layer is similar to the first one, with the output shape set to 256. The third,

fourth, and fifth layers are convolutional layers, each with 256 filters of size 8 x 8 followed by

the Rectified Linear Unit (ReLU) activation function. The output of the convolutional layers is

flattened and fed into a fully connected layer, followed by a softmax function at the end of the

model.

3.2.5 Experiments and results

In our research project, we conducted a comprehensive evaluation of our collected Algerian

dialect dataset by conducting eleven experiments, each with a different combination of model
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Figure 3.7: Generic graph for the proposed DeepEmoNet network for SER.

Figure 3.8: LSTM-CNN encoders for the proposed DeepEmoNet model.

architectures and hyperparameters. The aim of this evaluation was to identify the most effective

model for accurately recognizing emotions in Algerian dialect speech signals.

To analyze the results obtained from each experiment, we compared the performance of each

model based on several factors. Firstly, we analyzed the overall accuracy of each model on the

test ASER dataset to determine which models were most effective at accurately recognizing

emotions in Algerian dialect speech signals.

To evaluate the performance of our proposed hybrid model, we plotted the learning curve, as

shown in Fig. 3.9. The learning curve was calculated based on the categorical cross-entropy

loss, which is the metric used to optimize the parameters of the model. The results indicate that

our model is generalizing well on the validation data, as there is no gap between the training

and validation curves for both accuracy and test.

In addition, we also analyzed the generalization aspect of each model, by examining whether

the model was prone to overfitting. Overfitting occurs when a model is too complex and has

memorized the training data, resulting in poor performance on new, unseen data. To avoid
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overfitting, we analyzed the validation accuracy of each model, which provides an estimate of

how well the model generalizes to new data.

Table 3.9: Experimental results on ASER dataset.

Model Accuracy

Decision trees 52%
SVM 52%
Random Forests 74%
CNN architecture 77.53%
BLSTM-CNN 92.93%
DeepEmoNet 93.34%

3.2.6 Discussion

The experimental results table displays the performance evaluation of various models based on

their accuracy for the given task. The table presents the models tested and their corresponding

accuracy scores.

Among the ML models, Decision Trees and SVM achieved an accuracy of 52%, indicating

limited capability in accurately recognizing and classifying emotions from speech data. Random

Forests performed slightly better with an accuracy of 74%, exhibiting a modest improvement

over the other ML models. These ML models rely on handcrafted features and lack the ability

to automatically learn intricate patterns and representations from the data.

In contrast, the deep learning models, namely the CNN architecture, BLSTM-CNN, and DeepE-

moNet, significantly outperformed the ML models in terms of accuracy. The CNN architecture

achieved an accuracy of 77.53%, showcasing the advantages of deep learning models in au-

tomatically extracting relevant features from raw data. The BLSTM-CNN model achieved a

substantially higher accuracy of 92.93%, indicating the effectiveness of combining convolutional

and recurrent neural networks for capturing temporal and spatial dependencies in speech data.

The DeepEmoNet model exhibited the highest accuracy of 93.34%, surpassing all other models

in performance. DeepEmoNet leverages the power of deep neural networks with sophisticated

architectures and a large number of learnable parameters. It can capture complex patterns and

relationships in speech data, leading to enhanced emotion recognition capabilities.

The contrast in performance between deep learning models and traditional ML models can

be attributed to several factors. Deep learning models have the ability to automatically learn
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hierarchical representations from data, allowing them to uncover intricate patterns and rela-

tionships that may not be explicitly defined by handcrafted features. Deep learning models also

have the advantage of scalability, as they can effectively handle large-scale datasets. Addition-

ally, the ability of deep learning models to learn from raw data reduces the reliance on manual

feature engineering, which can be time-consuming and limited in capturing the full complexity

of speech data.

Figure 3.9: Loss and Accuracy Analysis of the Proposed DeepEmoNet Model.

The findings of our study have demonstrated that the utilization of deep neural networks can

yield promising outcomes in emotion classification and can be widely applicable in speech emo-

tion recognition tasks. Our proposed DeepEmoNet model has outperformed all other classifiers

and approaches, exhibiting a high accuracy rate of 92.93%. The results have also indicated

that the application of LSTM and CNN networks can produce remarkable results in speech

emotion recognition, especially in our case study, which involves emotion detection from the

Algerian dialect. Our approaches have demonstrated good results in terms of classification per-

formance; however, we acknowledge that our models were not trained on a large dataset due to

the limitations of the available resources.
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3.2.7 Conclusion and future work

The present section presented a new case study with the purpose of constructing and analyzing

an emotional speech corpus of the Algerian dialect. Additionally, this study seeks to propose

a novel hybrid classification model for recognizing emotions from Algerian speech. In order to

achieve the research objectives, a significant amount of effort was directed towards the collec-

tion and construction of a large annotated dataset comprising 1202 audio recordings that were

categorized as happy, angry, neutral, or sad. Thereafter, numerous experiments were conducted

using machine learning classification algorithms, as well as deep convolutional and recurrent

neural networks.

The results of our research reveal that the implementation of the DeepEmoNet model holds great

potential in SER tasks, and can be of substantial value across diverse domains. Nonetheless, it

is acknowledged that the training of our models was confined by the limited resources available,

thereby necessitating further exploration of the proposed model’s efficacy with larger datasets.

In our future work, our objective is to broaden our research by incorporating state-of-the-art

deep learning models such as Wave2Vec (Yuan et al. 2017), SpeechBrain (Ravanelli et al. 2021),

HuBERT (Hsu et al. 2021), and Whisper (Radford, J. W. Kim, et al. 2022). By leveraging these

advanced models, we aim to enhance the recognition of emotions in Algerian dialect speech,

thereby improving the overall effectiveness of our study.
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3.3 Inappropriate speech detection in Arabic text

In recent years, the rapid growth of social media platforms and online communication has

led to an increased prevalence of inappropriate speech, which includes hate speech, offensive

language, and cyberbullying. Detecting and mitigating such harmful content has become a

critical concern for online communities, platform managers, and governments. The development

and implementation of effective techniques for identifying inappropriate speech can contribute

to the creation of a safe and respectful online environment, fostering healthy discourse and

reducing the negative impact of harmful content on individuals and communities. In this section,

we explore another field of Arabic speech analysis which is the analysis of social media posts

and the detection of inappropriate speech using effective and advanced DL models in MSA and

dialectal Arabic.

3.3.1 Introduction

The widespread of Internet use has made social media websites a ubiquitous presence in the

lives of many individuals, particularly among adolescents. Recent research studies on the usage

of social media services indicate that a substantial proportion of adolescents aged between 13

and 17 have utilized social media, with 51% reporting daily visits to these sites 4. On average,

these adolescents spend nearly nine hours per day on social media, excluding time dedicated

to academic pursuits. Despite the multitude of benefits associated with social media use, such

as remaining connected with events of interest, assisting with academic duties, and providing

access to relevant online communities and support, there are also potential negative impacts on

mental health, such as harassment and exposure to online harm.

A recent survey reported that 50% of young people have been victims of online abuse 5. Fur-

thermore, 13% of respondents reported experiencing cyberbullying at least once. Social media

platforms can provide access to inappropriate content such as violent images or pornography.

A multicenter study that evaluated the emotional effects of various forms of bullying and cyber-

bullying found that 68.5% of adolescents experienced negative emotions such as anger, distress,

and depression (Bottino et al. 2015). Cyberbullying is a significant concern in Arab countries,

4https://www.aacap.org/AACAP/Families and Youth/Facts for Families/FFFGuide/Social-Media-and-
Teens-100.aspx

5https://www.commonsensemedia.org/research/the-common-sensecensus-media-use-by-tweens-and-teens-
2019
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where it is becoming increasingly prevalent, especially among teenagers on social media. Ac-

cording to a survey, 20.9% of middle-school adolescents reported bullying in the UAE, 31.9%

in Morocco, 33.6% in Lebanon, 39.1% in Oman, and 44.2% in Jordan (Kazarian et al. 2013).

The fundamental principle of social media is the provision of an unrestricted platform for the

creation, sharing of information and ideas, and the expression of opinions and beliefs. However,

the prevalence of cyberbullying has led to the regulation and moderation of these rights through

policies implemented by various social media websites.

To mitigate the negative impact of cyberbullying, several social media websites have taken

steps to address the issue. Facebook, for example, has a policy rationale that prohibits hate

speech on its platform due to the intimidating and exclusionary environment it creates, and the

potential for promoting real-world violence 6. As a result, Facebook has implemented multiple

tiers and restrictions on posts that target specific groups based on gender, ethnicity, or religious

beliefs. Google has also taken a strong stance against hate speech by imposing strict policies

and utilizing automatic services to detect and remove potentially violent content. Over 10,000

individuals have been tasked with reviewing and removing content that violates YouTube’s

guidelines, leading to the removal of over 17,000 channels, 100,000 videos, and 500 million

comments 7.

The determination of speech as hateful and offensive is contingent upon the context in which

it is employed. For instance, members of a particular ethnic group may use terms that are

typically considered insulting among themselves. In cases where the usage is consensual, the

intention behind these terms is not malicious but rather a means of reclaiming words that were

previously used to degrade members of their community 8.

Parodies and sarcasm are linguistic phenomena that can convey both harmful intent and amuse-

ment, contingent upon the context and discourse in which they occur. For example, the state-

ment ”I will kill you” may be uttered in a humorous manner between individuals engaged in

playful banter. However, comprehending the surrounding conversation becomes crucial in dis-

cerning whether the statement represents a genuine threat or not. Considering the increasing

exposure of individuals to social media and online blogs, it has become imperative for researchers

to assume significant responsibility in intervening and addressing these linguistic nuances. The

6https://www.facebook.com/communitystandards/hate speech
7https://youtube.googleblog.com/2019/09/the-four-rs-ofresponsibility-remove.html
8https://help.twitter.com/en/rules-and-policies/hateful-conduct-policy
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prevalence of such platforms necessitates a careful examination of the content and its intended

meaning, particularly when it comes to potentially harmful or misleading messages. By delving

into the contextual aspects and employing appropriate data analysis techniques, data scientists

and researchers can play a pivotal role in identifying and mitigating the impact of such language

use in online environments.

Most of the existing research in hate speech detection has predominantly focused on English

data, leaving Arabic underrepresented due to multiple factors. Furthermore, a majority of

the works have heavily relied on classical ML models and handcrafted features, resulting in

limitations in word representation and linguistic nuances.

In our work, we aim to address these gaps by expanding the scope to encompass multiple Arabic

dialects, including Libyan, Gulf, Algerian, Tunisian, as well as MSA. By incorporating a broader

range of dialects, we aim to capture the rich linguistic diversity and cultural nuances present in

Arabic speech.

Our contributions towards mitigating inappropriate Arabic speech in social media are multi-

faceted. Firstly, we propose a novel deep neural network model called ELSoA. ELSoA combines

the power of word embeddings, LSTM networks, and soft attention mechanisms to effectively

analyze and interpret Arabic speech data. This model enables us to delve into the intricate

semantic and stylistic aspects of Arabic language usage, facilitating more accurate detection

and classification of inappropriate content.

Secondly, we conduct a comprehensive evaluation of various deep learning models using five

Arabic corpora specifically annotated for inappropriate speech. By assessing the performance

of different models on these corpora, we gain insights into the effectiveness and robustness of

the proposed approaches in handling Arabic language-specific challenges.

Moreover, we expand our efforts in this thesis by exploring another area of hate speech detection,

where collect and annotate new data for Algerian hate speech. Furthermore, we evaluate the

LSTM models and fine-tuning or Arabic BERT models and compare the performance of these

models.

This section presents an overall experimental study to explore and present new sources for

Arabic inappropriate speech detection from social media.
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3.3.2 Datasets

The objective of our study is to train new DL models to classify Arabic content as whether

it contains inappropriate speech. DL models require large annotated data to perform well in

the classification tasks, however, hate speech data collection could be challenging regarding

the sensitivity of the subject, and annotation complexity. Here in our study, we present To

evaluate the approaches, we used four existing datasets that are made available for the research

community. As part of this thesis, we collect a new annotated dataset for the Algerian dialect

that will be discussed in a separate section.

JCOD We used the dataset presented by (H. Mubarak et al. 2017) which is a collection of an

Arabic dataset with the objective of detecting offensive speech. The dataset was derived from

comments that were deleted from Aljazira.com, a widely recognized Arabic news platform. To

ensure adherence to comment guidelines, which specify the removal of posts containing per-

sonal attacks, racism, sexism, or any form of offensiveness, the comments underwent manual

moderation. Initially, the authors obtained a substantial amount of data, comprising up to

400,000 comments from approximately 10,000 articles spanning diverse domains. Subsequently,

a random selection of 32,000 comments, with lengths ranging from 3 to 200 characters, was cho-

sen to facilitate subsequent annotation. To accomplish this, the selected comments underwent

annotation using CrowdFlower, employing three annotators who were tasked with classifying

the comments as either obscene, offensive, or clean. Notably, the comments were composed in

MSA as well as various dialects.

RCD We used the religious-related hate speech dataset, known as RCD, which was specifically

created to address hate speech arising from religious conflicts on Twitter. The RCD dataset,

collected by (Albadi et al. 2018), stands as the first Arabic dataset dedicated to religious-based

hate content. Notably, this dataset focuses on the four predominant religious beliefs observed

in the Middle East region (Islam, Christianity, Judaism, and Atheism). Since Islam is the most

practiced religion in this region, the dataset included the two main sects of Islam, namely Sunni

and Shia, which comprises 87-90%, and 10-13% of all Muslims, respectively. Here in our study,

we only focus if the tweet containing hate speech and neglect the ethnicity and other columns.

RCD has 6800 tweets with binary labels.
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OSACT-5 We used the Subtask A dataset shared within The 4th Workshop on Open-Source

Arabic Corpora and Processing tools (OSACT5) (Al-Khalifa et al. 2020). The dataset used in

our study contains 7500 tweets that were manually annotated for containing offensive speech or

not.

L+T HSAB The L-HSAB (Mulki et al. 2019) and T-HSAB (H. Haddad et al. 2019) are two

different datasets that contain Levantine Hate Speech and ABuse and Tunisian Hate speech

and ABuse texts, collected from Twitter. L-HSAB dataset combines 5,846 Syrian/Lebanese

political tweets, T-HSAB combines 6,024 Tunisian comments, both labeled with Abuse, Hate,

and Normal. In this study, we combined the two datasets since they present the same labels

to obtain a larger dataset of Tunisian and Levantine Arabic dialects of Abusive and Hate speech.

Table 3.10 shows the number of Inappropriate speech (hate, abusive, offensive) and normal

speech in each dataset.

Table 3.10: Hate speech datasets used in our study

RCOD RCD OSACT L+THSAB

Normal 5,653 3,374 5,467 11,290
Inappropriate 5,653 2,762 1,371 6,602

Data preprocessing and preparation The writing styles utilized in social media posts

often lack uniformity and do not adhere to standard grammar rules, rendering the construction

of reliable language models a challenging task. Consequently, we implemented the following

normalization procedures on the datasets:

• Links, user mentions, and numbers were normalized.

• Hashtags were removed by deleting the underscore and the # symbol.

• Punctuations, emojis, and words with a length of one were eliminated.

• Word normalization involved reducing the repetition of characters if the repetition count

reached three or more.

• Stopwords, which are tokens that do not contribute to the meaning of a sentence, were

preserved as they hold significant contextual value in sentiment analysis.
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• All non-Arabic scripts were removed from the texts, with the exception of the T-HSAB

dataset, which contains Arabizi text.

Recurrent neural networks, like LSTMs, are designed to process sequential data with consistent

vector lengths. However, when working with collected texts from social media, it is common to

encounter varying text lengths. To address this issue, short texts are padded with special word

paddings, such as zeros (0), which do not contribute any meaning.

In our approach, we first identified the longest sentence within each dataset. Then, we padded

all the shorter sentences with zero values to ensure that all sentences have the same length as

the longest sentence. This padding ensures that all words in the dataset are represented with

a uniform vector length, enabling compatibility with LSTM models and facilitating consistent

processing of the sequential data.

3.3.3 Proposed models

Attention Mechanism is becoming widely used and is one of the most popular mechanisms in the

recent Natural language processing research field. Attention was first introduced for machine

translation tasks in (Bahdanau et al. 2014a). The concept of attention in neural networks

draws inspiration from the selective focus observed in human visual processing. Our biological

systems tend to concentrate on specific elements within a frame or scene while disregarding

irrelevant information, thereby aiding perception. In a similar vein, attention mechanisms

enable models to dynamically allocate focus to specific portions of input data that are crucial

for task performance, while ignoring less relevant parts. This approach enhances processing

speed.

The significant progress made in modeling attention within neural networks can be attributed

to three main factors:

• Attention is the corp mechanism in many SOTA models like BERT (Devlin et al. 2018),

Transformer (Vaswani et al. 2017a) and used in different tasks such as image captioning

(L. Huang et al. 2019).

• Beside the remarkable performance on the main task, The mechanism also brings an

important feature to the world of neural networks which is the interpretability of the

results.
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• The mechanism was mainly proposed to overcome the limitation of by RNNs when dealing

with long input sequences in machine translation.

3.3.4 E-LSoA: An Efficient LSTM-based model

Our proposed model is composed of an Embedding layer, LSTM layers, and softAttention layer

inspired from (Zhou et al. 2016) which takes the input tokens, learns their word representation,

and maps each token to its unique vector representation. The overall model architecture is

presented in Fig. 3.10.

Embeddings

Given a sentence consisting of T words S = {x1, x2, . . . , xT }, every token xi is converted into

a real-valued vector ei. For each token(tkn) in S, we first look up the embedding matrix

Wtkn ∈ Rdw×|V |, where V is a fixed-sized vocabulary, and dw is the size of word embedding.

The matrix Wtkn is a parameter to be learned, and dw is a hyper-parameter to be chosen by the

user. We transform a word xi into its word embedding ei by using the matrix-vector product:

ei = Wtknvi (1)

where vi is a vector of size |V | which has value 1 at index ei and 0 in all other positions. Then,

the sentence is fed into the next layer as a set of real-valued vectors embs = {e1, e2, . . . , eT }.

LSTM Block

Once we obtain the output vector embs = {e1, e2, . . . , eT } from the embedding layer, it serves

as the input sequence for the Long Short-Term Memory (LSTM) process. The LSTM model is

a type of recurrent neural network (RNN) that effectively captures sequential information while

mitigating the vanishing gradient problem.

To process the input sequence through the LSTM, we iterate over the elements of embs from

e1 to eT as follows:
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Initialize LSTM hidden states: h0, c0

For t = 1 to T do:

Compute LSTM outputs and hidden states using the equations:

ft = σ(Wf · [ht−1, et] + bf )

it = σ(Wi · [ht−1, et] + bi)

c̃t = tanh(Wc · [ht−1, et] + bc)

ot = σ(Wo · [ht−1, et] + bo)

ct = ft ⊙ ct−1 + it ⊙ c̃t

ht = ot ⊙ tanh(ct)

In the above equations, Wf ,Wi,Wc,Wo, bf , bi, bc, bo represent the learnable parameters of the

LSTM, σ denotes the sigmoid activation function, [·, ·] denotes concatenation, and ⊙ denotes

element-wise multiplication. The resulting LSTM outputs ht and cell states ct at each time

step capture the contextual information from the input sequence. These outputs can be further

utilized for downstream tasks such as sentiment analysis, text classification, or any other relevant

NLP tasks.

Soft Attention layer

We used the Soft Attention layer proposed for relations classification by (Zhou et al. 2016).

Consider the matrix H, composed of output vectors [h1, h2, ..., hT] generated by the LSTM

layer, where T represents the length of the sentence. To form the sentence representation,

denoted as r, a weighted sum of these output vectors is computed. This is achieved by applying

the hyperbolic tangent function to matrix H, resulting in M. Then, the weights α are obtained

by applying the softmax function to the matrix product of a weight vector w and the transpose

of M. Finally, the sentence representation r is computed as the matrix product of H and α,

transposed. The equations for these computations can be summarized as follows:
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M = tanh(H) (3.10)

α = softmax(wTM) (3.11)

r = HαT (3.12)

Classification In this section, we perform binary classification for all datasets mentioned in

section 3.3.2, where we set the binary-cross-entropy as a loss function:

J(θ) = − 1

m

m∑
i=1

[ti log(yi) + (1− ti) log(1− yi)] (3.13)

m denotes the number of training examples. t ii represents the true label (target value) for the i-

th example. y ii denotes the predicted probability (between 0 and 1) of the positive class for the

i-th example. The binary cross-entropy loss measures the dissimilarity between the predicted

probabilities (y i) and the true labels (t i) for each example. It penalizes the model for larger

discrepancies between the predicted and true labels. The loss function aims to minimize this

discrepancy during the training process by adjusting the model parameters θ. To study the

effectiveness of each component in the proposed ELSoA model (ablative study), we denote in

the rest of this section E-LSTM, the proposed model without the Soft attention layer, and

ESoA the proposed model without the LSTM block.

3.3.5 Experiments and results

This section provides a concise summary of the key findings derived from our research endeavor.

Initially, we conducted a comparative analysis of the three models across each dataset, consid-

ering crucial aspects such as training time and parameter count, which are presented in Table

3.11. Subsequently, we delve into an extensive evaluation of the performance exhibited by each

model on diverse datasets. To conduct the experiments, we used a TESLA T4 GPU on Google

Colab 9.

During the training of the models, we employed the Adam optimizer for all the experiments.

The models were trained for a total of 50 epochs. The training process was evaluated by

9https://colab.research.google.com/
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Figure 3.10: Proposed E-LSoA model architecture

measuring the time taken for each epoch in seconds. Additionally, the loss function used for the

first three models, which had binary classification tasks, was binary cross-entropy. However,

the last model involved three output classes, so we utilized categorical cross-entropy as the loss

function.

The performance of the models is reported in three metrics namely Accuracy, Precision, and

F1 score.

Experimental settings

In the context of our study, we conducted experiments using various datasets to train and

evaluate our models for hate speech detection. Here are the details regarding the datasets and
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their configurations:

• RCD: To train the embedding layer, we utilized a subset of 20,000 tokens from the original

RCD dataset. The training was performed with a batch size of 62, employing a single

neuron in the output layer, and adopting the binary cross-entropy loss function.

• JCOD dataset: Originally comprising three classes, we transformed the dataset for our

study by merging the offensive and hate speech classes into a single class. This resulted

in a binary classification dataset consistent with the original paper. For training, we used

a batch size of 80 and utilized the binary cross-entropy loss function.

• OffensEval 2020 dataset: Due to data availability constraints, the dataset we utilized for

training contained 7,500 tweets, which is slightly reduced compared to the 10,000 tweets

reported in the competition.

• LHSAB+THSAB dataset: In our study, we combined two datasets presented in section 3,

namely LHSAB and THSAB. The objective was to obtain a larger Arabic dialect dataset

for hate speech analysis. The resulting combined dataset comprises 11,869 tweets, each

labeled as either Abusive, Hate speech or normal text.

By leveraging these datasets with their respective configurations, we aimed to evaluate the

performance of our models in hate speech detection and classification tasks.

Table 3.11: Models’ comparison across the datasets

Dataset Model # Parameters Train. time (s)

JCOD E-LSTM 9.8M 1000
ESoA 13M 150
ELSoA 15M 950

RCD E-LSTM 13.1M 5600
ESoA 13M 150
ELSoA 13.8M 1035

OSACT E-LSTM 16.3M 75
ESoA 16M 50
ELSoA 16.6M 85

L+T HSAB E-LSTM 10.8M 2000
ESoA 11.4M 50
ELSoA 11.8M 2050

Table 3.11 presents a comparison of different models across various datasets. The table provides

insights into the number of parameters and training times for each model. This information
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is crucial for evaluating the performance and efficiency of the models in the context of deep

learning.

The datasets included in the comparison are JCOD, RCD, OSACT, and L+T HSAB. For each

dataset, three models presented in 3.3.3 are compared in terms of size, and training time.

The number of parameters listed in the table indicates the complexity of the models. Higher

parameter counts generally imply more intricate architectures capable of capturing finer details

and nuances in the data. The training time is also provided in seconds, offering insights into

the computational resources required for training each model on the respective datasets.

Analyzing the results, it can be observed that across the JCOD dataset, the EL model has 9.8

million parameters and takes 1000 seconds to train. The ESoA model has 13 million parameters

and trains in 150 seconds, while the ELSoA model has 15 million parameters with a training

time of 950 seconds. Similarly, the comparison is presented for the RCD, OSACT, and L+T

HSAB datasets.

This table allows for a comprehensive assessment of the models’ performance and resource

requirements across different datasets. It serves as a valuable reference for researchers and

practitioners in the field of deep learning, aiding in the selection of appropriate models based

on their computational efficiency and parameter complexity.

Table 3.12: Experimental results of different models across all datasets

Dataset Model Acc. Precision F1-score

E-LSTM 89.83% 88.93 % 89.95%
JCOD ESoA 90.5% 90.39% 90.36%

ELSoA 90.79% 90.78% 90.49%

RCD E-LSTM 96.33 97.12 97.1%
ESoA 97.64% 95.31% 97.77%
ELSoA 95.5% 96.47% 96.59

OSACT E-LSTM 96.33% 97.12% 97.1%
ELSoA 97.47% 97.77% 97.17%
ESoA 97.4% 97.14% 97%

EL 95.90% 95.95% 95.89%
L+T HSAB ESoA 95.67% 95.77% 95.67%

ELSoA 96.18% 96.14% 96.09%

The classification results for hate speech detection using the three models (E-LSTM, ESoA, and

ELSoA) are presented in Table 3.12. The evaluation metrics used to assess the performance of

the models are accuracy, precision, and F1-score.
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For the JCOD dataset, the E-LSTM model achieved an accuracy of 89.83%, a precision of

88.93%, and an F1-score of 89.95%. The ESoA model performed slightly better, with an accu-

racy of 90.5%, a precision of 90.39%, and an F1-score of 90.36%. The ELSoA model showed

the highest performance among the three, with an accuracy of 90.79%, a precision of 90.78%,

and an F1-score of 90.49%.

Moving to the RCD dataset, the E-LSTM model achieved an accuracy of 96.33%, a precision of

97.12%, and an F1-score of 97.1%. The ESoA model demonstrated higher accuracy at 97.64%

but had a slightly lower precision of 95.31%. However, the ESoA model yielded the highest

F1-score of 97.77%. The ELSoA model achieved an accuracy of 95.5%, a precision of 96.47%,

and an F1-score of 96.59%.

For the OSACT dataset, the E-LSTM model achieved an accuracy of 96.33%, a precision of

97.12%, and an F1-score of 97.1%. The ELSoA model showed the best performance, with

an accuracy of 97.47%, a precision of 97.77%, and an F1-score of 97.17%. The ESoA model

also performed well, with an accuracy of 97.4%, a precision of 97.14%, and an F1-score of

97%. Lastly, for the L+T HSAB dataset, the E-LSTM model achieved an accuracy of 95.9%,

a precision of 95.95%, and an F1-score of 95.89%. The ESoA model demonstrated an accuracy

of 95.67%, a precision of 95.77%, and an F1-score of 95.67%. The ELSoA model achieved the

highest performance, with an accuracy of 96.18%, a precision of 96.14%, and an F1-score of

96.09%.

The ELSoA (Embedding layer, soft attention, and LSTM) model consistently demonstrates

better classification performance compared to the E-LSTM (Embedding layer with LSTM) and

ESoA (Embedding layer with soft attention) models across multiple datasets. There are several

reasons that can explain the improved performance of the ELSoA model:

Attention Mechanism: The incorporation of the soft attention mechanism in the ELSoA model

allows it to dynamically focus on relevant parts of the input sequence, giving more weight to

important features. This attention mechanism helps the model to selectively attend to specific

aspects that are crucial for hate speech detection, potentially enhancing its ability to capture

nuanced patterns and discriminatory language.

Combining Attention with LSTM: The ELSoA model combines the attention mechanism with

the LSTM layer. LSTM, a type of recurrent neural network (RNN), is effective in capturing

93



3.3. Inappropriate speech detection in Arabic text Chapter 3. Arabic text and speech analysis

sequential dependencies and long-term dependencies in the data. By integrating attention with

LSTM, the ELSoA model can benefit from both the temporal modeling capabilities of LSTM

and the selective focus of attention. This combination allows the model to effectively process

and analyze sequential information while focusing on relevant parts.

The improved classification performance of the ELSoA model can be attributed to several

factors. Firstly, the model exhibits increased complexity compared to the E-LSTM and ESoA

models, as indicated by its higher number of parameters. This augmented complexity enables

the ELSoA model to capture intricate patterns and representations within the data, potentially

enhancing its discriminatory power for hate speech detection.

Additionally, the ELSoA model leverages an embedding layer, LSTM layer, and soft attention

layer, facilitating improved representation learning. The embedding layer transforms input to-

kens into continuous vector representations, effectively capturing semantic and contextual infor-

mation. Complementing this, the LSTM layer captures sequential dependencies and contextual

information across the input sequence. By incorporating both layers, the ELSoA model can

acquire more informative and discriminative representations, leading to enhanced classification

performance.

Furthermore, the ELSoA model may have benefitted from dataset-specific adaptation. It is

important to acknowledge that different datasets possess unique characteristics and linguistic

nuances. The ELSoA model might have been particularly well-suited for capturing the spe-

cific patterns and characteristics present in the datasets used for evaluation. This alignment

between the model and the dataset attributes likely contributed to the improved classification

performance observed on those specific datasets.

The superior performance of the ELSoA model in hate speech detection can be attributed to its

increased model complexity, which allows for the capture of intricate patterns and representa-

tions. Moreover, the combination of an embedding layer and an LSTM layer enables improved

representation learning, leading to more informative and discriminative representations. Addi-

tionally, the model’s potential adaptation to the specific characteristics of the datasets used for

evaluation further contributes to its enhanced classification performance.

94



Chapter 3. Arabic text and speech analysis 3.3. Inappropriate speech detection in Arabic text

3.3.6 Hate speech detection in Algerian dialect

In this section, we present a new dataset for offensive and hate speech detection in the Algerian

dialect. The dataset, named OHAD (Offensive and Hate Speech in Algerian Dialect), consists

of 13,000 sentences collected from Algerian communities and pages on social media platforms

such as Facebook and Twitter. The dataset is aimed at addressing the critical issue of hate

speech and offensive content on social media platforms in the Algerian context.

To ensure the quality and accuracy of the annotation, the OHAD dataset was annotated by two

native speakers of Algerian Arabic. The annotators were given clear instructions and guidelines

on the annotation process to ensure consistency in their annotations. The annotators were also

trained to identify the presence of any kind of inappropriate speech in the sentences including;

offensive and hate speech, such as insults, threats, racism, and discrimination, among others.

The annotation process of OHAD involved reading and analyzing each sentence in the dataset,

identifying whether it contained any form of offensive or hate speech, and labeling it accordingly.

The annotators were required to label each sentence as either ”offensive” or ”normal speech.”

To ensure the quality of the annotations, the annotators cross-checked each other’s work and

resolved any discrepancies through discussion. We ensured the balance between the two labels

of the dataset

After the annotation process was completed, the OHAD dataset was split into training, valida-

tion, and testing sets. The training set was used to train offensive and hate speech detection

models, while the validation set was used to fine-tune the models and select the best-performing

one. The testing set was used to evaluate the performance of the selected model.

OHAD dataset is a new resource for offensive and hate speech detection in the Algerian dialect.

The dataset was carefully annotated by two native speakers of Algerian Arabic, and the annota-

tion process was designed to ensure consistency and accuracy. The availability of such a dataset

will enable researchers and practitioners to develop effective models for detecting offensive and

hate speech in Algerian social media communities, and ultimately help to promote a safer and

more respectful online environment.

Experiments and results

We put the collected OHAD dataset into an experimental evaluation of multiple deep learning

models using different contextual representations, namely neural embedding models and BERT-
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based models.

The NN models are: BiGRU, BiLSTM and 1D-CNN, using learnable embeddings from the

TensorFlow library. Also, We put multiple BERT-based models namely AraBERT (Antoun

et al. 2020), MARBERT (Abdul-Mageed et al. 2021), and DziriBERT (Abdaoui, Berrimi, et al.

2021). The results are reported in terms of binary accuracy.

Table 3.13: Performance Comparison of Various Models for Algerian hate speech detection

Model Acc Prec F1

BiLSTM 86.57 86.61 86.32
BiGRU 86.74 86.35 86.64
CNN 86.12 86.46 86.14
AraBERT 92.76 92.83 92.96
DziriBERT 96.62 96.81 96.97
MARBERT 95.87 95.81 95.94

Discussion

The table provided in Table 3.13 presents the classification performance of various neural net-

work models and BERT-based models for the identification of offensive speech in the Algerian

dialect. Among the neural network models, BiGRU demonstrates the highest accuracy at

86.74% and F1 score at 86.64%, closely followed by BiLSTM with an accuracy of 86.57% and

F1 score of 86.32%. The CNN model exhibits slightly lower performance with an accuracy of

86.12% and an F1 score of 86.14%.

When examining the BERT-based models, DziriBERT, which is specifically pretrained on the

Algerian dialect, outperforms the other models with the highest accuracy (96.62%), precision

(96.81%), and F1 score (96.97%). This suggests that DziriBERT is well-suited to handle the

nuances and peculiarities of the Algerian dialect, resulting in superior performance for offensive

speech identification.

MARBERT and AraBERT also exhibit strong performance, with MARBERT achieving an

accuracy of 95.87%, precision of 95.81%, and an F1 score of 95.94%. MARBERT is trained

on a larger dataset compared to AraBERT, which likely contributes to its higher performance.

AraBERT, on the other hand, yields an accuracy of 92.76%, precision of 92.83%, and an F1

score of 92.96%.

In conclusion, the BERT-based models, particularly DziriBERT, show considerable promise for
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the task of identifying offensive speech in the Algerian dialect. The specialized pretraining of

DziriBERT on the Algerian dialect and the larger dataset used for training MARBERT both

contribute to their superior performance compared to the other models.

3.3.7 Conclusion

This section delves into a distinct research domain of Arabic text analysis, focusing on the

detection and classification of inappropriate, abusive, and hate speech prevalent in Arabic social

media platforms. In the initial part of this section, we conduct an extensive investigation of

diverse forms of inappropriate content across Tunisian, Levantine, MSA, and Khalidji dialects.

We employ a novel LSTM model integrated with a soft attention mechanism, which exhibits

remarkable classification performance validated on four well-established datasets.

Moving forward, the subsequent part of this section introduces a novel annotated corpus specif-

ically curated for Algerian hate speech, collected from social media platforms like Twitter and

Facebook. Within this subsection, we validate advanced techniques and employ effective word

representation methodologies. Notably, we employ DziriBERT, a BERT-like model pretrained

on Algerian text, which emerges as the top performer in terms of hate speech detection accuracy

among various classifiers.

The proposed methodologies presented in this section not only yield novel results but also pave

the way for future research endeavors in this burgeoning field. These findings open up new

avenues for exploration and advancement in the domain of Arabic text analysis, particularly in

addressing the challenges associated with inappropriate, abusive, and hate speech.

3.4 Chapter conclusion

This chapter presents three main contributions towards analyzing Arabic text and speech us-

ing deep learning models. Firstly, a new attention mechanism-based deep learning approach

is proposed and tested for Arabic sentiment analysis using publicly available datasets. The

model assumes two types of embeddings - FastText and Learnable embeddings - and employs

Bidirectional GRU/LSTM to capture contextual information. The study also showcases the per-

formance of various embedding strategies, and a comparison between baseline models revealed

the simplicity of GRU cell concept compared to LSTM. The proposed model outperformed both

baseline models and state-of-the-art models reported in the original references of the datasets.
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Secondly, the chapter describes a novel study that aims to build and analyze an emotional

speech corpus of the Algerian dialect and to propose a new hybrid classification model to recog-

nize emotions from Arabic speech. A large annotated dataset consisting of 1202 audio records

annotated as happy, angry, neutral, or sad was collected and constructed. Various experiments

were conducted using machine learning classification algorithms and deep convolutional and

recurrent neural networks. The proposed LSTM-CNN model outperformed all other classifiers

and approaches with a high accuracy of 93.34%. The results showed that the use of LSTM

networks can give interesting results in speech emotion recognition, especially in our case study

of emotion detection from the Algerian dialect.

Lastly, the chapter highlights the critical issue of hate speech and offensive content on Arabic

social media communities and proposes a novel deep learning architecture based on the attention

mechanism for smooth and accurate learning and classification. The proposed attention-based

models outperformed other architectures significantly in terms of performance and processing

time across four datasets.
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Chapter 4

Arabic dialect identification

In this chapter, we delve into the complexities of the Arabic language, specifically addressing the

challenges posed by the wide range of dialects spoken across different regions worldwide, and how

to leverage ML models to identify these dialects. Recognizing and distinguishing between various

dialects is critical, as they can significantly impact the interpretation of textual content. Such

dialects manifest as unique combinations of pronunciation, vocabulary, grammar, and syntax,

often leading to disparate words, expressions, and meanings for identical concepts. This, in turn,

can result in misinterpretations or misunderstandings of the context. Our research contributions,

as detailed in this chapter, revolve around the identification of multiple Arabic dialects using

advanced NLP techniques, effective word representations, and efficient deep learning models.

4.1 Introduction

One of the key challenges in NLP is the processing and understanding of language variations,

including dialects. Arabic, as a widely spoken language, is characterized by a rich diversity of

dialects, which adds complexity to the development and evaluation of NLP systems tailored to

the Arabic language.

Dialect identification (DI) plays a vital role in enhancing the performance of various NLP tasks

such as machine translation (Harrat et al. 2019), sentiment analysis (Boudad et al. 2018), and

named entity recognition (A. H. Dahou et al. 2023b). By accurately identifying the dialect

of a given text, NLP systems can employ dialect-specific models or techniques, leading to im-

proved performance and a more nuanced understanding of the linguistic context. Furthermore,
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the identification of Arabic dialects is particularly important for social media analysis, where

dialectal variations are often prevalent and may significantly influence the interpretation of

user-generated content.

To this end, the development of robust and efficient dialect identification systems for Arabic

is an essential step toward unlocking the full potential of NLP applications in the Arab world.

By addressing the challenges posed by dialectal variations, researchers and practitioners can

enable more accurate and context-aware NLP systems, ultimately contributing to a deeper

understanding of the Arabic language and its diverse expressions.

In this chapter, we make two primary contributions to the field of Arabic dialect identification:

Firstly, we introduce a novel corpus specifically tailored for the identification of North-African

dialects, also known as Maghrebi, and secondly, we explore various learning approaches for the

classification task, including classical machine learning methods, neural network-based models,

and fine-tuning of pre-trained language models. Our goal is to deepen our understanding of the

intricacies of Arabic dialects and develop more accurate techniques for their identification.

We focus on the Maghrebi dialect, as it is widely used on social media by users from countries

such as Algeria, Morocco, and Tunisia. These individuals often prefer to communicate in their

dialect rather than in MSA. Moreover, Arabizi, particularly French-Arabizi, is a common form

of communication in these regions.

The Maghreb region exhibits a diverse range of dialects, making their differentiation a challeng-

ing task. For instance, Algeria, located at the center of the Maghreb region, showcases dialectal

variations across its eastern and western regions. The Tunisian dialect is predominantly spoken

in the east, while the Moroccan dialect prevails in the west. These variations in dialects further

complicate the process of dialect identification in the Maghreb region.

This graphic illustrates the various dialects spoken in Maghreb countries, where individuals

residing in border regions tend to communicate in a similar dialect to their neighboring country.

The image showcases different expressions for the question ”what are you doing” in various

Maghrebi dialects. 1.

1https://www.qfi.org/blog/infographic-dialects-arab-world/
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Figure 4.1: Maghrebi dialects variations.

4.2 Methodology

The main objective of this chapter is to explore the effectiveness of diverse classifiers in iden-

tifying Maghrebi dialects. Our methodology entails an extensive evaluation of various classi-

fier types, encompassing not only traditional machine learning methods like logistic regression

and support vector machines (SVM) that utilize handcrafted TF-IDF features but also neural

network-based models such as LSTMs and CNNs. In addition to these techniques, we investigate

the performance of Arabic BERT-based models.

To ensure a thorough analysis, we design a series of experiments that compare the accuracy,

precision, and F1-score metrics of the different classifiers. Moreover, we analyze the effect of

hyperparameter tuning on the performance of each model and discuss the implications of these

findings on the overall performance. By doing so, we aim to not only identify the most effective

classifier for Maghrebi dialect identification but also to gain a deeper understanding of the

underlying linguistic features that contribute to accurate dialect classification.

Furthermore, we explore the potential of transfer learning by fine-tuning pre-trained Arabic

BERT-based models on our novel dataset. This approach allows us to assess the adaptability
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of these models to the specific task of Maghrebi dialect identification and to determine their

effectiveness in comparison to other classification techniques. Through this comprehensive anal-

ysis, we seek to provide valuable insights and contribute to ongoing efforts in the field of Arabic

dialect identification in NLP systems.

4.2.1 Dataset

Social media platforms use have witnessed a surge in popularity in North Africa, amassing a

considerable user base in Algeria, Tunisia, and Morocco. To examine the prevalence of local

dialects on this platform, we carried out an investigation to identify the most prominent Face-

book pages within these communities, characterized by follower counts surpassing 100,000. Our

analysis concentrated on posts and comments composed in regional dialects.

Subsequent to categorizing Facebook pages by country, we employed a manual data collection

approach to collect approximately 20,000 posts and comments from these pages, while ensuring

that the user names were excluded from the scrapping process. The collected Maghreb-DI

dataset was then labeled in accordance with its corresponding group, culminating in a total of

60,000 sentences evenly distributed across three balanced classes. This comprehensive dataset

enabled us to rigorously assess the performance of various classifiers and techniques in accurately

identifying North-African dialects within the context of social media communications.

Table 4.2 and 4.3 show samples in Maghrebi dialects, where sentences are written in Arabizi

(Arabic with Latin characters ) and in Arabic.

Table 4.1: Number of sentences per dialect in Maghreb-DI dataset

Algerian Moroccan Tunisian

Num. of sentences 21230 20150 19050

Social media data is often characterized by the presence of various forms of noise, including

special characters, repeated words, URLs, emoticons, punctuation marks, and extraneous words.

To improve the quality of the collected text sentences and minimize the noise, we implemented

a series of cleaning functions on the data. Specifically, we removed numerical characters, URLs,

and hashtags by eliminating the ”#” symbol. Additionally, we discarded special characters,

such as punctuation marks and Arabic diacritics. This comprehensive preprocessing approach

ensures a cleaner and more consistent dataset, which is crucial for the subsequent analysis and

evaluation of dialect identification methods.
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Table 4.2: Samples of sentences written in Arabizi.

Language Arabizi English (translation )

Algerian wech kho rak tconcté b PC te3ek? dude, are you connecting on your laptop?
Tunisian yezzi berka m tfadlek 3liya stop playing with me
Moroccan wakha a sahbi, ka nkelmek mb3d ok my friend, I will call you later

Table 4.3: Samples of sentences written in Maghrebi dialect.

Language Arabizi English

Algerian �@P
�

�ÒëY
	
JªÓ Èñ

�
®
�
K ú



G
.
ñº

�
� AK
 ñÒ

	
m�'


�
�A

	
®J
» XAJ. J
ªË @ @

	
Yë

�
��
ËAK. CªÓ I don’t know how these people think, they are insane.
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¯ ÑêÖÏ @ The important thing is that they said it, so we can go home.
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K è @P ¼AK. AK. Your dad is sleeping and sick, we don’t want to bother him.

4.2.2 Data Preparation

Before training the neural network models, we prepared the dataset by performing several

preprocessing steps, including tokenization, padding, and splitting the data into training and

validation sets. To ensure uniform input length for the neural networks, we applied padding to

the sequences, effectively truncating or zero-padding them to a fixed length.

We divided the dataset into a training set and a validation set, typically following an 80%-20%

split. The training set was used to train the models, while the validation set was employed to

evaluate the performance of the models during the training process and fine-tune the hyperpa-

rameters.

4.3 ML-based model for Arabic DI

In this study, we employ classical ML algorithms, including SVM, Logistic Regression (LR),

and Multinomial Naive Bayes (NB) models, for DI, as presented in Fig. 4.2. These ML-based

models are chosen due to their proven track record in various natural language processing tasks,

including text classification and sentiment analysis.

To represent the text data and extract meaningful features for our ML-based models, we utilize

the Term Frequency-Inverse Document Frequency (TF-IDF) technique. TF-IDF is an estab-

lished method for evaluating the importance of a term within a document relative to a collection

of documents. It assigns a numerical weight to each word in a document, which is proportional

to the term’s frequency in the document and inversely proportional to the number of documents

containing the term. This approach addresses the limitations of the Bag of Words model, which

may give undue importance to frequently occurring words that are less informative.
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Figure 4.2: Generic graph showing the overall DI methodology for classical ML experiments

The TF-IDF technique effectively captures the significance of words within the document, giving

higher weights to terms that are more relevant to the document and lower weights to more

common words. The formula for calculating the TF-IDF value for term t in document d is as

follows:

Tf -idft,d = (1 + log tft,d) · log
N

dft

where:

tf : number of occurrences of t in d

df : number of documents containing t

N : total number of documents

(4.1)

By employing the TF-IDF technique, we can effectively represent the text data and extract

valuable features for our ML-based models, enabling them to make accurate predictions in the

task of dialect identification.

Table 4.4: SVM and Logistic Regression model hyperparameters

Model Kernel Class weight Penalty C (reg. term)

SVM Linear - l2 1
Logistic Regression - Balanced l2 10

In the present experiments, the Multinomial Naive Bayes classifier was utilized with its default

parameters, as presented in Table 4.5.
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Table 4.5: Default parameters and values for Multinomial Naive Bayes classifier in scikit-learn

Parameter Default Value

alpha 1.0
fit prior True
class prior None

4.4 Neural network-based models Arabic for DI

In this section, we present the methodology for the neural network-based experiments conducted

to evaluate the performance of deep learning models on the task of dialect identification. Our

methodology encompasses two primary neural network architectures: Long Short-Term Memory

(LSTM) and Convolutional Neural Networks (CNNs).

4.4.1 Model Architectures

LSTM

The LSTM model is a type of RNN designed to handle long-term dependencies in sequential

data. In our experiments, we constructed an LSTM-based architecture, as illustrated in Fig.

4.3, which included an embedding layer, one or more LSTM layers, and a dense output layer

with a softmax activation function for dialect classification. We experimented with various

hyperparameters, such as the number of LSTM units, dropout rates, and learning rates, to

optimize the model’s performance.

1D-CNN model

The CNN model is a popular neural network architecture for processing grid-like data, such

as images and text. In our experiments, we designed a CNN-based architecture specifically for

text classification. The architecture comprised an embedding layer, one or more convolutional

layers followed by pooling layers, and a dense output layer with a softmax activation function

for dialect classification. We explored various hyperparameters, including the number of filters,

filter sizes, and pooling strategies, to optimize the model’s performance.

4.4.2 Training and Evaluation

We trained the LSTM and CNN models using the prepared training set, employing an appro-

priate loss function, such as categorical cross-entropy, and Adam optimization algorithm. We
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Figure 4.3: Generic graph for Maghreb DI using an LSTM model

monitored the performance of the models on the validation set during training and adjusted the

hyperparameters as necessary to prevent overfitting and achieve optimal performance.

After training, we evaluated the final performance of the LSTM and CNN models on a sepa-

rate test set, comparing their performance to the traditional machine learning approaches and

Arabic-specific models to determine the most effective technique for Maghrebi dialect identifi-

cation.

4.5 Bert-based models for Arabic DI

Expanding upon the work outlined in our conference publication (Berrimi, Abdelouaheb Mous-

saoui, Oussalah, et al. 2020a), this section delves deeper into the potential of state-of-the-art

Arabic pre-trained language models (LLMs) for the task of Arabic dialect identification (AD). In

an effort to thoroughly assess their performance, we present a comprehensive list of pre-trained
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language models and evaluate their effectiveness across two distinct benchmarks. We analyze

and discuss a variety of related papers to provide a broader context for our findings and ensure

a comprehensive understanding of the current state of the field.

In this study, we fine-tune multiple Arabic BERT-based models to assess the capability of

these pre-trained language models for the task of identifying Arabic dialects. These models,

which include AraBERT (Antoun et al. 2020), DziriBERT (Abdaoui, Berrimi, et al. 2021) and

MARBERT (Abdul-Mageed et al. 2021), have been pre-trained on extensive Arabic text corpora

that encompass dialectal texts from the countries of interest, such as Algeria, Tunisia, and

Morocco. By fine-tuning these models on our labeled dataset, we can evaluate their performance

in accurately identifying the dialects present in the North-African context.

Furthermore, we explore the influence of model architecture, training data size, and the pre-

training process on the performance of Arabic BERT-based models. We also investigate the

impact of various hyperparameter settings on the fine-tuning process and the overall effectiveness

of these models for Arabic dialect identification. Through this comprehensive analysis, we aim to

identify the optimal combination of model architecture, pre-training strategies, and fine-tuning

parameters that yield the best performance for the task at hand.

By examining the performance of Arabic BERT-based models in identifying dialects, we hope

to contribute valuable insights to the ongoing research efforts in Arabic dialect identification,

ultimately aiding in the development of more effective and efficient techniques for addressing

the unique challenges posed by Arabic dialects within the realm of natural language processing.

4.6 Experiments and results

In the experimental section of this chapter, we detail the process of evaluating the effective-

ness of various classifiers and models for Arabic dialect identification. We first describe the

preprocessing steps applied to the dataset, which include tokenization, stopword removal (this

was only applied for classical ML algorithms since TF-IDF features are usualy impacted by

stopwords), and feature extraction. Next, we outline the parameters and configurations of the

different classifiers, including traditional machine learning algorithms, neural network-based

models, and Arabic BERT-based models. The classification results for dialect identification

using different models are summarized in Table 4.6. As the number of features increases, we
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Table 4.6: Experimental results of ML models based on the number of features

Number of Features SVM NB LR

5,000 77.21% 70.42% 77.14%
1,0000 85.43% 80.11% 85.75%
20,000 90.3% 83.54% 87.79%
30,000 92.88% 86.32% 89.19%
40,000 93.55% 89.41% 90.75%

observe a consistent improvement in classification performance across all three classifiers. For

SVM, the accuracy starts at 77% with 5000 features and gradually improves to 93.55% with

40000 features. This demonstrates the effectiveness of SVM in capturing complex patterns and

discriminating between different dialects as more informative features are included. NB clas-

sifier shows a similar trend, with an accuracy of 70% for 5000 features and reaching 89.41%

with 40000 features. The NB classifier, although relatively simple, performs reasonably well in

dialect identification, especially when provided with a larger number of features. LR classifier

achieves accuracies of 77% to 90.75% across the range of feature counts. LR shows consistent

improvement as the number of features increases, highlighting its capability to learn from a

larger set of features and make better dialect predictions. Overall, increasing the number of

features leads to improved accuracy for all three classifiers. The SVM classifier consistently

achieves the highest accuracy among the three models, while NB and LR classifiers also exhibit

competitive performance. These results suggest that the ML models, particularly SVM, NB,

and LR, are effective in dialect identification and can benefit from the inclusion of a larger

number of features.

We then present our experimental results by comparing the performance metrics of each classi-

fier, such as accuracy, F1-score, and precision, on the task of North-African dialect identification.

Additionally, we analyze the impact of hyperparameters and model architecture choices on the

overall performance of these models. In our discussion, we provide insights into the strengths

and weaknesses of each approach, highlighting the most effective techniques for Arabic dialect

identification based on our findings.

4.7 Discussion

The results presented in Table 4.7 demonstrate the varying performance levels of different nat-

ural language processing models applied to the task of dialect identification. A comprehensive
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Table 4.7: Performance comparison of different models using Accuracy, F1-score, and Precision
on Maghreb-DI

Group Model Accuracy F1-score Precision

ML classifiers NB 89.41 90.13 91.12
LR 90.75 90.90 91.36
SVM 93.55 92.95 92.45

NN models LSTM 94.51 95.61 95.91
CNN 96.21 96.64 95.95

BERT-based models AraBERT 96.53 96.95 96.86
MARBERT 97.83 97.19 97.98
DziriBERT 97.16 97.39 97.83

analysis of these results reveals the following insights:

Classical ML algorithms, which include Naive Bayes (NB), Logistic Regression (LR), and Sup-

port Vector Machines (SVM), exhibit a moderate performance with accuracy scores ranging

between 90 and 93.55. These models employ traditional machine learning techniques and rely

on handcrafted features, such as TF-IDF, to achieve satisfactory results. However, their per-

formance is limited due to the inherent challenges of handling complex language patterns and

semantics in dialect identification tasks.

Figure 4.4: Accuracy level according to the number of features used in TF-IDF without stop-
words.

Neural network-based models, specifically LSTM and CNN , demonstrate improved performance

compared to classical ML algorithms, with accuracy scores ranging between 93 and 95. These
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models leverage deep learning techniques to automatically learn intricate language patterns and

representations, resulting in more robust performance for dialect identification. Nevertheless,

they may still struggle with certain linguistic nuances and contextual understanding, which can

limit their overall performance.

BERT-based models, including AraBERT, MARBERT, DziriBERT, outperform both classical

ML algorithms and neural network-based models, achieving accuracy scores above 96. These

models benefit from the powerful pre-training and fine-tuning capabilities of the BERT architec-

ture, which allows them to learn rich language representations and contextual understanding.

Also, MARBERT achieved the highest performance score, this was due the large and variety

of dialects in its pretraining corpus. As a result, BERT-based models excel at capturing the

subtleties and complexities of dialects, leading to superior performance in dialect identification

tasks.

multiple Arabic BERT-based models, including AraBERT, DziriBERT, and MARBERT have

been put through experimental comparison.

4.8 Conclusion and future work

This chapter addresses the challenging task of Arabic dialect identification and proposes multiple

classification models to improve its efficiency. To this end, we present a novel database consisting

of North African text data and conduct a comparative study of classical ML models using TF-

IDF features with various parameters, neural-networks bade models, and BERT-based models.

Our results demonstrate that despite the close similarity between the text samples of different

dialects, the ML models show promising performance in identifying them.

To expand our research, we further investigate and compare additional benchmarks and robust

classifiers to identify more diverse Arabic dialects, including Egyptian, Gulf, and Saudi dialects,

among others. Our analysis reveals that Arabic BERT models exhibit superior performance in

identifying diverse dialects, primarily due to their robust word representation capabilities.

Indeed, the word embeddings generated by Arabic BERTmodels are highly effective in capturing

the nuanced meaning and context of the dialectal words and phrases. This enhances the overall

accuracy of the classification models and results in better performance in identifying diverse

Arabic dialects. Our research contributes to advancing the field of Arabic dialect identification
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by introducing novel datasets, exploring various classification models, and providing valuable

insights into the effectiveness of different approaches.

In our future work, we plan to extend our research efforts by expanding the scope of our dataset.

Specifically, we aim to collect a more comprehensive dataset that includes region-based data for

each country, capturing the rich diversity of dialects within each region. By doing so, we can

ensure a more accurate representation of the linguistic variations present in Arab countries.

Additionally, we are eager to delve deeper into the identification of Arabic dialects from speech

records by employing advanced deep learning models. These models have shown great potential

in various natural language processing tasks, and we believe they can provide valuable insights

and improved accuracy in dialect identification.

By pursuing these avenues of research, we aim to enhance our understanding of Arabic dialect

identification and contribute to the development of more effective and robust techniques in this

field.
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Chapter 5

DziriBERT: A Language model for

Algerian dialect

Pre-trained transformers are now the de facto models in NLP given their state-of-the-art results

in many tasks over various languages. However, most of the current models have been trained on

languages for which large text resources are already available (such as English, French, Arabic,

etc.). Therefore, there are still a number of low-resource languages that need more attention

from the community. In this chapter, we study the Algerian dialect which has several specificities

that make the use of Arabic or multilingual models inappropriate. To address this issue, we

collected more than one million Algerian tweets and pre-trained the first Algerian language

model: DziriBERT. When compared with existing models, DziriBERT achieves better results,

especially when dealing with the Roman script. The obtained results show that pre-training a

dedicated model on a small dataset (450 MB) can outperform existing models that have been

trained on much more data (hundreds of GB). Finally, our model is publicly available to the

community 1.

5.1 Introduction

Neural word embeddings such as FastText (Tomas Mikolov, Grave, et al. 2018), Word2vec

(Tomas Mikolov, Sutskever, et al. 2013), and Glove (Pennington et al. 2014) have proven to

be effective in encoding tokens from the corpus into meaningful vectors, which can be used as

1https://huggingface.co/alger-ia/dziribert
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the first layer before training task-specific models. However, these models suffer from major

drawbacks, including the ”out of vocabulary” problem resulting from generating and mapping

each word to a specific vector, as well as the inability to incorporate contextual information in

which a word appears into its embedding.

In recent times, there has been a growing interest in pre-training and fine-tuning large language

models based on the transformer architecture (Vaswani et al. 2017a; Devlin et al. 2019; Brown

et al. 2020). These models have shown significant improvements in various NLP tasks such

as Text Generation (Brown et al. 2020), Sentiment Analysis (Berrimi, Oussalah, et al. 2022),

Text Classification (Berrimi and Abdelouaheb Moussaoui 2020), Named Entity Recognition

(Brandsen et al. 2022), and Text Summarization. Unlike earlier word embeddings like Word2vec

and Glove (Tomas Mikolov, Sutskever, et al. 2013; Pennington et al. 2014), contemporary

language models are designed to generate contextualized embeddings, which has resulted in a

major quality leap in most Natural Language Processing tasks. The vector representation of a

word is now solely based on the context in which the word is used, which includes both left and

right contexts.

However, most of the current transformers have been pre-trained on languages for which large

text resources are already available, such as English (Devlin et al. 2019), French (Martin et

al. 2020) and Italian (Polignano et al. 2019). Even multilingual models, such as the mBERT

(Devlin et al. 2019) and XLM-R (Conneau et al. 2020), are limited to official languages that have

a large web presence. Low-resource languages such as African and Arabic dialects received less

attention due to the lack of data and their specific and/or complex morphology. For example,

the Algerian dialect is spoken by 44 Million people but lacks publicly available datasets. In

addition to the challenges imposed by low resource languages, pretraining Transformers models

come with several challenges, namely the huge amount of training data is required, and as a

consequence hundreds of GPUs.

Indeed, MSA is the most common written language in official documents, books, and newspapers

in Algeria. However, the local dialect is very frequent in informal communications, messaging,

or in the social media sphere. A recent study (Younes et al. 2020) showed that 74.6% of the

Algerian web-generated content (mostly on Facebook) is conveyed in dialectal Arabic rather

than MSA, and 62% of this content is transcribed in Roman alphabet characters (which is also

known as Arabizi).
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The Algerian dialect is mainly inspired from standard Arabic but also from Tamazight2, French,

Turkish, Spanish, Italian, and English. It has several specificities that make the application of

MSA or multilingual models inappropriate. First, it may be written either using Arabic or

Roman letters (e.g. Salam ÐC� (eng: Peace) ). Then, numbers are sometimes used to represent

letters that do not exist in the Roman alphabet (e.g. the use of the number 3 to represent

the letter ¨ or the number 7 to represent the letter h). Finally, despite the influence of the

above-cited languages, the Algerian dialect also has its own vocabulary that does not exist in

other standard languages.

In this chapter, we present a new BERT-like model for the Algerian dialect, named DziriBERT.

It has been pre-trained on one Million Algerian tweets. We evaluate DziriBERT on sentiment,

emotion and topic classification datasets. The experiments revealed that DziriBERT achieves

new state-of-the-art results on several datasets when compared to existing Arabic and multilin-

gual models.

Our contributions can be summarized as follows:

• We present a new developed BERT model for the Algerian dialect that was pretrained on

a new scraped data.

• We present Dziri-Corpus: a newly scraped Algerian dialect dataset that contains 3.2M

text data scraped from multiple social media websites.

• We evaluate DziriBERT on two downstream tasks: sentiment Analysis on two datasets

and offensive language detection. The DziriBERT model presents new SOTA results

compared to mBERt , xlm-RoBERTa, Arabert and MARBERT.

• We release DziriBERT on popular deep learning frameworks.

The rest of the chapter is organized as follows: section 2 presents the challenges presented on

low resource language and the need for developing newly robust models, then we talk about the

previous works on Pretraining transformers models on textual data, section 3 we describe our

new DziriBERT model along with the novel scraped Algerian dataset. Section 4 presents the

experiments and evaluation steps of the DziriBERT model. In section 5, we conclude.

2The original language of the first inhabitants of the region.
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5.2 DziriBERT: an Algerian Language Model

In this section, we provide a detailed description of the data collection and pre-training settings

utilized in the development of DziriBERT.

5.2.1 Training Data

Since there is no available text dataset for the Algerian dialect, we collected 1.2 Million tweets

using Twitter API 3 that were posted from major and populated Algerian cities, using a set

of popular keywords in the Algerian spoken dialect, such as Kho ¡eng: brother¿, arwah ¡eng:

come¿, jibli ¡eng: get me¿ and ú


Í@ð 	QË @ (eng: poor). The location was our only criterion to collect

Algerian tweets without considering the used alphabet in their contents (which may be Arabic,

Latin or a combination of both). We also collected a large amount of data from Facebook and

youtube posts and comments. The final dataset after removing all duplicates and entries with

less than three tokens contained 3.3 Million tweets (20 Million tokens), which represents almost

450 MB of text data. Then, we performed a light prepossessing on the collected data by (i)

replacing all user mentions with @user ; (ii) all email addresses with mail@email.com; and (iii)

all hyperlinks with https://anonymizedlink.com. Finally, we randomly separate the collected

data to a training set (having 1 Million entries) and a test set (having 100 Thousand entries).

The collected dataset is smaller in size when compared to other large-scale studies (Devlin et al.

2019; Antoun et al. 2020). However, it has been reported that we may need much less data

than what we usually use when pre-training language models (Martin et al. 2020). The authors

have shown that their official model (CamemBERT) trained on 138 GB performs similarly to

another version trained only on a sample dataset of 4 GB. Here, we try to push this limit even

further.

5.2.2 Language Modeling

DziriBERT uses the same architecture of BERTBase (12 encoders, 12 attention heads, and a

hidden dimension of 768). First, we train a WordPiece Tokenizer (Y. Wu et al. 2016) on our

training data with a vocabulary size of 50 Thousand entries. Then, we train our language model

using the Masked Language Modeling (MLM) task. Indeed, several studies have shown that the

Next Sentence Prediction (NSP) task, originally used in BERT, does not improve the results of

3https://developer.twitter.com/en/docs
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Figure 5.1: DziriBERT Tokenization process.

downstream tasks (Y. Liu et al. 2019; Lan et al. 2019).

The tokenization process in DziriBERT is illustrated in Fig. 5.1, where each input sequence is

typically formatted by adding a [CLS] token at the beginning and a [SEP] token at the end.

The [SEP] token is used to separate multiple sentences or segments within a single input.

Since tweets have a short length, we used an MLM probability of 25% (instead of the usual

15%). We also set a batch size of 64 due to the limitations of our computational resources.

The model has been trained on an AWS g4dn.2xlarge instance4 with 32 GB of memory and 1

NVIDIA T4 GPU. The training took almost 10 days to complete 50 epochs across the whole

training set (around 800k steps). The final model created using PyTorch has been uploaded on

the Transformers Hub to facilitate its use 5.

5.3 Evaluation of DziriBERT

In order to compare DziriBERT with existing models, we have to fine-tune them on downstream

tasks. It should also be noted that most related studies (Imane Guellil, Adeel, et al. 2021) used

4https://aws.amazon.com/ec2/instance-types/g4/
5https://huggingface.co/alger-ia/dziribert
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either non-publicly available datasets or contained only a small part of the Algerian dialect,

which restricted the scale of potential comparative analysis. In this chapter, we considered

two publicly available corpora that covered both Arabic and Roman scripts: Twifil (Moudjari,

Akli-Astouati, and Benamara 2020) and Narabizi (Touileb and Barnes 2021).

5.3.1 Twifil

(Moudjari, Akli-Astouati, and Benamara 2020) collected and annotated thousands of Algerian

tweets according to the expressed sentiments and emotions. Most of them were written with

Arabic letters but there were also many tweets written using the Roman scripts. The authors

shared two publicly available6 datasets:

• Twifil sentiment: 9437 tweets annotated according to 3 polarity classes (positive, negative

and neutral);

• Twifil emotion: 5110 tweets annotated according to the 10 Plutchnik emotion classes

(Plutchik 1984).

5.3.2 Narabizi

The Narabizi corpus, originally published in (Djamé Seddah et al. 2020), contains Algerian

Arabic sentences written exclusively with the Roman script (Arabizi). In this chapter, we use

the sentiment and topic classification datasets annotated in (Touileb and Barnes 2021):

• Narabizi sentiment: 1279 sentences annotated according to 4 sentiment classes (positive,

negative, mix and neutral);

• Narabizi topic: 1279 sentences annotated according to 5 topic classes (sports, societal,

politics, religion and none).

These four datasets were used to compare DziriBERT with the two most known multilingual

transformers (mBERT and XLM-R), and with all standard and dialectal Arabic models listed

in Section 2.5.5 (AraBERT, QARiB, CamelBERT and MARBERT). Among the four available

versions of CamelBERT, we evaluated the dialectal version (CamelBERT-da) and the one that

has been pre-trained on a mix of all datasets (CamelBERT-mix).

Following (Devlin et al. 2019), we used the final hidden state of the classification token ([CLS])

6https://github.com/kinmokusu/oea_algd

117

https://github.com/kinmokusu/oea_algd


5.4. Discussion Chapter 5. DziriBERT

as a sentence representation followed by a one linear layer as a classifier. All models have been

fine-tuned for three epochs using the Trainer Class of the Transformers library (Wolf et al. 2020)

with its default settings. Ten different runs have been conducted for each model on each dataset

according to the same 10 seeds that have been randomly generated. Still, the presented results

may be reproduced using the shared Github repository 7.

5.3.3 Twifil

Tables 5.1, 5.2, 5.3 and 5.4 present the obtained results on the Twifil and Narabizi datasets.

We calculate the accuracy and the macro averaged precision, recall and F1 score for each model

on each dataset.

Table 5.1: Accuracy and macro averaged Precision, Recall and F1 score obtained by each model
on the Twifil sentiment dataset.

Model Acc. F1 Pre. Rec.

mBERT 74.2 73.8 75.2 73.0
XLM-R 79.9 79.5 80.9 79.1
AraBERT 73.8 73.2 74.9 72.3
QARiB 78.8 78.2 79.0 77.9
Camel-BERT-da 75.2 74.6 76.0 74.0
Camel-BERT-mix 77.7 72.2 78.6 76.7
MARBERT 80.6 79.9 80.7 79.6

DziriBERT 80.5 80.0 81.1 79.5

Table 5.2: Accuracy and macro averaged Precision, Recall and F1 score obtained by each model
on the Twifil emotion dataset.

Model Acc. F1 Pre. Rec.

mBERT 62.0 26.0 33.3 27.0
XLM-R 64.9 26.1 26.5 28.1
AraBERT 64.6 30.3 38.0 30.7
QARiB 68.9 39.2 42.2 38.7
Camel-BERT-da 66.0 34.6 38.7 34.6
Camel-BERT-mix 69.1 38.2 43.8 37.5
MARBERT 70.2 39.1 41.7 39.4

DziriBERT 70.4 40.1 42.8 39.6

5.4 Discussion

As shown in Tables 5.1 and 5.2, DziriBERT and MARBERT achieved the best results on the

Twifil datasets (which are mainly composed of Arabic script). These two models, which are

7https://github.com/alger-ia/dziribert
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Table 5.3: Accuracy and macro averaged Precision, Recall and F1 score obtained by each model
on the Narabizi sentiment dataset.

Model Acc. F1 Pre. Rec.

mBERT 52.6 49.3 50.5 49.5
XLM-R 41.9 32.2 38.1 38.3
AraBERT 49.1 46.0 47.9 47.7
QARiB 55.0 52.9 53.7 53.4
Camel-BERT-da 40.9 35.5 36.0 40.1
Camel-BERT-mix 49.4 48.3 49.4 49.6
MARBERT 58.0 55.5 56.3 55.7

DziriBERT 63.5 61.2 62.0 61.4

Table 5.4: Accuracy and macro averaged Precision, Recall and F1 score obtained by each model
on the Narabizi topic dataset.

Model Acc. F1 Pre. Rec.

mBERT 49.3 30.8 33.8 34.1
XLM-R 43.6 21.4 19.3 27.2
AraBERT 42.8 20.8 19.4 26.5
QARiB 45.7 29.7 29.9 32.4
Camel-BERT-da 43.7 21.5 20.2 27.3
Camel-BERT-mix 47.0 27.5 25.8 31.4
MARBERT 49.0 31.0 29.9 34.1

DziriBERT 62.8 54.8 64.0 53.2

both pre-trained on tweets, yielded better results than all other multilingual, standard Arabic,

and dialectal Arabic models. However, DziriBERT yielded much better results on the Narabizi

datasets (which are exclusively composed of Roman script) as shown in Tables 5.3 and 5.4.

MARBERT is again in the second position but the difference with DziriBERT is much more

important (+5.5% in sentiment accuracy and +13.8% in topic classification).

An error analysis step revealed that the Twifil datasets contain several entries that are not

written in Algerian Arabic. DziriBERT tends to fail more often than MARBERT on documents

that are written in standard Arabic or in other Arabic dialects, which may also explain the

good results obtained by MARBERT on Twifil. Overall, our experiments have shown that

DziriBERT can yield very good results despite the size of its pre-training dataset. For example,

MARBERT has been trained on 128 GB of text (almost x1000 times larger than our pre-training

corpus). Our experiments confirm that pre-training a dedicated model for the Algerian dialect

on a small training set may give better results than pre-training a multi-dialectal model on a

large-scale data. In fact, MARBERT has been trained on 128 GB of text (almost x1000 times

larger than our pre-training corpus). However, it has been trained all Arabic dialects which
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can be separated into +20 different groups, that vary from one region / country to another

(Kareem Darwish et al. 2020). For example, the same sentence ”
�
é
�
®J

�
®
�
� ø



Y
	
J«” means ”I have a

headache” in the Algerian dialect, but is translated to ”I have a sister” in standard Arabic and

Middle-East dialects. Therefore, The same sentence may have different meanings according to

the dialect spoken in each region. Therefore, we believe that the same sentence should have

different representations according to the considered dialect. Still, DziriBERT is at least as

good as MARBERT on the Algerian dialect and even much better when dealing with Roman

characters.

Consequently, DziriBERT is not only the best performing model on the considered datasets, it

is also the smallest one with less than 500 MB on disk (which should facilitate its deployment

on Public Cloud Platforms).8

Furthermore, pre-training a mono-dialectal model allows us to safely reduce the number of

entries in the vocabulary and therefore reduce the total number of parameters. Furthermore,

DziriBERT’s vocabulary contains a relatively small number of tokens when compared to the

other baselines. Since the embedding layer concentrates most of the model parameters (Abdaoui,

Pradel, et al. 2020), reducing the number of tokens should have a significant impact on the

final model size (which should facilitate its deployment on Public Cloud Platforms). Table 5.5

presents the vocabulary length, the total number of parameters, and the final size on disk for all

models studied here. As expected, even if all models share the same architecture (12 encoders,

12 attention heads, and 768 hidden dimensions), the total number of parameters varies from

110 Million to 278 Million. With its 50k vocabulary, DziriBERT is therefore one of the smallest

models studied here.

5.5 DziriBERT for Named Entity Recognition

Named Entity Recognition (NER) is a crucial component in various natural language process-

ing tasks, including event detection, user profiling, and information extraction, and it has been

extensively employed across diverse languages. However, obtaining annotated data for low-

resource languages or text corpora remains a scarce and challenging endeavor.

Recently, the introduction of the DziriBERT model has contributed significantly to the ad-

8Most Cloud Platforms limit the model size to 500 MB for serverless deployments
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Model Vocab. #Params Size
(Million) (MB)

mBERT 106k 167 672
XLM-R 250k 278 1147
AraBERT 64k 135 543
QARiB 64k 135 543
Camel-BERT-da 30k 110 439
Camel-BERT-mix 30k 110 439
MARBERT 100k 163 654

DziriBERT 50k 124 498

Table 5.5: Models comparison according to the vocabulary length, the total number of param-
eters and the final size on disk.

vancement of NER research in the Algerian dialect. Numerous studies have documented the

consistent performance of DziriBERT in identifying named entities within this particular di-

alect, demonstrating the model’s effectiveness and applicability in addressing the challenges

inherent to low-resource languages (Touileb 2022; A. H. Dahou et al. 2023b; A. H. Dahou et al.

2023a).

In the comparative study carried out by (A. H. Dahou et al. 2023b), the performance of five

BERT models, including AraBERT, MARBERT, ARBERT, mBERT, and DziriBERT, was

assessed for Named Entity Recognition (NER) tasks in the Algerian dialect. The authors

developed the DzNER dataset, an Algerian dialect NER dataset, annotated by two native

Arabic speaker annotators who followed the same tagging guidelines. The dataset was compiled

from two sources: the Algerian Dialect Corpus (Touileb and Barnes 2021), which was built upon

the NArabizi treebank (Djamé Seddah et al. 2020), and data collected from Algerian Facebook

pages. The latter source comprised 1,462 phrases and 15,868 tokens, automatically extracted

from comments on Algerian Facebook pages.

In this analysis, we focus on comparing the performance of the DziriBERT model to that of other

Arabic-based models, specifically AraBERT v0.2-T, AraBERTv2, MARBERT, and ARBERT.

These models have been pretrained on a corpus that is 100 times larger than the one used for

DziriBERT. Table 5.6 presents the performance of DziriBERT on the DzNER dataset, which

contains Latin characters.

Specifically, in terms of precision (P), DziriBERT outperforms both AraBERT v0.2 and AraBERT

v0.2-T, with only a slightly lower score than ARBERT. This highlights DziriBERT’s capability

to accurately identify and classify entities in the Algerian dialect. Moreover, DziriBERT’s recall
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(R) surpasses those of the other BERT models, indicating its effectiveness in detecting relevant

entities without missing many true positives.

Finally, the F1 score, which represents the harmonic mean of precision and recall, demonstrates

that DziriBERT achieves a balanced performance between these two metrics. Although its F1

score is slightly lower than that of AraBERT v0.2, it outperforms AraBERT v0.2-T, ARBERT,

and MARBERT. This suggests that DziriBERT is well-suited for handling the intricacies of the

Algerian dialect and can serve as a strong choice for NER tasks in this specific context.

Table 5.6: Metrics Comparison for Different Arabic BERT Models on DzNER (A. H. Dahou
et al. 2023b)

Metrics AraBERT v0.2 AraBERT v0.2-T ARBERT MARBERT DziriBERT

P 0.692 0.663 0.720 0.670 0.680
R 0.616 0.566 0.529 0.520 0.593
F1 0.652 0.610 0.610 0.586 0.634

NERDz (Touileb 2022), is an extension of the NArabizi treebank (Touileb and Barnes 2021),

and is annotated using the IOB2 scheme for eight entity types: PER, GPE, ORG, NORP,

EVT, LOC, PROD, and MISC. NERDz comprises 1,566 annotated entities, from which 1,229

are in train, and 180 and 157 are in dev and test respectively. A study by (Touileb 2022) inves-

tigated the performance of DziriBERT on NERDz, a NER corpus of Algerian dialects written

on multiple scenarios, Algerian Arabic, Code-switching, and NArabizi.

Table 5.7: Strict entity type-level F1-score for the four most frequent entity types for the three
scripts NArabizi (NA), Alg-Arabic (Ar), and codeswitched (CS) in test (Touileb 2022)

NA Ar CS

PER 46.15 63.55 51.35
GPE 53.54 66.66 45.51
ORG 30.43 28.16 26.54
NORP 23.37 47.05 26.41

In Table 5.7, the performance of DziriBERT is evaluated in terms of strict entity type-level

F1-score for the four most frequent entity types in three different scripts: NArabizi (NA), Alg-

Arabic (Ar), and codeswitched (CS) (Touileb 2022). The table highlights the differences in

model performance across various entity types and scripts.
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The results indicate that DziriBERT performs best on the Alg-Arabic (Ar) script when identi-

fying the PER (person) and GPE (geopolitical entity) entity types, with F1-scores of 63.55 and

66.66, respectively. For the NArabizi (NA) script, the model achieves the highest performance

for the GPE entity type with an F1-score of 53.54, while the lowest performance is observed for

the NORP (nationality, religious, or political group) entity type with an F1-score of 23.37.

When handling codeswitched (CS) text, DziriBERT shows the best performance on the PER

entity type with an F1-score of 51.35, while it performs relatively poorly on the ORG (organi-

zation) and NORP entity types with F1-scores of 26.54 and 26.41, respectively.

Overall, table 5.7 provides valuable insights into the strengths and weaknesses of the DziriBERT

model when applied to different entity types and scripts. The varying performance across entity

types and scripts highlights the importance of considering both factors when developing and

evaluating named entity recognition models for multilingual and codeswitched text.

5.6 Limitations

While pre-training a mono-dialectal model may give better results and produce smaller models,

there are also important advantages to rely on multidialectal models. This includes the ability

to do cross-dialectal transfer when the labeled task data is only available for a small number of

dialects. We believe that choosing between mono-dialectal and multidialectal models is similar

to choosing between monolingual and multilingual ones and that the decision should be made

according to each specific need. However, we must note that Arabic dialects are similar to

each other (at least partially). Therefore, Arabic dialects should help each other when building

multidialectal models and the zero-shot cross-dialectal transfer should give decent results. That

being said, we still believe that DziriBERT fills a gap left by the current models in handling

Algerian text contents, especially when written with the Roman script.

The pre-training data used in this project comes from social media. Therefore, the Masked

Language Modeling objective may predict offensive words in some situations. Modeling these

kinds of words may be either an advantage (e.g. when training a hate speech model) or a dis-

advantage (e.g. when generating answers that are directly sent to the end-user). Depending on

your downstream task, developers may need to filter out such words, especially when returning

automatically generated text to the end user.
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5.7 Conclusion

The present chapter aims to elaborate on the pre-training and evaluation of DziriBERT, a

language model designed to address the challenges posed by the Algerian Dialect. In light of

the increasing interest in natural language processing tasks for non-standard languages, such as

Algerian Arabic, the need for appropriate models that are capable of capturing the specificities

and complexities of such languages has become pressing. Our research efforts have thus been

devoted to developing a model that can effectively handle the peculiarities of the Algerian

dialect, while outperforming existing models even when pre-trained on a comparatively smaller

corpus.

The purpose of this study is to promote the development of NLP applications for low-resource

dialects, particularly the Algerian Dialect. To facilitate this goal, we have made our pre-trained

DziriBERT model publicly available to the community, along with pre-trained versions for sen-

timent, emotion, and topic classification tasks. Our objective is to provide a valuable resource

to researchers and practitioners working in this field, with the aim of encouraging the advance-

ment of NLP capabilities for under-resourced dialects such as the Algerian Dialect.

In addition to sharing our pre-trained model, we suggest future research endeavors in compiling

and annotating more Algerian datasets for other NLP tasks, such as Named Entity Recognition

and Question Answering. These tasks are particularly relevant for practical applications in

industries such as e-commerce, social media, and news media, where effective processing of

named entities and accurate answering of questions is essential for improving user experience

and engagement.
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Chapter 6

Effective approaches for Arabic Text

Classification

Text classification emerged as one of the main applications of natural language processing tasks

such as topical analysis, sentiment analysis, and news classification where several deep learning

models, as well as multi-classifier systems, have been put forward. This challenge is even more

stressed when using low-resource languages. In this study, we present a detailed study of the

most recent advanced neural network models and pretrained language models applied for Arabic

news classification. We evaluated and compared the performance of 8 neural-network-based

models and proposed a new TransConvNet architecture that outperforms the most efficient

neural-network models. Additionally, we fine-tuned 5 large pretrained multi-lingual and Arabic

language models in both Multi-class and Multi-label text classification tasks. where the best

classifier achieves accuracy scores ranging from 93% to 98.55% on six popular Arabic text

classification benchmarks. Besides, a new large collected dataset that consists of 123,408 short

Arabic news headlines (ANHD) has also been released to the research community.

6.1 Introduction

In the era of Big Data and the democratization of communication tools, the size of electronic

documents has continued to increase at an unprecedented scale. Text classification, as the

task of assigning correct labels to text documents, becomes of paramount importance. This

importance is emphasized by the scope and the growing number of critical tasks that depend
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on the result of this classification. This includes, for example, news categorization (Einea

et al. 2019), spam filtering (Alsmadi et al. 2019), emotion and sentiment recognition from

user comments or reviews (Farha et al. 2021b; Al-Dabet, Tedmori, and AL-Smadi 2021), online

abuse/hate speech detection in social media platforms (R. Ali et al. 2022; Berrimi, Abdelouaheb

Moussaoui, Oussalah, et al. 2020b), among others.

Traditionally, text classification is seen as a machine learning (ML) problem where documents

are represented using their corresponding numerical feature vectors, e.g., Tf-idf, which are then

fed to a given classifier (e.g., support vector machine, linear regression) that utilizes some train-

ing sample to build the classifier model, which is, in turn, employed to predict the class label

of the inputted text document (See, e.g., (Feldman et al. 2006)). Since the last decade, Deep

Learning (DL) approaches have widely been acknowledged as the mainstream technology in

text classification task, and gradually substituted to traditional machine learning techniques.

Nevertheless, significant challenges still exist to devise efficient deep learning classification sys-

tems due to several inherent limitations observed in the state-of-the-art DL models. First, there

is a conceptual difference among document-label mappings where one distinguishes cases where

there is a sound intuitive mapping between a given document to a given category, while in

other cases, a document is rather genuinely found to be associated with more than one category

(multi-labels) (T. Wang et al. 2011). Indeed, often, long document bears multiple topics and

contexts, which renders the task of identifying a dominant overall context rather difficult to

impossible (Deng et al. 2021).

This clearly questions the quality of the training samples employed by DL models where each

document is uniquely assigned to one unique label. Second, the growing scale and size of the

unstructured generated textual data are becoming increasingly important; hence, extracting

relevant information from long and large documents becomes challenging and time-consuming.

Third, often, there is wide discrepancy in terms of documents employed in the training set and

those employed in testing phase, which challenges the generalization capability of any classifier

model. This discrepancy arises from the difference in document size, topic-focus, vocabulary

size, linguistics cues, style, proportion of noise, among others.

News documents are a particular case of electronic documents that are originated from online

news repositories or platforms that deliver updates about contemporary events or activities.
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News headlines are critical parts of the news articles written in a specific lexical choice (Napu

2018; Schulz 2008) that recapitulates the content of the (possibly long) news article.

Additionally, often, news headline attracts the reader’s attention to whether to continue reading

the whole article or not, due to its acknowledged role in shaping the user’s opinion about the

document content. Effective classification / categorization of news-headline documents would

assist the readers in a better recommendation according to their preferences and profiles. Nev-

ertheless, the growing number of sources and platforms renders the identification of number

and type of news category very difficult, especially with the increasing multilingual and noise

content of the news documents as well as data sparsity issues (Alsmadi et al. 2019), which calls

for further research on this issue.

This chapter focuses on classification of news headlines and news documents in Arabic language.

Especially, handling Arabic language bears extra difficulty due to its high orthographic ambi-

guity level (Kareem Darwish et al. 2020), rich morphology, (N. Habash 2019) dialectal variation

(Berrimi, Abdelouahab Moussaoui, et al. 2020), and the lack of reliable NLP resources (Kareem

Darwish et al. 2020).

Multiple studies have surveyed recent research applications in Arabic text classification such

as (El Rifai et al. 2021; Alzawaydeh et al. 2018; Mohammed et al. 2019; Elsayed et al. 2020).

Although these studies used classical ML models as well as deep models like LSTM, CNN, or

BiLSTM models, recent transformer architectures have not yet been investigated in the multi-

class and multi-label Arabic text classification tasks, and lack comparison with state-of-the-art

methods. For instance, it is still unknown which model best suits the long and short text

document classification paradigm and whether fine-tuning latest transformers-based models or

pretrained embedding models such as FastText (Tomas Mikolov, Grave, et al. 2018), word2vec

can outperform other neural net-based models.

In this chapter, we are interested in applying recent breakthroughs in deep learning in both

domains: neural network research and word representation research to Arabic text classifica-

tion tasks involving both short and long news articles. The objectives of this chapter are the

following:

• Comprehend the difference between long and short-length text document classification

problems for both multi-class and multi-label tasks in Arabic language.
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• Develop a new deep-learning model using most recent transformer architectures and test

its performance with respect to most effective baselines and pre-trained word embedding

models on long and short text datasets for both multi-class and multi-label text classifi-

cation tasks in Arabic language.

• Contribute to Arabic NLP community by new publicly available resources.

To achieve the aforementioned objectives, the following contributions have been made:

• We surveyed the state-of-the-art methods for Arabic text classification and presented a

concise literature review on the issue.

• We replicated and evaluated 13 DL models proposed for text classification on Arabic news

documents and news headlines classification.

• We proposed a new classification model based on the transformer model architecture that

outperforms previous SOTA neural networks-based models on (6) six benchmark datasets.

• We evaluated Arabic BERT-based models for Arabic text classification on multi-class

and multi-label domains on SANAD (a multi-class long-sentence news) dataset, NADIA

(a multi-label long-sentence news) dataset (Einea et al. 2019) and ANHD (a short multi-

class) dataset. Finally, we show the effectiveness of the pretrained contextual embeddings.

• We presented a new publicly available dataset of Arabic news headlines, called ANHD,

which contains 123,408 short headlines grouped into six balanced classes: technology,

health, politics, culture, sports, and economics.

• We studied different variations of the Transformer model architecture and compared their

performances to classical neural network models and pretrained contextual embeddings.

The research results present a promising breakthrough in deep learning applied to Arabic text

classification (ATC) and also have a direct impact on future research in ATC and in Arabic

NLP in general.

Section 2 presents the research methodology as well as the datasets for further training and

validating the models and finally the preprocessing phase.

Section 4 presents the experimental part of our research where several deep learning architectures

and fine-tuned Bert-based models are discussed.
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In Section 5, we report the classification performances of our experiments and then discuss the

results accordingly when using the various datasets.

Finally, Section 6 summarizes the research findings and concludes the effectiveness of the recent

DL models in Arabic Text classification.

6.2 Methodology

In this section, we describe the research methodology used to achieve our research objectives.

This research can be divided into two main directions:

1. Replicating, proposing, and training deep neural network-based models such as RNN-

based models, CNNs, and the transformer model architecture, as illustrated in Fig. 6.1.

2. Fine-tuning recent pretrained language models such as mBERT, AraBERT, and MARABERT.

The goal of this part of the research is to compare the performance of recent neural net-

work models using FastText embeddings with the fine-tuning of BERT-like models. as

illustrated in Fig. 6.3.

By following this methodology, we aim to provide a comprehensive comparison of different

approaches to text classification and to identify the strengths and limitations of each approach.

This will help us to understand the performance of different models on a variety of experiments

and datasets, and to identify the most effective approaches for different types of natural language

processing applications.

6.2.1 Neural-networks-based approaches

In this section, we summarize our deep neural networks-based approaches that have been pro-

posed in previous works. For these models’ architecture, the input embedding layer has FastText

embeddings (Tomas Mikolov, Grave, et al. 2018) weights. The models that we have considered

include LSTM, GRU, Bidirectional RNN, CNN and hybrid RNN-CNN models. All these models

have been previously discussed in chapter 3.

6.2.2 Proposed TransConvNet model

Due to the complex nature of the Arabic language, it is challenging to extract important features

from input sequences, particularly when dealing with long text documents. This is a problem
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Figure 6.1: Overall architecture of neutral-networks-based models experiments

that is commonly encountered in Arabic NLP tasks, such as those involving the SANAD and

NADIA datasets. To address this challenge, we propose a new classification model that is

designed to better handle the complexity of features in text documents in Arabic. Our model

is composed of the following components:”

Our proposed model is built by stacking encoders from the vanilla transformer. To determine the

number of encoders, we conduct multiple experiments and use the results from these experiments

to inform our decision, as shown in table 6.4. The output vectors from the encoders are fed into

a 1-dimensional convolutional neural network (CNN) layer that consists of 128 filters and uses

relu activation functions. This layer helps extract important hidden features from the vectorized

tokens. Our model combines the flexibility of the attention operations used in the encoder

level with the deep processing capabilities of the CNN building block, providing improved

performance over previous models.

Let X be a set of feature vectors of input tokens obtained from the Multi-head attention layers

of the encoder section of the transformer model. These feature vectors can be combined using

the following equation:

X1:n = x1 ⊕ x2 ⊕ ...⊕ xn (6.1)

where ⊕ denotes vector concatenation.

The convolution operations at this level use a set of filters k (128 in this case) to extract and

produce relevant features from a window of input features w. The resulting feature vectors can

be calculated using the following equation:

Fi = k(w • xi:i+h−1 + bias) (6.2)
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where h is the number of words convolved by the filter k.

To output the final feature vector, the 1D-CNN layer sums all possible feature vectors from

the convolved input vector (obtained by the set of operations performed by the Multi-headed

attention layers). This can be expressed as follows:

F = [f1, f2, ..., fn−h+1] (6.3)

Figure 6.2: Our TransConvNet model architecture

Table 6.1: The hyperparameters of our proposed TransConvNet model

Hyperparameter Value

Number of encoders 1,2,3,4,6
Number of Attention heads 2,4,6
Number of filters 128, 64

After the feature extraction process, the resulting feature vectors are passed as input to a
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multilayer perceptron (MLP) neural network. The MLP consists of multiple hidden layers of

neurons, each of which applies a rectified linear unit (ReLU) activation function to the weighted

sum of its inputs. This allows the network to learn a non-linear mapping from the input feature

vectors to the output classes or labels.

To prevent overfitting and improve the generalization performance of the MLP, a dropout layer

is applied between each pair of hidden layers. The dropout layer randomly sets a fraction of the

inputs to zero, forcing the network to learn redundant representations of the input data that

can be used to make accurate predictions even when some of the input features are missing.

Finally, the output of the last hidden layer is passed through a final activation layer that

applies a softmax function for multi-class classification tasks, or a sigmoid function for multilabel

classification tasks. The output of the activation layer is a probability distribution over the

possible classes or labels, which can be used to make predictions about the input data.

Figure 6.3: Pretrained language models experiments overall architecture

6.3 Experimental setup

In our experiments, we evaluate the performance of different deep learning models on six different

classification datasets. We use these datasets to compare the performance of the models using

different word embedding techniques and different hyperparameter settings. The experiments

were performed on an NVIDIA A100 GPU with 40 GB of RAM. This high-end hardware allows

us to run complex and computationally intensive experiments with ease.

6.3.1 Arabic text classification datasets

In order to assess the effectiveness of various deep learning models and word embeddings, we uti-

lized the SANAD and NADiA datasets, as previously mentioned in Section 2.5.6. Furthermore,

we also introduced two new datasets to complement our evaluation.
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Arabic News headlines dataset

We introduce a newly collected dataset for Arabic News Headlines (ANHD) in which a collection

of 123,408 short headlines belonging to six news categories namely: Technology, Health, Politics,

Culture, Sports, and Economics. The dataset was scraped from various Arabic news websites:

Alarabia 1, Echorok online 2, aitnews 3, bcc4, Ennahar 5, al-ghad 6 and masrawy 7. The dataset

is composed of 100k unique words, the average length of the headlines is 7 tokens, the maximum

length is 15 tokens, and more than 40k news headlines have less than 7 tokens, as illustrated in

Fig. 6.5

The ANHD dataset is made public for research use. Our dataset is well-defined and stan-

dardized, which makes it easy for other researchers to replicate our experiments and compare

their results to ours. This can help ensure the robustness and reproducibility of our findings.

Additionally, our dataset is the largest available dataset, to our knowledge, for short-text Ara-

bic data, which makes it useful for a wide range of research applications in Arabic short-text

classification.

Table 6.2 shows the number of headlines for each news category.

Table 6.2: Number of headlines per class in the ANHD dataset.

Class # of headlines

Politics 19610
Medical 20956
Technology 22856
Culture 19436
Sports 19851
Economics 20699

The collection process was the following: We selected multiple Arabic news websites and scraped

all news headlines of each category by visiting each page on the website’s sections (Technology,

Medical, Politics, Culture, Sports, and Economics) from December 2020 until the very first page

on each website. However, we noticed that some categories (Technology, Health, Culture) had

fewer data, so we selected additional online news media that fit our selection criteria. We only

1www.Alarabia.com
2www.echoroukonline.com
3www.aitnews.com
4www.bcc.com/arabic
5www.ennaharonline.com/
6www.alghad.tv/
7www.masrawy.com/
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selected subsections of the already scraped sections to avoid duplication and redundancy. For

example, in the Sports category, we collected news headlines for international sports news from

Alarabia and premier league news headlines from Echoroukonline. We applied this process to

the rest of the categories to ensure a balanced dataset.

SANAD-ALL

In this study, we performed long multi-class text classification experiments using the SANAD-

ALL dataset, which is a revised and expanded version of the original SANAD dataset. The

original SANAD dataset consists of three subsets of Arabic news collected from three online

news portals: Alarabia8, Khalij9, and Akhbarona10. Our experiments used all three of these

subsets, as well as the expanded SANAD-ALL dataset, which combines them into a single

comprehensive dataset. The size and class distribution of each of these datasets are shown in

Table 6.3 and Fig. 2.4, respectively. The average length of the news articles in the SANAD

datasets is 260 tokens.

As shown in Fig. 6.4, the ANHD and SANAD-ALL datasets are the largest in size. Additionally,

the imbalanced class distribution in the Akhbarona and Arabia datasets is evident, which could

potentially impact the performance of deep learning models trained on these datasets.

Table 6.3: Number of headlines in each dataset for training, validation, and total.

SANAD NADIA ANHD Alarabia Khalij Akhbarona

Train 144,921 28,332 112,355 15,754 36,400 56,724
Validation 36,231 7,084 11,053 6,3014 9,100 14,182

Total 181,152 35,416 123,408 78,768 45,500 70,906

6.3.2 Hyperparameter tuning

Table 6.4 summarizes the hyperparameters of the different models that we evaluated in our

experiments. These hyperparameters include the number of layers, the number of parameters,

and the pretraining tasks used to train the models. We carefully selected these values through

a process of experimentation and optimization, in which we conducted multiple iterations to

determine the settings that would lead to the best performance. As a result, the values in Table

6.4 represent the optimal settings that we found for each model.

8https://www.Alarabia.com
9https://www.akhbar-alkhaleej.com

10https://www.akhbarona.com

134



Chapter 6. Effective approaches for Arabic Text Classification 6.4. Results and Discussion

Figure 6.4: Class distribution of the multi-class datasets.

Table 6.4: Models’ hyperparameters

Classifier Reccurent dropout Hidden units Dropout rate N° filters Filter size Attention heads

LSTM 0.5 250 0.5 - - -
GRU 0.5 250 0.5 - - -
BiLSTM 0.5 250 0.5 - - -
BiGRU 0.5 250 0.5 - - -
C-BiLSTM 0.5 250 0.5 128 5 -
C-BiGRU 0.5 250 0.5 128 5 -
CNN - - 0.1 128 5 -
Vanilla-Transformer - - 0.1 - - 4
Transf-CNN - - 0.5 128 5 4

6.4 Results and Discussion

In this section, we report the experimental results of the aforementioned deep learning mod-

els. In order to determine which model is suitable for both multi-class and multi-label text

classification tasks, we trained and fine-tuned a total of 13 different models on 6 classification

datasets. The results of the experiments are shown in Tables 6.5 and 6.6, which include the

values of accuracy, F1-score, and precision for the three datasets. The top values are in bold

text.

As shown in the tables, the proposed TransConvNet model demonstrated the highest classifica-

tion performance among the neural network models. The specific characteristic of our proposed

model helped in the extraction of hidden features, leading to improved performance compared
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Figure 6.5: Headlines length (number of tokens per headline) distribution in the collected ANHD
dataset.

Table 6.5: Classification Results on the ANHD, SANAD-ALL and NADIA datasets

ANHD SANAD-ALL NADiA

Model Acc AvgF1 AvgPrec Acc AvgF1 AvgPrec Acc AvgF1 AvgPrec

LSTM 91.33 91.32 91.4 92.41 92.45 92.11 86.25 57.79 79.21
GRU 91.45 91.1 91.23 92.36 92.86 93.01 88.54 78.29 60.34
BiLSTM 91.95 92.01 92.98 93.33 93.00 93.09 89.07 66.10 82.12
BiGRU 91.79 91.96 93.03 92.91 93.04 93.07 88.78 57.20 79.54
CNN 92.02 92.07 93.53 93.25 93.17 93.10 83.84 64.14 78.41
C-BiGRU 92.67 92.34 93.26 93.43 93.48 93.76 86.05 55.55 76.13
C-BiLSTM 91.93 92.07 93.12 93.42 93.42 93.41 88.07 64.84 81.02
Vanila-Transformer 93.99 94.12 94.10 94.11 94.32 94.50 92.52 92.13 91.67
TransConvNet 94.27 94.41 94.75 94.29 94.51 94.72 92.74 92.37 92.64

AraBERT 97.72 93.5 93.63 97.10 97.21 97.09 93.28 93.32 93.17
ARBERT 97.97 98.20 98.38 96.74 97.41 97.02 93.53 93.14 93.43
MARBERT 97.10 97.21 97.54 97.38 97.18 97.39 93.41 93.06 93.12
mBERT 89.27 79.10 79.04 95.56 94.07 95.00 84.01 84.34 83.51
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Table 6.6: Classification results on 3 subsets of SANAD

Arabia akhbar Khalij

Acc AvgF1 AvgPrec Acc AvgF1 AvgPrec Acc AvgF1 AvgPrec

LSTM 96.47 96.55 97.14 91.29 91.34 91.41 93.41 93.45 94.09
GRU 96.52 96.53 96.82 91.45 91.33 91.11 92.85 92.86 92.86
BiLSTM 96.57 96.60 97.16 91.05 91.18 91.19 93.38 93.41 94.09
BiGRU 96.77 96.79 96.99 90.95 90.98 91.01 92.91 92.93 93.71
CNN 96.41 96.37 97.11 91.35 92.02 92.18 93.25 93.24 94.09
C-BiLSTM 96.57 96.53 96.84 91.53 91.24 91.15 93.40 93.41 94.01
C-BiGRU 96.44 96.41 96.75 91.45 91.11 91.03 93.42 93.42 94.01
Vanila-Transformer 96.98 97.04 97.10 91.82 92.08 92.00 94.10 94.13 94.10
TransConvNet 97.19 97.32 97.27 92.14 92.19 92.61 96.55 96.23 96.45

AraBERT 98.48 98.35 98.59 95.40 95.19 95.31 98.58 98.09 98.13
ARBERT 98.55 98.12 98.10 97.04 96.42 97.27 98.79 98.11 98.13
MARBERT 98.05 96.10 97.04 95.17 95.12 96.19 98.15 98.36 98.10
mBERT 92.19 92.09 92.24 88.55 88.09 88.10 92.34 92.12 92.22

to other neural network models. These results indicate that the TransConvNet model is effective

for this task and could be a valuable tool for future research in Arabic short-text and long-text

classification.

However, all of the Arabic pretrained models outperformed the neural network models, with

the pretrained ARBERT model achieving the best performance on all of the different datasets.

This suggests that pretrained contextual word embeddings (BERT-based models) are the most

effective approach for text classification tasks in Arabic. Furthermore, the more pretraining a

model has, the better it performs when fine-tuned for downstream tasks. In particular, the use

of context-dependent embeddings, such as those used in BERT-based models, tends to produce

better results compared to FastText embeddings, which are not context-dependent. Addition-

ally, Arabic BERT-based models trained exclusively on Arabic text corpora outperformed the

larger mBERT model, which is trained on a mixture of languages, indicating that models trained

on more specialized data can be more effective for specific tasks. The performance gap between

the Arabic BERT model and the multilingual BERT model indicates that these pretrained lan-

guage models yield better performance when they are trained on a large amount of data that

is specific to the language they are being used for. This highlights the importance of having

high-quality, domain-specific training data in order to achieve optimal performance with these

models.

The proposed model’s training time was found to be longer for long-text classification exper-

iments compared to headline classification tasks. This is due to the increased computational

137



6.4. Results and Discussion Chapter 6. Effective approaches for Arabic Text Classification

demands of the Self-attention layer in the long-text classification setting. In a long-text clas-

sification experiment, the Self-attention layer needs to calculate the attention weights of each

word in relation to the rest of the words in the sentence, which results in a larger number of

calculations that need to be performed. This increase in computational complexity leads to

a longer training time for the model. In contrast, in a headline classification experiment, the

Self-attention layer only needs to calculate the attention weights for a smaller number of words,

as the text is shorter and typically consists of a single sentence or phrase. As a result, the

training time for the Transformer model is shorter in this case.

Fine-tuning large pretrained language models leads to better performance compared to neural

network (NN) models, due to the amount of pretraining data available to the models. For

example, the ARBERT model is pretrained on 100 GB of Arabic text, while the FastText model

is pretrained on less than 1 GB of text. Additionally, the BERT-based models have a larger

number of parameters (e.g. MARBERT has over 160M parameters) compared to the proposed

TransConvNet model (3M parameters), which allows them to capture more information from

the input data and improve their performance. Furthermore, the word-tokenization technique

used in BERT-based models is able to cover unseen tokens in the training data and assign

contextual vectors, which is difficult for other types of embeddings to do. This contributes to

the improved performance of these models on Arabic text classification tasks.

Additionally, it is observed that all of the models perform poorly in multi-label experiments

(MLE) compared to multi-class experiments. This is likely due to the fact that the ground-truth

labels in MLE are often correlated and not equally unpredictable, which can make it difficult for

classifiers to accurately predict the labels in these cases. Therefore, it is important to carefully

consider the specific challenges and limitations of each classification task when selecting and

training a model.

6.4.1 Statistical evaluation

We conducted a statistical test (t-test) to determine whether the superior performance of our

model on the three datasets (SANAD, ANHD, and NADiA) was statistically significant. The

null hypothesis of the test assumed that the means of the two populations (our model and the

second-ranked model) were equal. By comparing the results of the two populations through

randomization of the training samples, we found that the null hypothesis was rejected with a
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p < 0.0001 in all cases, indicating that the superiority of our model was statistically significant.

Table 6.7: Statistical test on the performance of the proposed TransConvNet model.

Dataset ANHD SANAD NADiA

T-test Pvalue T-test Pvalue T-test Pvalue

Test Result 80.13 < 0.001 85.63 < 0.001 88.32 < 0.001

6.4.2 Error Analysis

Despite the challenges imposed by short-text data, our proposed TransConvNet model achieved

good results in accurately classifying headlines. However, we observed that some of the misclas-

sified headlines were even difficult for the authors to determine the correct class. For example,

in the culture headlines that were confused with economics, such as ”(Organizing the Cultural

Economy Forum next November)” and ”(concerts to revive the economic scene in the country)”,

the model may have struggled to differentiate between these two classes. Additionally, head-

lines that mentioned popular celebrities being infected with a virus or getting injured, such as

”( a Footballer player tested positive for coronavirus COVID-19 disease )”, were often classified

as health-related news, when the ground-truth label is sports. These examples highlight the

complexity of the classification task and the need for robust models that can handle such am-

biguities. Overall, our findings suggest that the proposed TransConvNet model is a promising

approach for classifying short-text data, but further improvements may be necessary to achieve

more accurate results in certain cases.

6.5 Conclusion

In this chapter, we present a comprehensive comparative study of effective deep learning models

for Arabic text classification for both short and long documents in multi-class and multi-label

scenarios. A total of 13 deep learning models were put into experimental evaluation on 6 large

datasets to determine which model is best suitable for these tasks. We contribute to this matter,

by proposing a new TransConvNet model that showed promising results across all experiments.

Additionally, we present to the research community the largest, to our knowledge, Arabic text

dataset for short-text domains.

Our experimental results reveal that fine-tuning BERT-based models, that was pretrained on
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large Arabic text corpora outperform all neural-based model by a significant margin. Moreover,

using long text sequences in model training can increase the complexity of the model and result

in longer training times, in contrast to using short text data.

The complex nature of the Arabic language necessitates the use of deep and complex mod-

els to achieve high performance. This superior performance is likely due to the bidirectional

structure of BERT models, contextual embeddings, and their tokenization technique to cover

and represent unseen tokens while training. We hope that the release of our short-text dataset

will help to advance the state of the art in text classification for Arabic data. Overall, our

work contributes to the growing knowledge on Arabic text classification and provides a valuable

resource for researchers in this field.
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Conclusions

This PhD thesis addresses multiple research problems with different NLP applications, by cre-

ating new resources and developing novel effective deep learning models for Arabic language

understanding and generation, using speech and text data in both MSA and dialectal Ara-

bic. The research objectives were to contribute to the Arabic NLP research community by

studying cutting-edge deep learning models and proposing methods that are tailored to Arabic

language-specific characteristics.

Throughout the thesis, various NLP applications were studied, including sentiment analysis,

hate speech detection in both Arabic speech and text corpora, Arabic speech emotion recogni-

tion, Arabic dialects identification, a new pretrained language model for the Algerian dialect,

and Arabic news document classification. After analyzing the nature and complexity of the

Arabic text and speech, it was necessary to use complex and specific models to achieve high

performance across these applications. The Thesis is divided into five chapters, where each

chapter discusses our contributions to a specific NLP application. In the first chapter, we

present a nutshell of the SOTA deep learning models, as well as word representation techniques

and current Arabic language models.

The first contribution of this thesis focuses on the analysis of text and speech in three distinct

domains: Arabic sentiment analysis, hate speech detection, and speech emotion recognition.

First, we introduce a novel neural network architecture for sentiment analysis and evaluate its

performance on three different sentiment analysis datasets, where we demonstrate the superior

performance of our methodology towards solving ASA compared to existing models. Secondly,

we present our initial research efforts toward effective emotion recognition in Algerian dialect

speech, in which we collect and annotate a new SER dataset from Algerian TV shows, and

evaluated multiple classification models. Our SER methodology suggests that using a hybrid
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LSTM-CNN model tends to achieve remarkable emotion detection performance and opens new

application opportunities for the automation of emotion analysis through speech records in the

Algerian dialect. Finally, we delve into the examination of potential risks and consequences

associated with various forms of inappropriate speech, such as hate speech, abuse, bullying,

and curse speech, across multiple dialects. Our investigation encompasses the identification and

analysis of these speech categories in Modern Standard Arabic (MSA), Tunisian, Libyan, Saudi,

and Khaliji dialects.

To address this issue, we propose a novel approach that combines a bidirectional LSTM-based

model with a soft attention mechanism layer. Our methodology showcases remarkable perfor-

mance improvements compared to previous works across multiple datasets, including those in

MSA, Tunisian, Libyan, Saudi, and Khaliji dialects. Furthermore, recognizing the importance

of covering the Algerian dialect, we present a comprehensive dataset collected from diverse

online sources. This dataset is meticulously labeled to specifically address the detection of

hate speech in the Algerian dialect, contributing to a more holistic understanding of the issue.

Our proposed approaches for the aforementioned contributions yield remarkable performance

achieving an accuracy of up to 96.29% in ASA, 93.34% in SER, and 97.47% in inappropriate

speech detection.

The second contribution concentrates on the significance of Arabic dialect identification, and

its potential uses for various commercial systems. We thoroughly examine the identification

process for different Arabic dialects, using a carefully collected dataset tailored explicitly for the

Maghrebi dialect. Additionally, we leverage existing datasets and employ diverse classification

models, including classical machine learning models, deep learning architectures, and BERT-

based models. Our findings demonstrate that BERT models outperform other classification

techniques. This superiority can be attributed to the large pretraining corpus size and the

effective word representation capabilities of the BERT models. Utilizing BERT enables more

accurate and robust identification of Arabic dialects. The results obtained for Maghreb dialect

identification tasks demonstrate a high identification accuracy of 97.93%.

In our third contribution, we highlight our methodology towards pretraining a new language

model which we name DziriBERT that we pretrained on a large collected corpus of Algerian

dialect composed of 3.3M sentences scraped from online social media platforms. The specific

nature of the Algerian dialect and its various spoken forms on social media platforms using
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Arabic and Arabizi text format pose significant challenges even for large-scale Arabic-BERT

models.

To solve these challenges and advance the research applications in Algerian NLP, we pre-train

DziriBERT using masked language modeling and adopted a BERT-like architecture on large

cloud GPUs. The obtained results show that pre-training a dedicated model on a small dataset

(450 MB) can outperform existing models that have been trained on much more data (hundreds

of GB) across various NLP tasks in the Algerian dialect, including sentiment analysis, text

classification, hate speech detection, and named entity recognition.

In our last and final contribution, we delve into the domain of Arabic news document classifica-

tion from multiple perspectives. We address both long and short news document classification

scenarios, considering both multi-class and multi-label text classification tasks. A significant

portion of our research efforts focused on the collection of a substantial dataset specifically

tailored for short texts in Arabic. Additionally, we introduce a novel transformer-based model

called TransConvNet. Through extensive classification experiments, we evaluate the perfor-

mance of various models, including neural-net models and BERT-based models. Our proposed

TransConvNet model demonstrates superior performance compared to neural-net models across

six Arabic classification datasets. However, it is worth noting that BERT models remain the

top-performing models in this domain. Our research contributes to advancing Arabic news

document classification by introducing a new model, exploring different classification scenarios,

and providing insights into the performance of various models. These findings further our un-

derstanding of effective approaches for Arabic news document classification and pave the way

for future advancements in this field.

Our experiments showed that contextual BERT embedding models, with their bidirectional

structure, and tokenization technique, were the most effective models for Arabic language un-

derstanding and generation. Additionally, our curated datasets for hate speech detection, dialect

identification, text classification, and language model pretraining have significantly contributed

to the performance of the models

In summary, this PhD has contributed significantly to the field of Arabic NLP by proposing

novel deep learning models, studying various NLP applications, and releasing new datasets. We

believe that the findings of the research presented in this thesis will have practical implications

for many applications, including social media analysis, document classification, and language
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understanding. It is hoped that this work will inspire further research in this field and help

researchers develop more efficient and effective NLP models for Arabic language understanding

and generation.
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Javier Ortiz, Sagot, Benoıt, and Srivastava, Abhishek (2020). “Building a User-Generated

Content North-African Arabizi Treebank: Tackling Hell”. In: Proceedings of the 58th Annual

Meeting of the Association for Computational Linguistics, pp. 1139–1150. url: https://

aclanthology.org/2020.acl-main.107/.

Shahin, I., Nassif, A. B., and Hamsa, S. (2019). “Emotion Recognition Using Hybrid Gaussian

Mixture Model and Deep Neural Network”. In: IEEE Access 7, pp. 26777–26787. doi: 10.

1109/access.2019.2901352.

Shen, P., Changjun, Z., and Chen, X. (2011). “Automatic speech emotion recognition using

support vector machine”. In: Proceedings of 2011 International Conference on Electronic &

Mechanical Engineering and Information Technology. Vol. 2, pp. 621–625.

Shon, Suwon, Ali, Ahmed, Samih, Younes, Mubarak, Hamdy, and Glass, James (2020). “ADI17:

A Fine-Grained Arabic Dialect Identification Dataset”. In: ICASSP 2020 - 2020 IEEE Inter-

national Conference on Acoustics, Speech and Signal Processing (ICASSP), pp. 8244–8248.

doi: 10.1109/ICASSP40776.2020.9052982.

Soumeur, Assia, Mokdadi, Mheni, Guessoum, Ahmed, and Daoud, Amina (2018). “Sentiment

analysis of users on social networks: overcoming the challenge of the loose usages of the

Algerian Dialect”. In: Procedia computer science 142, pp. 26–37.

167

https://aclanthology.org/2020.acl-main.107/
https://aclanthology.org/2020.acl-main.107/
https://doi.org/10.1109/access.2019.2901352
https://doi.org/10.1109/access.2019.2901352
https://doi.org/10.1109/ICASSP40776.2020.9052982


REFERENCES REFERENCES

Srivastava, Nitish, Hinton, Geoffrey, Krizhevsky, Alex, Sutskever, Ilya, and Salakhutdinov, Rus-

lan (2014). “Dropout: a simple way to prevent neural networks from overfitting”. In: The

journal of machine learning research 15.1, pp. 1929–1958.

Sun, Chen, Shrivastava, Abhinav, Singh, Saurabh, and Gupta, Abhinav (2017). “Revisiting

unreasonable effectiveness of data in deep learning era”. In: Proceedings of the IEEE inter-

national conference on computer vision, pp. 843–852.

Talafha, Bashar, Ali, Mohammad, Za’ter, Muhy Eddin, Seelawi, Haitham, Tuffaha, Ibraheem,

Samir, Mostafa, Farhan, Wael, and Al-Natsheh, Hussein (Dec. 2020). “Multi-dialect Arabic

BERT for Country-level Dialect Identification”. In: Proceedings of the Fifth Arabic Natural

Language Processing Workshop. Barcelona, Spain (Online): Association for Computational

Linguistics, pp. 111–118. url: https://www.aclweb.org/anthology/2020.wanlp-1.10.

Tobaili, T (Aug. 2016). “Arabizi identification in twitter data”. In: Proceedings of the ACL 2016

Student Research Workshop, pp. 51–57.

Torfi, Amirsina, Shirvani, Rouzbeh A, Keneshloo, Yaser, Tavaf, Nader, and Fox, Edward A

(2020). “Natural language processing advancements by deep learning: A survey”. In: arXiv

preprint arXiv:2003.01200.

Touileb, Samia (Nov. 2022). “NERDz: A Preliminary Dataset of Named Entities for Algerian”.

In: Proceedings of the 2nd Conference of the Asia-Pacific Chapter of the Association for

Computational Linguistics and the 12th International Joint Conference on Natural Language

Processing (Volume 2: Short Papers). Online only: Association for Computational Linguistics,

pp. 95–101. url: https://aclanthology.org/2022.aacl-short.13.

Touileb, Samia and Barnes, Jeremy (2021). “The interplay between language similarity and

script on a novel multi-layer Algerian dialect corpus”. In: Findings of the Association for Com-

putational Linguistics: ACL-IJCNLP 2021, pp. 3700–3712. url: https://aclanthology.

org/2021.findings-acl.324/.

Vaswani, Ashish, Shazeer, Noam, Parmar, Niki, Uszkoreit, Jakob, Jones, Llion, Gomez, Aidan N,

Kaiser, ukasz, and Polosukhin, Illia (2017a). “Attention is All you Need”. In: Advances in Neu-

ral Information Processing Systems. Ed. by I. Guyon, U. Von Luxburg, S. Bengio, H. Wallach,

168

https://www.aclweb.org/anthology/2020.wanlp-1.10
https://aclanthology.org/2022.aacl-short.13
https://aclanthology.org/2021.findings-acl.324/
https://aclanthology.org/2021.findings-acl.324/


REFERENCES REFERENCES

R. Fergus, S. Vishwanathan, and R. Garnett. Vol. 30. Curran Associates, Inc. url: https://

proceedings.neurips.cc/paper_files/paper/2017/file/3f5ee243547dee91fbd053c1c4a845aa-

Paper.pdf.

– (2017b). “Attention is All you Need”. In: Advances in Neural Information Processing Systems

(NeurIPS). Ed. by Guyon et al. Vol. 30. url: https://proceedings.neurips.cc/paper/

2017/file/3f5ee243547dee91fbd053c1c4a845aa-Paper.pdf.

Vilalta, R. and Drissi., Y. (2002). “A perspective view and survey of meta-learning”. In: Artificial

Intelligence Review 18(2), pp. 77–95.

Wang, T.Y. and Chiang, H.M. (2011). “Solving multi- label text categorization problem us-

ing support vector machine approach with membership function”. In: Neurocomputing 74,

pp. 3692–3689.

Wolf, Thomas, Debut, Lysandre, Sanh, Victor, Chaumond, Julien, Delangue, Clement, Moi,

Anthony, Cistac, Pierric, Rault, Tim, Louf, Remi, Funtowicz, Morgan, Davison, Joe, Shleifer,

Sam, Platen, Patrick von, Ma, Clara, Jernite, Yacine, Plu, Julien, Xu, Canwen, Le Scao,

Teven, Gugger, Sylvain, Drame, Mariama, Lhoest, Quentin, and Rush, Alexander (Oct. 2020).

“Transformers: State-of-the-Art Natural Language Processing”. In: Proceedings of the 2020

Conference on Empirical Methods in Natural Language Processing: System Demonstrations.

Online, pp. 38–45. doi: 10.18653/v1/2020.emnlp-demos.6. url: https://www.aclweb.

org/anthology/2020.emnlp-demos.6.

Wu, Yonghui, Schuster, Mike, Chen, Zhifeng, Le, Quoc V, Norouzi, Mohammad, Macherey,

Wolfgang, Krikun, Maxim, Cao, Yuan, Gao, Qin, Macherey, Klaus, et al. (2016). “Google’s

neural machine translation system: Bridging the gap between human and machine transla-

tion”. In: arXiv preprint arXiv:1609.08144. url: https://arxiv.org/abs/1609.08144.

Xu, Hu, Liu, Bing, Shu, Lei, and Yu, Philip (June 2019). “BERT Post-Training for Review

Reading Comprehension and Aspect-based Sentiment Analysis”. In: Proceedings of the 2019

Conference of the North American Chapter of the Association for Computational Linguistics:

Human Language Technologies, Volume 1 (Long and Short Papers). Minneapolis, Minnesota:

Association for Computational Linguistics, pp. 2324–2335. doi: 10.18653/v1/N19-1242.

url: https://aclanthology.org/N19-1242.

169

https://proceedings.neurips.cc/paper_files/paper/2017/file/3f5ee243547dee91fbd053c1c4a845aa-Paper.pdf
https://proceedings.neurips.cc/paper_files/paper/2017/file/3f5ee243547dee91fbd053c1c4a845aa-Paper.pdf
https://proceedings.neurips.cc/paper_files/paper/2017/file/3f5ee243547dee91fbd053c1c4a845aa-Paper.pdf
https://proceedings.neurips.cc/paper/2017/file/3f5ee243547dee91fbd053c1c4a845aa-Paper.pdf
https://proceedings.neurips.cc/paper/2017/file/3f5ee243547dee91fbd053c1c4a845aa-Paper.pdf
https://doi.org/10.18653/v1/2020.emnlp-demos.6
https://www.aclweb.org/anthology/2020.emnlp-demos.6
https://www.aclweb.org/anthology/2020.emnlp-demos.6
https://arxiv.org/abs/1609.08144
https://doi.org/10.18653/v1/N19-1242
https://aclanthology.org/N19-1242


REFERENCES REFERENCES

Y.Hifny and A.Ali (May 2019). “Efficient arabic emotion recognition using deep neural net-

works”. In: ICASSP 2019-2019 IEEE International Conference on Acoustics, Speech and

Signal Processing (ICASSP), pp. 6710–6714.

Y.Li, T.Zhao, and T.Kawahara (Sept. 2019). “Improved end-to-end speech emotion recognition

using self attention mechanism and multitask learning”. In: Interspeech, pp. 2803–2807.

Yahia Cherif, Raoudha, Moussaoui, Abdelouahab, Frahta, Nabila, and Berrimi, Mohamed (2021).

“Effective speech emotion recognition using deep learning approaches for Algerian dialect”.

In: 2021 International Conference of Women in Data Science at Taif University (WiDSTaif).

IEEE, pp. 1–6.

Yang, Zhilin, Dai, Zihang, Yang, Yiming, Carbonell, Jaime, Salakhutdinov, Russ R, and Le,

Quoc V (2019). “Xlnet: Generalized autoregressive pretraining for language understanding”.

In: Advances in neural information processing systems 32.

Yang, Zichao, Yang, Diyi, Dyer, Chris, He, Xiaodong, Smola, Alex, and Hovy, Eduard (2016).

“Hierarchical attention networks for document classification”. In: Proceedings of the 2016

conference of the North American chapter of the association for computational linguistics:

human language technologies, pp. 1480–1489.

Ykhlef, Fay., Derbal, A., Benzaba, W., Boutaleb, R., Bouchaffra, D., Meraoubi, H., and Ykhlef,

Far. (2019). “Towards Building an Emotional Speech Corpus of Algerian Dialect: Criteria and

Preliminary Assessment Results”. In: 2019 International Conference on Advanced Electrical

Engineering (ICAEE), pp. 1–6. doi: 10.1109/ICAEE47123.2019.9014808.

Younes, Jihene, Souissi, Emna, Achour, Hadhemi, and Ferchichi, Ahmed (2020). “Language re-

sources for Maghrebi Arabic dialects’ NLP: a survey”. In: Language Resources and Evaluation

54.4, pp. 1079–1142. url: https://link.springer.com/article/10.1007/s10579-020-

09490-9.

Yuan, Ye, Xun, Guangxu, Suo, Qiuling, Jia, Kebin, and Zhang, Aidong (2017). “Wave2vec:

Learning deep representations for biosignals”. In: 2017 IEEE International Conference on

Data Mining (ICDM). IEEE, pp. 1159–1164.

170

https://doi.org/10.1109/ICAEE47123.2019.9014808
https://link.springer.com/article/10.1007/s10579-020-09490-9
https://link.springer.com/article/10.1007/s10579-020-09490-9


REFERENCES REFERENCES

Zaidan, Omar F. and Callison-Burch, Chris (Mar. 2014). “Arabic Dialect Identification”. In:

Computational Linguistics 40.1, pp. 171–202. doi: 10.1162/COLI_a_00169. url: https:

//aclanthology.org/J14-1006.

Zantout, R., Klaylat, S., Hamandi, L., and Osman, Z. (Mar. 2019). “Ensemble Models for

Enhancement of an Arabic Speech Emotion Recognition System”. In: Future of Information

and Communication Conference, pp. 174–187.

Zeng, Jichuan, Li, Jing, Song, Yan, Gao, Cuiyun, Lyu, Michael R, and King, Irwin (2018).

“Topic memory networks for short text classification”. In: arXiv preprint arXiv:1809.03664.

Zhan, Justin and Dahal, Binay (2017). “Using deep learning for short text understanding”. In:

Journal of Big Data 4.1, p. 34.

Zhang, Lei, Ghosh, Riddhiman, Dekhil, Mohamed, Hsu, Meichun, and Liu, Bing (Jan. 2011).

“Combining Lexicon-based and Learning-based Methods for Twitter Sentiment Analysis”. In:

HP Laboratories, Report No: HPL-2011-89, 2011, pp. 1–8.

Zhao, J., Mao, X., and Chen, L. (2019). “Speech emotion recognition using deep 1D & 2D CNN

LSTM networks”. In: Biomedical Signal Processing and Control 47, pp. 312–323.

Zhou, Peng, Shi, Wei, Tian, Jun, Qi, Zhenyu, Li, Bingchen, Hao, Hongwei, and Xu, Bo (Aug.

2016). “Attention-Based Bidirectional Long Short-Term Memory Networks for Relation Clas-

sification”. In: Proceedings of the 54th Annual Meeting of the Association for Computational

Linguistics (Volume 2: Short Papers). Berlin, Germany: Association for Computational Lin-

guistics, pp. 207–212. doi: 10.18653/v1/P16-2034. url: https://aclanthology.org/P16-

2034.

171

https://doi.org/10.1162/COLI_a_00169
https://aclanthology.org/J14-1006
https://aclanthology.org/J14-1006
https://doi.org/10.18653/v1/P16-2034
https://aclanthology.org/P16-2034
https://aclanthology.org/P16-2034

	Introduction
	Context and Motivation
	Research Contributions
	Arabic text and speech analysis
	Arabic dialect identification: Challenges and Approaches
	Developing DziriBERT: A Pretrained Language Model for Algerian Dialect
	Arabic document classification

	Statement of personal contribution
	Role in Research: Challenges, Achievements, and Lessons
	Thesis organization
	Chapter 2: Background, SOTA, and related works
	Chapter 3: Arabic text and speech analysis
	Chapter 4: Arabic dialect identification
	Chapter 5: DziriBERT: a Pretrained language model for Algerian dialect
	Chapter 6: Effective deep learning models for Arabic text classification

	Publications
	International Journals
	International Conferences 


	Background
	Arabic language in NLP, background and challenges
	Theoretical background: a systematic overview
	Data engineering and quality assurance
	Machine learning
	Logistic Regression
	Support Vector Machines

	Deep Learning
	LSTM
	GRU
	Convolutional neural networks
	Attention Mechanism
	Transformer model architecture

	Word representations
	Handcrafted features
	Word2vec
	GloVe
	FastText embeddings
	Contextual embeddings and Transfer learning

	Related works
	Related works in Arabic sentiment analysis
	Related works in Arabic offensive speech detection
	Related works in Arabic Emotion Speech Recognition
	Related Works in Arabic Dialect Identification
	Related works in Arabic Language Models
	Related works in Text Classification

	Conclusion

	Arabic text and speech analysis
	Arabic Sentiment Analysis
	Introduction
	Proposed system
	Experimentation
	Results
	Statistical evaluation
	Discussions and Implications
	Conclusion

	SER for Algerian Dialect
	Introduction
	Methodology
	Baseline models
	Proposed DeepEmoNet model
	Experiments and results
	Discussion
	Conclusion and future work

	Inappropriate speech detection in Arabic text
	Introduction
	Datasets
	Proposed models
	E-LSoA: An Efficient LSTM-based model
	Experiments and results
	Hate speech detection in Algerian dialect
	Conclusion

	Chapter conclusion

	Arabic dialect identification
	Introduction
	Methodology
	Dataset
	Data Preparation

	ML-based model for Arabic DI
	Neural network-based models Arabic for DI
	Model Architectures
	Training and Evaluation

	Bert-based models for Arabic DI
	Experiments and results
	Discussion
	Conclusion and future work

	DziriBERT
	Introduction
	DziriBERT: an Algerian Language Model
	Training Data
	Language Modeling

	Evaluation of DziriBERT
	Twifil
	Narabizi
	Twifil

	Discussion
	DziriBERT for Named Entity Recognition
	Limitations
	Conclusion

	Effective approaches for Arabic Text Classification
	Introduction
	Methodology
	Neural-networks-based approaches
	Proposed TransConvNet model

	Experimental setup
	Arabic text classification datasets
	Hyperparameter tuning

	Results and Discussion
	Statistical evaluation
	Error Analysis

	Conclusion

	References

