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GENERAL INTRODUCTION

With the massive growth of smart devices and the rapid progress of wireless commu-

nication technologies, the internet of things (IoT) witnesses a significant evolution and

received the attention of both industrial and academic fields during the last decades. Un-

doubtedly, the main strength of the IoT technology is its high impact on several aspects

of users’ daily-life. From a private user perspective, the IoT paradigm will be visible in

both working and domestic fields (assisted living, e-healthcare, enhanced learning, etc).

From a business user point of view, the IoT effect rises in several industrial fields, such

as automation and manufacturing, logistics, intelligent transportation systems, business

management, and processing [17]. Furthermore, this evolution invaded the human’s daily

life services in both public (smart cities, smart buildings, smart healthcare, agriculture,

smart lighting, etc.) and private areas (smart homes, smart factories). The IoT refers to a

paradigm where a myriad number of smart and tiny devices (e.g. smart phones, sensors,

actuators, home appliances, etc) are connected to the internet and communicate in an

intelligent fashion to achieve a common goal.

The miniaturization of the electronic devices arises from the fact that the recent elec-

tronic components (processors, storage, radio antennas and battery capacities) become

available with a low cost and size. Moreover, the integration of these devices to modern

networks has been made possible by the development of different networking protocols

(e.g. RPL , CoAP, 6LoWPAN, etc.) and several communication technologies (e.g. BLE,

Zigbee, NFC, etc.) [18]. This trend promotes the utilization of these devices into different

systems such as the wireless sensors networks (WSN) [19], Radio-Frequency IDentifica-

tion (RFID), etc. [17].

IoT provides many specific advantages and characteristics, such as the integration of sev-

eral internet services. For example, Cloud Computing (CC) technology can be integrated

to allow the application’s data to be stored in the cloud, so that they can be monitored

by the user terminal with low capacity [15]. Moreover, these modern networks have the

ability to integrate multiple objects and combine multiple networks using different com-

munication technologies [20; 21]. This latter allows the exploitation of different wireless

communication technologies, which facilitates the network scalability with a significant

number of connected devices.
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0.0.1/ CONTEXT AND MOTIVATIONS

Even though IoT has many advantages, it faces a number of challenges [22]. The small

scale aspect of the electronic devices exposes the network to many issues. These is-

sues are mainly related to the restricted physical capabilities (reduced processing power,

low transmission range and small energy). Firstly, among the main challenges, the in-

tegration of the rapid growing number of devices into the IoT ecosystem. Secondly, the

exploitation of the adequate communication protocols that ensure the connectivity under

resource restricted system. Thirdly, the investigation and the development of new efficient

protocols that consider the implementation problems that face these modern system (e.g.

energy efficiency, security, reliability, latency, communication channel management, rout-

ing, network congestion and collisions, etc) in order to ensure the efficiency of the system

and prolong the network lifetime [23]. Finally, IoT networks face several challenges that

already exist in conventional networks, such as the dynamic topology, variable network

density, communication models and network fragmentation. The creation of such a smart

network requires, in one form or another, the connection of all the IoT devices to the inter-

net. This connection generates a massive amounts of data that need to be relayed and

an enormous number of wireless connections that have to be established [15].

Research and development activities on wireless communication technology constitute

a critical segment of research and development in telecommunication area. Communi-

cation resources such as channel bandwidth, radio spectrum and transmission charac-

teristics represent a fundamental component for any wireless network. Therefore, com-

munication resource management is an important topic for the development of modern

wireless networks. Efficient allocation and management of communication channels in

a dynamic environment with different devices requirement is essential for the practical

deployment of wireless communication systems [24].

Considering all the above issues, network management becomes an attractive topic in

modern wireless networks to reach the best performance and achieve a high-level of

availability. Nevertheless, the realization of such a performance objective is not straight-

forward, due to the intrinsic characteristics of IoT’s restricted resources network. More-

over, the choice of low power mechanism for collecting and efficiently routing the data in

the networks is still relevant, especially with the expendability aspect of such networks).

Therefore, the design and maintenance of this dynamic system requires an efficient man-

agement strategy and a scalable architecture. In this context, literature researches have

turned to the use of new network structuring techniques for the management of the large

network and addressing the system challenges to provide appropriate conditions to run

the different applications.

Network clustering is one of the widely used techniques in conventional wireless networks

for efficiently managing the network. Its considerably strengthen the network perfor-
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mances compared to the classic structure by considering numerous applications such as

topology management, overhead minimization, routing task, data aggregation, scalability,

quality of services (QoS), channel access control. Therefore, clustering is a keystone

technique for the design and modeling of IoT network protocol and applications in order

to ensure the load balancing, network lifetime extinction, stable structure and channels

bandwidth exploitation. However, some performance attribute are not well considered by

the existing network management solutions such as the scalability, self-stabilization and

the long-term energy preservation [25].

Clustering techniques are diverse [26; 27; 23; 28; 29; 30; 2; 31; 32; 33], the common

approach consist of grouping the nodes of the network into clusters with a representative

node in each cluster responsible of collecting and aggregating the collected information.

Communications within a wireless network are provided through a layered model used

by all network elements. In this model (typically inspired from the Open Systems Inter-

connection model [34]), the layers are implemented independently of each other, each

layer being responsible for ensuring a specific features to optimize certain metrics of the

system.

0.0.2/ CONTRIBUTIONS

In this thesis, we address the problem of communication and topology management in

IoT networks and propose efficient solutions to meet the requirements of such networks

and improve their durability. Therefore, the general objective of this thesis focuses on

the design, modeling and simulation of new management protocols for the large scale

network. More precisely, we focused on developing protocols for the MAC and routing

layer since these two layers are responsible for controlling the communication access

and managing the network topology. We propose different management approaches for

enhancing the performances of the network and confront their challenges.

As the minimization of communication latency is one of the crucial constraints requested

in wireless networks [35]. A sharing knowledge between the routing layer and the MAC

layer protocols is required. We, firstly, address the cross layer design protocols to over-

take the latency constraint (chapter 3). We propose a fully distributed TDMA scheduling

approache for the MAC layer that uses the routing protocol information’s. As a contribu-

tion, we introduced a distributed weight based TDMA scheduling called WB-DTSA [10].

The idea is to allocate transmission slots to devices according to their position in the rout-

ing tree and their distance toward the base station. The objective of the proposal is to

improve the TDMA scheduling efficiency, reduce the transmission latency and the energy

wastage.

Secondly, we focus on the topology management problem, more precisely, we apply the
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clustering technique to improve the performance of a large scale networks (chapter 4).

We perceived a restricted power devices aspect and we introduced new multi-hop clus-

tering techniques for large and dense networks. The contribution proposes a distributed

approach for the k-hop intra-clustering called Distributed Clustering based 2-Hop Con-

nectivity (DC2HC) [2]. The algorithm uses the two-hop neighbor’s connectivity to elect

the appropriate set of cluster heads and strengthen the clusters connectivity. Its consid-

ers a self stabilisation technique to tolerate the network dynamic topology. The objective

is to optimize the set of cluster heads to minimize the number of long range transmissions

which reduce the energy harvesting and expand the network lifetime.

Thirdly, we considered a rechargeable aspect of devices batteries and we focus on the

long-term energy optimization of the network lifespan by considering the state of health

(SOH) of the devices’ batteries instead of using the conventional State of Charge (SoC)

(chapter 5). In this concern, we present a new dynamic clustering technique using an

original long-term vision of energy optimization for IoT network (LTEOC: Long-Term En-

ergy Optimization Clustering) [8], by taking into consideration the rechargeable battery

aging aspect during the clustering process to increase the network durability in the long-

term.

Afterward, in chapter 6, we proposed a novel SOH prediction based Clustering Approach

for Long-term Energy optimization (LECA_S OH) [1]. In this latter, instead of directly using

the rechargeable battery SOH in the clustering process. We rather use an original metric

which predict the forthcoming SOH of the batteries before the election of the CHs. In

this case, nodes that risk less potential battery degradation during the next round are

selected, which in turn extends the system life significantly.

0.0.3/ DISSERTATION OUTLINE

This thesis is divided into two main parts: background and contributions. The dissertation

is organized as follows.

In the background part:

• Part One: Background

– Chapter 1: give background knowledge about the IoT networks. It provides

an overview on IoT networks and its component. Followed by a presentation

of the architecture, characteristics and communication technologies. Then, it

exhibits some applications and provides a presentation of the requirements

and the challenges facing such networks.

– Chapter 2: present the state of the art on topology and communication man-

agement solution for wireless networks in both MAC and routing sub layers. It

4



General Introduction

is divided into two main parts: The first part presents the state-of-the art on

MAC and cross layer protocols. The second part provides a state-of-the-art

on routing layer protocols. In particular, we provide a classification of existing

clustering algorithms for wireless networks.

• Part Two: Contributions this chapter is devoted to the presentation of the different

contributions, it is devided 7 chapters spread into three sections.

– Section 1: this section address the cross layer design protocols to overtake

the latency constraint

* Chapter 3: we present a new distributed weight-based TDMA-MAC

scheduling approach (WB-DTSA) for IoT networks [10]. The proposed

solution takes advantage of routing information to improve the communi-

cation latency and the schedule length.

– Section 2: this section, we present the details of research contributions con-

cerning the topology clustering, which are organized as follows.

* Chapter 4: we proposes a distributed approach for the k-hop

intra-clustering called Distributed Clustering based 2-Hop Connectivity

(DC2HC) [2]. The approach uses the multi-hop topology knowledge to

elect the appropriate set of cluster heads and improve the clusters con-

nectivity.

– Section 3: this section illustrates the works concerning the the long-term en-

ergy optimization of the network lifespan, which are organized as follows.

* Chapter 5: we exhibits a new dynamic clustering technique using an orig-

inal long-term vision of energy optimization for IoT network (LTEOC) [8].

The approach takes into consideration the rechargeable battery aging as-

pect to extend the network lifetime in the long-term.

* Chapter 6: proposes a novel SOH prediction based Clustering Approach

for Long-term Energy optimization (LECA_S OH) [1]. This latter uses an

original metric which predict the forthcoming SOH of devices battery be-

fore the clusters formation, which significantly extends the system life.

• Finally, we conclude our thesis with a general discussion and future perspectives

of the work.
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1

BACKGROUNG

1.1/ INTRODUCTION

The generalization of mobile telecommunication devices (smartphones, laptops and

tablets) and the growing use of Internet services (web, e-mail, video on demand, and

social networks) along with the availability of the appropriate communication protocols

standards have led to the emergence of the Internet of Things (IoT) paradigm.

IoT domain has experienced a continuous interest from scientific and industrial com-

munity due to their applications in our daily life (smart homes, health monitoring, smart

cities, smart agriculture, etc.). IoT devices are integrated into many kind of objects, such

as human bodies, clothes, houses, campuses, buildings and production engines. This

use permits the emergence of interesting services that cover diverse domains and allows

the creation of a modern smart-objects’ environment. These smart systems are able to

predict and understand human behaviors and how to react to any kind of stimuli. The ap-

plication area of IoT networks are numerous and still growing. They cover environmental

monitoring, living assistance, target tracking, e-health, critical infrastructures monitoring

and homeland security, etc. The low-cost, easy deployment and vast usage of WSNs

have contributed immensely to these growths [15].

An IoT network can be seen as a multitude of autonomous telecommunication devices

that collaborate together to accomplish a specific task including the interact with human

users [17]. According to [12], the number of Internet connected objects had surpassed

the earth’s human population [15], the global number of connected devices grew from 3.6

billion in 2015 to 13.8 billion in 2021, and it is expected to grow to 30.9 billion in 2025

(figure 1.1). It is legitimate to consider IoT networks as one of the facets of the next

Internet generation [36], also known as the Internet of Everything. In this chapter, we

provide a background knowledge about the IoT networks technology.

In spite of the growth potential of the IoT network and the high emergence of it attrac-

tive services, it faces many challenges, mainly related to the communications, routing,
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Figure 1.1: Growth of connected IoT devices 2010-2025 [12]

protocols standardization and the restricted devices capabilities (energy, processing and

storage). As IoT networks are deployed in large scale environments, managing a large

number of mobile heterogeneous devices is a real issue. Therefore, the availability, reli-

ability and interoperability constitute a major concern that affects the network efficiency.

The rest of the chapter introduces the fundamental concepts of IoT and their architecture,

component, applications, communication technologies, and challenges.

1.2/ IOT DEFINITION: One paradigm, many visions

The basic idea of the IoT concept is the connection of pervasive things, or objects, present

around us (such as Radio-Frequency IDentification (RFID) tags, sensors, laptops, actu-

ators, smartphones, etc.) with the Internet. These connected heterogeneous objects

interact and cooperate together to provides several attractive services that promote the

users daily life [18].

The first definition of IoT arises from a "Things oriented" context where the considered

“Things” were represented by simple items: Radio-Frequency IDentification (RFID 1) tags.

Indeed, the terms "Internet of Things" was, initially, devoted to the Auto-ID Labs 2. The

1RFID: a technology that promotes the automatic identification and tracking of tags attached to any object
or people chips [17]. They are made of a microchip (also called a label or tag) and an antenna which
communicate by radio waves with a reader over distances that can range from a few centimeters to several
tens of meters.

2Auto-ID Labs: a worldwide network of academic research laboratories in the area of networked RFID
and the emerging sensing technologies (https://www.autoidlabs.org/).

10
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main objective of the Auto-ID Labs together with EPCglobal 3 is to architect the IoT vision.

To reach this purpose, these institutions make their primary focus on the development of

the Electronic Product Code (EPC) to promote the expansion use of RFID in worldwide

modern trading networks in order to produce an industry-driven global standards for the

EPCglobal Network. These standards are mainly designed to improve the traceability of

objects. This is undoubtedly not the only technique to support the deployment of the IoT

paradigm. However, it constitutes a key component that encourages the development of

the IoT vision.

The International Telecommunication Union (ITU) 4 describe the Internet of things as

the global infrastructure that enables advanced services by interconnecting physical and

virtual things using evolving interoperable information and communication technologies.

The European Research Cluster on the Internet of Things - IERC 5 defines the IoT as

a dynamic universal network infrastructure dotted with a self-configuration ability built on

standard and scalable communication protocols. The physical and virtual ‘things’ that

constitute the network have identities, physical attributes, virtual personalities, intelligent

interfaces, and are fully integrated into the information network. These ‘Things’ represent

an active participant in business, information and social processes. They are enabled

to communicate among themselves and interact with the environment by exchanging the

collected data. They react autonomously to potential events and are able to trigger a

behavior and create services with or without direct human’s intervention.

Without doubt, the main power of the IoT idea is the significant impact it will have on sev-

eral sides of our quotidian life and the behavior of potential users. It can be concluded that

there are different definitions of the Iot vision, which diverge according to the point of view

of researchers and their own investigation areas. However, All those definition converge

to a common viewpoint that gives a concise definition of the IoT paradigm. In Figure 1.2,

the primary concepts, technologies and standards are classified with reference to the IoT

vision. It obviously appears that the IoT paradigm is the result of the convergence of all

the main visions addressed above.

1.3/ IOT DEVICES

The wireless IoT devices represent small electronic devices equipped with sensing, com-

putation, actuating and communication capabilities, they are characterized by a limited

3EPCglobal: an innovative organization established to achieve worldwide adoption and standardization of
Electronic Product Code (EPC) technology (https://www.gs1.org/epcglobal).

4ITU: a specialized agency of the United Nations responsible for all matters related to information and
communication technologies (https://www.itu.int/).

5IERC: established as part of Europe’s ambition to shape a future Internet of Things for its businesses
and citizens (http://www.internet-of-things-research.eu).
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Figure 1.2: The Internet of Things paradigm with different visions

power supply along with some additional application dependent functionalities such as

localization system. Sometimes, the IoT device corresponds to a sensor that measures

physical phenomena of the surrounding environment and forwards the gathered data to a

distant controller. We talk then about Wireless Sensor Network (WSN). Additionally, these

devices may be equipped with actuators that interpret the control signals generated from

the sensing unit and perform appropriate actions to cope with their prompt environment

alteration. The analysis of the sensed data may be carried with a partial human assis-

tance or completely handled by a remote service (e.g. Cloud Computing services, fog

networking, etc.). The low-power incorporated circuits and the wireless communications

promote the development of these miniature devices and their usage in remote sensing

applications as they fill the gap between the physical and the electronic world [37]. As

shown in fig 1.3, an IoT device is composed of five main units.

• Processing unit: provides all the computation tasks and manages the sensing,

actuating, transmission and every other process. The diverse electronics of this

unit mainly depends on the intended application. Different types of processing unit

exist: micro-controllers, field programmable gate arrays (FPGA), system on chip

12
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Figure 1.3: Typical smart device component

(SoC), multicore, complex programmable logic devices (CPLD), etc. [38].

• Storage unit: Usually consists of three components, represented by the

RAM/SRAM (static random-access memory), Flash memory and EEPROM.

• Communication unit: allows the intercommunication and data exchange. It rep-

resents a high power-consuming module. Therefore, the choice, design and man-

agement of this unit is quite crucial especially in our context due to the energy

constraint. Communications are generally Radio Frequency (RF) based.

• Sensing unit: represents the interface that enables nodes to collect data from the

monitored environment and convert them into electrical signal to be analyzed by

the processor. The electrical signal is digitized using Analog to Digital Converters

(ADC).

• Actuator unit: allows automatic reaction of the device regarding the environment

change. The actuators can act on their immediate surroundings to allow the proper

operation of the machines or devices in which they are integrated. They can be

divided into four main categories according to their construction model and the task

they perform in a specific IoT context [39]: linear actuators, motors, relays and

solenoids.

• Power unit: feeds all the device components with electrical energy. The power

unit represents the major system constraint and determines the device lifespan.

Therefore, the extension of battery life and is vital for the system efficiency.

13
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1.4/ IOT AND WIRELESS SENSORS NETWORKS (WSN’S)

Wireless sensor network (WSN) is one of the emanations of IoT systems. WSN repre-

sents an ad hoc network composed of a large number of cooperative sensors wirelessly

interconnected. Commonly, these heterogeneous devices work together to accomplish a

particular goal, e.g. monitoring a particular large area. The sensor nodes are considered

as source nodes. In order to forward the collected data to the external unit, some nodes

act as gateways, also called sink nodes. Sink nodes are mostly connected to an external

network to send the data to the final service.

WSNs provides the enabling technological foundations of IoT networks [40] including the

intra-nodes communications such as Low Power Bluetooth [41] and ZigBee [42]. The

complement functionality addressed by the IoT systems is the ability to interact with In-

ternet [43]. To that end, IoT networks involve many telecommunication technologies such

as LORA [44], IEEE 802.11 [45], etc. Therefore, the efficiency of IoT networks depends

on the adaptation ability to nodes mobility, the optimisation of wireless technology usage

and the energy consumption management. An overview of the wireless standards and

technologies are provided in section 1.7

1.5/ IOT ELEMENTS

Understanding the element composing the IoT helps to gain a better perception of the

meaning and functionalities of this paradigm. In this section, we discuss the main ele-

ments involved in IoT systems as shown in Figure 1.4. Table 1.2 categories these ele-

ments and gives some examples of each category.

Figure 1.4: Basic IoT elements
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1.5.1/ IDENTIFICATION

Identification is an essential task in IoT systems in order to name and match services

with their client nodes. Many identification methods were developed for this purpose,

such as electronic product codes (EPC) and ubiquitous codes (uCode) [15]. On the other

hand, addressing the IoT objects is also crucial to distinguish between objects ID’s and

their addresses. The object ID refers to its name (e.g. "S 01" for a particular sensor) and

object’s address refers to its identity within the network.

The addressing methods of IoT objects include IPv4, IPv6 and 6LoWPAN [46]. The 6LoW-

PAN eliminates many IPv6 overheads, allowing a tiny IPv6 datagram to be delivered over

a single IEEE 802.15.4 hop in the best case scenario. It can compress the IPv6 headers

up to two bytes [15].

1.5.2/ SENSING

The IoT sensing means gathering the environmental data by the network nodes and re-

laying them to a data warehouse, a database, or a cloud. The collected data are analyzed

to take particular actions.

1.5.3/ COMMUNICATION

The IoT communication technologies connect heterogeneous objects together in order

to exchange data. Commonly, the IoT devices operate using low power protocols under

noisy communication links. Several communication protocols are used for the IoT, such

as WiFi, Bluetooth, IEEE 802.15.4 (LR-WPAN), Z-wave, and LTE-Advanced. Some spe-

cific communication protocols are also used like NFC (Near Field Communication), UWB

(ultra-wide bandwidth). RFID technology represented one of the first protocols used to

achieve M2M communication (RFID tag and reader) [15].

1.5.4/ COMPUTATION

The computational ability of the IoT are supported by the processing units (e.g., microcon-

trollers, microprocessors, etc) and the software applications. Diverse hardware platforms

were designed to run the IoT applications, such as, Arduino, UDOO, FriendlyARM, Intel

Galileo, Raspberry PI, Gadgeteer, BeagleBone, Cubieboard, Z1, WiSense, Mulle, and

T-Mote Sky [15]. Accordingly, various operational systems were developed to manage

the functionalities of the devices. These Real-Time Operating Systems (RTOS), such as

Contiki RTOS, TinyOS, LiteOS and RiotOS, offer light weight OS intended for IoT envi-
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ronments [15]. In Table 1.1, certain properties of these operating systems are compared.

Table 1.1: Common RTOS based operating systems in IoT [15]

Operating
System

Supported
language

Required
Memory

Event-based
Program-
ming

Multi
Thread-
ing

Dynamic
Memory

Contiki C 2 KB Yes Yes Yes
TinyOS nesC 1 kb Yes Partial Yes
LiteOS C 4 kb Yes Yes Yes
RiotOS C/C++ 1.5 kb No Yes Yes
Android Java 32 Mb Yes Yes Yes

1.5.5/ SERVICES

IoT services can be categorized under four classes [15]. Firstly, the Identity-related ser-

vices which represent the most basic and essential services that are used in other types

of services. Every application that brings real world objects to the virtual world needs to

identify and authenticate those objects. Second category includes Information Aggrega-

tion Services that gather and resume sensors’ measurements in order to be processed.

Thirdly, the Collaborative-Aware Services that act on the Information Aggregation Ser-

vices and use the collected data to make decisions and behave accordingly. Finally,

Ubiquitous Services that ensure Collaborative-Aware Services anytime, to anyone, and

anywhere. For instance, the majority of the current applications provide identity-related,

information aggregation, and collaborative-aware services. Smart healthcare and smart

grids belong to the information aggregation category, wherease, smart home, smart build-

ings, intelligent systems (ITS), and industrial automation are closer to the collaborative-

aware category. The ubiquitous services is an objective for all IoT applications. However,

reaching this goal is not easy since there are many difficulties and challenges that need

to be addressed.

1.5.6/ SEMANTICS

This element refers to the ability of the service to extract relevant knowledge from the

IoT devices in order to render the required services. This extraction covers the recogniz-

ing and analyzing of data to realize the right decision or provide the best service. This

requirement is assisted by Semantic Web technologies like Resource Description Frame-

work (RDF), Web Ontology Language (OWL), and XML Interchange (EXI) [15].
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categories these elements and gives some examples of each category.

Table 1.2: IoT elements and technologies
IoT Elements Examples

Identification Naming EPC, uCode
Addressing IPv4, IPv6, 6LoWPAN

Sensing Sensing devices, Smart sensors,
Wearable, Actuators, RFID

Communication RFID, NFC, UWB, Bluetooth,
BLE, WIFI, Z-Wave, LTE-A, IEEE
802.15.4 (LR-WPAN)

Computation Hardware Arduino, UDOO, FriendlyARM, In-
tel Galileo, Raspberry PI, Gad-
geteer, BeagleBone, Cubieboard,
Z1, WiSense, Mulle, T-Mote Sky

Software Contiki RTOS, TinyOS, LiteOS and
RiotOS

Services Identity-related (e.g. shipping),
nformation Aggregation (smart
greed), Collaborative-Aware (smart
home), Ubiquitous (smart city)

Semantics RFD, OWL, EXI

1.6/ IOT NETWORK TOPOLOGY

The conception of an operational wireless network in a real world environment is a cum-

bersome task which can be further complicated due to many unanticipated scenarios,

including the dynamicity of the environment, topography, the wireless channel and many

other factors that cannot be modeled with exactitude beforehand. The network topology

represents the physical or logical layout of the network. The random deployment of net-

work devices produces different shapes. An appropriate topology is able to ensure an

adequate connectivity of the network and facilitate the wireless communications. There

are two main types of wireless network topology, namely the flat and the hierarchical

topology.

1.6.1/ THE FLAT TOPOLOGY

The flat topology is the simplest in terms of structure, all network devices, except for the

sink gateway, have the same task of collect and send their contextual data. A sensor can

directly communicate with the sink either in a single-hop (e.g. star network) or in multi-hop

mode. The simplicity of this architecture enables low communication latency. However,

the distance between the furthest node and the sink is limited because transmission costs
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increase in terms of energy consumption, and in the worst-case scenario, the base station

may become unreachable. This scenario may be prevented by using multi-hops transmis-

sions. However, when the network density increases, collisions and interference’s issues

arise, because the wireless medium is shared and maintained by individual nodes in the

flat model, which results in low efficiency in the resource usage. Consequently, this topol-

ogy is often applied in indoor scenarios (e.g. offices or courtyards) and are not suitable

for large scale scenarios such as environmental monitoring.

1.6.2/ THE HIERARCHICAL TOPOLOGY

The hierarchical architectures are typically used in large wireless networks. It is com-

posed of three types of nodes: the sink, routing nodes and sensor nodes. Network nodes

are organized into clusters or a tree where the sink plays the role of a root. Sensor

nodes transmit their data to their own routing parent node. Routing nodes play the role

of route planners, they execute routing algorithms to find the suitable path toward the

sink. In a cluster based topology, the network is divided into groups or clusters with a

designated node in each cluster that acts as a Cluster Head (CH). The CH coordinates

the cluster nodes and aggregates the received data before forwarding them to the sink.

Its worth mention that the network nodes perform the routing and the CH tasks in addi-

tion to their basic functionality (typically sensing). Therefore, in most cases, these tasks

are undertaken temporarily by different nodes to load balance the energy consumption

among network nodes. Although, the hierarchical topologies may increase the commu-

nication latency and faces the drawbacks of structure complexity and energy efficiency

due to route planning. These structures overcome the limits of flat topology and therefore

are more appropriate for large scale applications. Figure 1.5 highlights a classification

example of network topologies with (a) Single-hop flat model, (b) Single-hop clustering

model, (c) Multi-hop flat model, (d) Multi-hop clustering model.

1.7/ WIRELESS COMMUNICATION STANDARDS

IoT network is based on several and heterogeneous wireless technologies. Communica-

tion protocols define how the radio resources are shared by the different devices in order

to guarantee the efficiency (throughput, capacity), the reliability (blocking rate, interfer-

ence, etc.) and durability (energy). A communication protocol allows network devices to

send and receive information packets and define different transmission aspect, such as,

the data exchange formats, the data encoding, addressing schemes, routing of packets,

flow control, etc. These Wireless access technologies can be classified into three main

categories, namely, WLAN (Wireless Local Area Network), cellular and satellite technolo-
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(a) (b)

(c) (d)

Figure 1.5: Classification of network topologies: (a) Single-hop flat model, (b) Single-hop
clustering model, (c) Multi-hop flat model, (d) Multi-hop clustering model

gies as shown in Figure 1.6.

1.7.1/ WIRELESS LOCAL AREA NETWORK (WLAN)

WLAN networks have been gradually approved as a versatile connectivity solution for

different modern Ad-hoc networks and environments. They are widely used due to their

reduced cost, high data rates provided and their easy implementation. This category

regroups many standards.
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Figure 1.6: Wireless access technologies in IoT

1.7.1.1/ IEEE 802.15.4 - LR-WPAN

The Low-Rate Wireless Personal Area Networks (LR-WPAN) are represented by the IEEE

802.15.4 which constitutes a collection of standards that form the basis specifications of

high-level communication protocols. The IEEE 802.15.4 standard is adopted by many

low-cost wireless interfaces such as Zigbee, WirelessHART [47], 6LoWPAN [46], Z-Wave

[48], etc. In addition, advanced communication technologies for low-power long-range

were proposed in the literature to manage even wider communication areas [15], such

as BLE (Bluetooth Low Energy) [41] which overcomes the Bluetooth in terms of power

consumption while maintaining a similar transmitting range.

LR-WPAN protocols are low-cost and provide low-speed communication to power con-

strained devices. These standards offer a data rates between 40 Kb/s and 250 Kb/s and

operate at 868/915 MHz and 2.4 GHz for low and high data rates, respectively.

1.7.1.2/ IEEE 802.15.1 - BLUETOOTH

The Bluetooth is a low power and low cost wireless communication technology suited for

short range transmissions (lower than 10m). The Bluetooth standard defines a Personal

Area Network (PAN) communication based on the IEEE 802.15.1 standard. It operates

under the 2.4 GHz frequency and can provide a data rate up to 3 Mb/s [15].

1.7.1.3/ IEEE 802.11 – WIFI

The IEEE 802.11 (WIFI) reached a great acceptance in domestic, academic and indus-
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trial domains, it is characterized by a short/mid-range supports and a relatively high-speed

data transmission. The IEEE 802.11 standard specifies the set of medium access control

(MAC) and physical layer (PHY) protocols in order to implement a WLAN. The WIFI rep-

resents a collection of WLAN communication standards (e.g. IEEE 802.11a/b/g/n/p/ac), it

provides an approximate communication range of 20 m indoor and 100 m outdoor. IEEE

802.11 standards provide data rates from 1 Mb/s to 6.75 Gb/s. For instance, the 802.11a

operates with the 5 GHz band, 802.11b and 802.11g operate in the 2.4 GHz frequency,

the 802.11n operates with 2.4/5 GHz bands and 802.11ac operates in 5 GHz [45].

1.7.1.4/ IEEE 802.16 – WIMAX

WiMAX (Worldwide Interoperability for Microwave Access) is a collection of wireless

broadband communication standard. It is based on the IEEE 802.16 set of standards

and it provides multiple physical layer (PHY) and Media Access Control (MAC) options.

IEEE 802.16 provides data rates from 1.5 Mb/s to 1 Gb/s. For example, the 802.16m

(WirelessMAN-Advanced) reaches a data rate of 100 Mb/s with mobile stations and can

reach up to 1 Gb/s for fixed stations. This latter was a candidate in competition with the

LTE Advanced standard for 4G mobile networks.

1.7.1.5/ LORAWAN

LoRaWAN (Long Range Wide-area Network) is a recently developed protocol (2015) to

maintains long-range transmission even in rural areas with low power consumption. Lora

standard provides a data rate in the range of 0.3 kb/s to 50 kb/s and operates in 868

and 900 MHz, it can reach a transmitting range of 15 km in unobstructed environments.

LoRaWAN was designed by the LoRa Alliance 6. LoRaWAN is a best candidates for WSN

applications that are insensitive to delay and do not need high data rates.

WAVENIS [49] characterized by its ultra-low power and long-range communication, used

in building management, chemical and healthcare applications. Table 1.3 shows a brief

comparison of some prevalent WLAN’s technologies with their associate application.

1.7.2/ CELLULAR WIRELESS TECHNOLOGY

Cellular Wireless technologies have been widely used to provide mobile services since

the 1970s. They mainly use radio waves to transmit data over long distances with a fre-

quency reuse technique (except in UMTS) to increase the network coverage and allow

6LoRa Alliance: a nonprofit association created in 2015 by Cycleo https://lora-alliance.org
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simultaneous transmissions. In this kind of networks, the covered area is divided into

small cells each covered by a base station that serve the nearest users. Traditional cel-

lular network use the frequency band between 450mhz and 3 GHz [24]. All the BSs are

connected through a fast wired or wireless links. These networks are typically modeled

using hexagonal grids to represent the cells with a BS placed at the center of the cell as

shown in figure 1.7. However, with the alteration of user demands across the service and

the impossibility of the BS in harsh environment (e.g. rivers, rails, hills, buildings, etc.), a

special randomness in the BS placement and the coverage area of a cell may vary from a

region to another. Cellular wireless technology comprises different generations of mobile

communication standards.

Figure 1.7: Wireless cellular network architecture

The 2G (Second Generation) enables better mobile voice communication over 1G, the

Global System for Mobile (GSM) was integrated with a frequency band between [890-

915 MHz] and the maximum achievable speed was 1 Mpbs [52]. The third generation

3G (UTMS) higher system speed and quicker download. The technology behind 3G

was high-speed packet access (HSPA/HSPA+). The 3G employed MIMO (Multiple Input

Multiple Output) technology for multiplying the power of the wireless network, it also used

packet switching for quick data transmission. The 3G is able to achieve a data rate of 384

Kbps with moving devices and go up to 2 Mbps with stationary nodes [52]. The fourth

generation 4G (LTE) is designed to support a high mobility and offers a higher speed and

broadband with a fast mobile internet access. It works on LTE and WiMAX technologies,

as well as provides wider bandwidth up to 100 Mhz. The Fourth Generation LTE-A (4.5G),

an advanced version of standard 4G LTE, uses MIMO technology to combine multiple

antennas for both transmitters as well as a receiver. This technology makes the LTE-A

three times faster than standard 4G. LTE-A delivers speeds of over 42 Mbps and up to 90
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Mbps [52].

The fifth generation 5G begins deploying in 2019 and provide connectivity to the most cur-

rent cellphones. 5G networks are predicted to reach more than 1.7 billion subscribers by

2025. These modern networks will make possible new applications of the IoT paradigm.

It provides down-link maximum throughput of up to 20 Gbps [16]. To support the 5th

Generation (5G) communication paradigm, various wireless technologies have evolved,

such as LoRaWAN, Narrow-Band IoT (NB-IoT) and Long-Term Evolution for Machines

(LTE-M) [16].

NB-IoT is launched by the Third Generation Partnership Project (3GPP). The object of

NB-IoT is to scale the network devices to be usable and more dependable. The con-

stant synchronization needed in NB-IoT requires more energy (compared to LoRaWAN),

besides that more peak current is needed in Orthogonal Frequency-Division Multiplex-

ing (OFDM) or Frequency Division Multiple Access (FDMA) for the linear and constant

transmission. Moreover, the battery life time of NB- IoT node is shorter than that in LoRa

nodes. Therefore, NB-IoT is suited for applications that need higher data rates transmis-

sion and low latency [16].

LTE-M stands for Long Term Evolution for Machines. It is a new narrowband Machine to

Machine (M2M) technology based on the existing LTE network. M2M refers to the com-

munication model that allows nodes to directly communicate with each other. LTE-M has

been introduced to be the major communication technology for future urban systems. The

important specifications of this new technology are the low cost, especially on the node

side, high coverage, the long battery life, and the high capacity (e.g. a larger number of

nodes per cell). The low-cost feature due to that the bandwidth requires less expensive

radio frequency units. The coverage is enhanced due to the ability to focus the trans-

mission power in narrow bandwidth [16]. Table 1.4 shows a comparison between the 5G

emerging communication technologies (e.g. LoRaWAN, NB-IoT, LTE-M)

1.7.3/ SATELLITE COMMUNICATIONS

The Satellite communication technology is based on the usage of the available satel-

lite system in the communication field. It offers various mobile services, e.g. voice, ra-

dio channels, video calling, Internet access and television. Additionally, this technology

can provide ubiquitous coverage and an extension of communication capabilities over

long distances. Satellite communication represents an appropriate solution to work un-

der inoperable communication conditions, such as: desert, mountain, oceans [53]. The

drawbacks of this technology are their expensive cost and the large propagation latency,

which affects negatively the network performance. Table 1.5 illustrates a comparison of

long range wireless access technologies.
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Table 1.4: Emerging communication technologies in 5G [16]

Access
Technology

Modulation Cost Channel
band-
width

Data rate Coverage Durability
(2000mAH)

LoRaWAN CSS Low 125-500
KHz

50Kbps
(UL)/290
Bps

5Km
(urban)-
20Km
(rural)

105 months

NB-IoT GFSK
(UL)/BPSK(DL)

Medium 180 KHz 220 Kbps 11Km (ur-
ban) -10Km
(rural)

90 months

LTE-M SC-FDMA, (UL)
/ OFDMA, (DL)

High 1.2 - 20
MHz

1 Mbps 5 Km 18 months

Table 1.5: Long range wireless access technologies in IoT

Access
Technology

Standard Frequency Coverage Interference

WLAN’s 802.11
a/b/g/n/p/e/m

[2.4-5.9] GHz ≤50 km Medium

Cellular UMTS/LTE 450MHz - 5.9
GHz

50 km Low

Satellite MSIA/DVB 30 GHz 2000 km Low

1.8/ NETWORK REFERENCE MODEL

As a network system, the IoT network obeys to layered architecture model. The net-

working reference model is an organizational architecture used to design the network. It

allows a better comprehension of the functioning of the network. The system communi-

cation task is partitioned into multiple sub-tasks and the related sub-tasks are mapped

into layers. The different tasks of a layer are implemented by protocols. The usage of a

layered reference model for communication system enables an easy integration of new

services within the dedicated sub-tasks layer.

Several reference models have been proposed in the literature by different researchers

[20; 15]. These models are inspired from the most popular called Open System Inter-

connection (OSI) model with 7 layers. The TCP/IP model with 4 layers is a conventional

model widely used in the Internet. However, this model may be inadequate for the IoT for

the following reasons [17]:

25



Chapter 1 : Backgroung

• Connection setup: the TCP is a connection-oriented protocol, and each session

begins with a connection establishment procedure (the three-way handshake). This

is unnecessary because the majority of IoT conversations will entail the transmis-

sion of tiny amounts of data. Hence, the setup phase would take up a significant

percentage of the session time.

• Congestion control : TCP is in responsible for carrying out end-to-end congestion

management. This may generate performance issues in the IoT because most

connections will take place over the wireless medium, which is known to be a difficult

environment for TCP [71]. Furthermore, if the quantity of data to be transferred in a

single session is extremely tiny, TCP congestion management is pointless, because

the whole TCP session will be closed with the transmission of the first segment and

the subsequent receipt of the appropriate acknowledgement.

In addition, some protocols, such as IPv6, may be inapplicable with the low power Wire-

less Personal Area Network (LR-WPAN), which is commonly used in IoT, since low power

WPANs have low bandwidth, tiny packet sizes, and battery powered devices with re-

stricted processing capabilities. Consequently, there was a requirement to create an

adaptation layer that conformed IPv6 packets to LR-WPAN (IEEE 802.15.4) requirements.

In 2007, the IETF 6LoWPAN working group created such a standard, called 6LowPAN

[46]. This group work on specifications that would allow IPv6 packets to be carried via

IEEE 802.15.4 MAC. They characterize the encapsulation and the header compression

to decrease the overhead, as well as the fragmentation to meet the IPv6 Maximum Trans-

mission Unit (MTU) requirement.

Therefore, due to the explicit nature of the wireless networks, a five layer model (figure

1.8) is being adequate to model the functional division of the wireless network. Especially

for WSNs which constitute a fundamental part of IoT networks [13].

In this latter, the application layer regroups the functions of the application, presentation

and session layers present in the OSI model. Whereas, the functions of the transport,

network, data link and the physical layers are similar to the OSI model. In the following,

we provide a brief description of the functions of these layers.

• Application layer interacts with the human user and makes the lower layers trans-

parent. Its functions include application processing, external database access,

queries processing, data encryption, authentication, etc.

• Transport layer guarantees the managing of end-to-end communications, it en-

sures the transfer of data packets without corruption, loss or duplication. Some-

times transport layer just guarantees the detection of transmission errors or the

congestion control.
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Figure 1.8: Wireless network reference model [13]

• Network layer mainly manages the routing of data packets in the network. The

routing policy may include an adaptive topology management.

• Data Link layer is responsible of the recognition of the data frames, and controls

the access to the radio channel. It is constituted by 2 sub-layers:

– Media Access Control (MAC) sub-layer: the function of this sub-layer in-

cludes the channel sharing, admission control (new communication accep-

tance) and the detection of transmission errors.

– Logical Link Control (LLC) sub-layer: controls the flow of data.

• Physical Layer offer an interface for transmitting a flow of bits stream via a physical

medium. It is responsible for for ensuring the signal detection, carrier frequency

generation, data encryption and modulation.

Beside this five layers (inspired by the OSI model), there are three cross layers manage-

ment plans used to provide more functionalities and increase the overall efficiency of the

network. These include power, mobility and task management planes, as shown in figure

1.8.

• Power management plane: manages the energy consumption of the device. For

example, in case of an energy critical level, the concerned device can inform its

neighbors that he can no longer participate to the routing task.

• Mobility management plane: detects the device movement and monitors the

neighbor’s movements and power levels (for power balancing purposes).
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• Task management plane: is responsible of the tasks management that ought to

be performed by the device.

1.9/ IOT APPLICATION

Due to the capabilities offered by the IoT networks, diverse new applications have

emerged, among which only a small part is currently available to our society. This novel

infrastructure builds the basic network required by many valuable applications that need

a consistent connectivity and addressability between the network components. There are

many domain and environment in which IoT applications would likely improve the quality

of our lives (e.g. living home, work location, transport, agriculture, environment monitor-

ing, entertainment, public health, etc.). These environments are mostly equipped with

primitive intelligence objects, giving these devices the possibility to communicates with

each other and elaborate the information perceived from their surroundings environment

will deploy a very wide range of applications. Among these potential applications, we

may distinguish between applications available today and those that could be qualified

by futuristic applications, which are only fancy for the moment (due to the limits of the

available technologies) [17]. In the following we provide an overview of these applications

(figure 1.9).

1.9.1/ SMART HOME

IoT services attempt to improve the user’s lifestyle by making it easier and more appropri-

ate to monitor and remotely handle home appliances and systems (e.g., air conditioning,

heating and energy monitoring systems, refrigerators, laundry machines, lighting, etc.).

Sensors and actuators deployed around the house can make our life more pleasant in

several aspects. For example, a smart house can automatically adapt the rooms heating

according to the weather and the resident’s preferences, adapts the house lighting ac-

cording to the daytime or reducing the energy consumption by automatically switching off

the unused electrical equipment. Moreover, the energy consumption may be optimized

by considering when the electricity prices are cheap (information provided by an external

web service and according to the current energy production) and by considering the spe-

cific requirements of each house appliance. The interest for such houses lies in the fact

that they permit a remote control of house devices and allow an efficient management of

the energy usage [15].
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1.9.2/ SMART FACTORY

A smart factory is a production facility made up by a number of sensors and robotic

connected devices that intend to enhance the industrial process through automation and

self-optimization (with a minimal human involvement). It allows a quick and accurate

production based on four components: processing, transportation, sensing and commu-

nication. The IoT is used in the industrial field to control and monitor production machines

functionalities and their productivity through the Internet. This paradigm will increases the

industrial productivity by analyzing the production data, timing and causes of potential

problem. For example, in case of a production line issue, the system can automatically

report the issue to the maintenance service to recover the problem. Moreover, a wire-

less sensor mounted on the machine may automatically monitor the machines vibration

in order to control the process and preserve the product quality. Consequently, Smart

factories promote the productivity and reduce the cost of production [17].

1.9.3/ SMART GYM

The gym is a representative example where the IoT paradigm can allow a better exploita-

tion of the gym facility. For example, the instructor can upload the exercise profile to the

training machine for each trainee, which is recognized by the machine through his RFID

tag. The health parameters of each individual is controlled during the whole session

and reported to check whatever the trainee is over-training or is relaxed when doing the

exercises [17].

1.9.4/ SMART CITIES

A smart city could be seen as a city that uses several ubiquitous services and different

devices such as sensors or actuators to collect and analyze the data (e.g. from the

residents or from the environment), then take a decision that aims to improve the life

quality in the city. In such environment, various smart systems are interconnected to

offer the required services (health, transportation, homes and buildings assistance, etc.).

The benefits of a smart city can be observed in many scenarios, notably the energy

conservation system, water supply distribution, waste management, traffic and parking

management, environment monitoring, etc [15; 17].

1.9.5/ SMART HEALTHCARE

Smart healthcare plays a significant role in healthcare applications; it corresponds to

health system where sensors and wearable devices are used to improve the diagnosis
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and the treatment of the patients. This system will allow a real-time monitoring of the

physiological statuses of patients through sensors by analyzing the collected information

remotely (by the concerned doctor) in order to proceed for the treatment. Such a system

improves the efficiency of clinical care by a quickly access to the patient information,

which in turn will be satisfied by the outcomes of their early treatments. As an example of

medical wearable devices, Masimo Radical-7 remotely monitors the patient’s status and

send the patient medical reports to the clinical staff 7. Another example is the prevention

from the medical infections. In this field, IBM scientists along with Ohio Health’s hospitals

utilized the RFID technology and real-time Big Data analysis to track hand washing of

medical staff after checking each patient. That collaboration was introduced to avoid

infections that cause about 90 000 deaths in the united states and a loss of about 30

billion dollars annually [54].

1.9.6/ SMART TRANSPORTATION

A Smart transportation system or intelligent transportation system (ITS) refers to a trans-

port system based on modern technologies and management strategies. It represents an

integration between computation and communication to supervise and control the trans-

portation network. These systems employ several components, such as the cars subsys-

tem (GPS, RFID reader and the communication system), the roadside equipment, and

the monitoring center and security subsystem. The ITS aims to make driving more reli-

able, enjoyable and efficient. Moreover, this system can be used in vehicles for collision

avoidance (rode safety purpose), help to reduce traffic congestion and improve the quality

of the environment. For instance, AUDI is the first automaker with a license for self-driving

in Nevada, USA. Volvo announced in 2013 it first self-driving car to drive about 30 miles

in busy roads in Gothenburg, Sweden [15].

1.10/ REQUIREMENTS AND CHALLENGES OF IOT NETWORKS

1.10.1/ REQUIREMENTS

The ultimate objective of IoT applications is undoubtedly to achieve the ubiquity of ser-

vices. It is noted that the IoT paradigm is not complicated, however, realizing this vision

is not an easy task due to the requirements that need to be addressed. Several ap-

plications with shared actuator devices and sensors need to operate simultaneously to

form a reliable system. With a hyper-connected IoT network, a design error in a part

of the system may lead to a system failure, which may be chaotic. Therefore, there are
7Masimo Radical-7: A CO-oximeter connected device that measures the oxygen carrying state of

hemoglobin in a blood specimen https://www.masimo.fr/products/continuous/radical-7/
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Figure 1.9: Overview of IoT networks applications

some key requirements that need to be addressed, including scalability, energy efficiency,

fault tolerance, quality of service, availability, reliability, interoperability, security and man-

agement, etc. Most of the identified requirements and challenges are stated in surveys

[15; 17; 55; 56; 22]. Some research projects, e.g. IoT6 and RELYonIT 8 investigate the

challenges and weakness of the IoT paradigm and attempt to provide suggestions and

guidance for the solutions [15]. In the following, we briefly discuss the key challenges that

face the development of the IoT network. Table 1.6 exhibits the research works that ren-

der the common IoT challenges and the requirements that ought to be considered during

the design of the IoT architecture.

1.10.1.1/ SCALABILITY

IoT networks are characterized by the presence of a massive number of resource con-

strained devices. The scalability refers to the ability of adding new devices and services

without affecting the quality of the existing network. Due to the presence of diverse hard-

ware platforms and communication protocols, adding new system operations may be

difficult. Therefore, new proposed approaches need to satisfy the scalability requirement

in order to avoid poor network performances.

8http://www.relyonit.eu/
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1.10.1.2/ ENERGY EFFICIENCY

One of the main requirements of IoT networks is the energy efficiency. The reduction of

energy consumption is a critical concern in wireless networks due to the energy constraint

of the devices. An energy efficient network has the ability to execute operations with a

minimum amount of energy in order to maximize the network lifetime. This requirement

is especially desirable in IoT networks as they are typically composed of devices with

limited batteries. In addition, devices death may lead to a loss of connectivity which may

cause an entire network interruption.

1.10.1.3/ FAULT TOLERANCE

Fault tolerance is the property that enables a system to keep operating properly even

with the failure of some elements and mitigates the component failure effects [57]. This

requirement is crucial to ensure that the network is able to fulfill its expected functioning

without interruption even in case of faults or crashes (e.g. devices issue, network fault,

sink fault, software problem, etc.). This property is necessary for IoT networks as they

may be liable to devices failure because of their characteristics (energy, processing, and

storage) or their environment (e.g. pipeline, chemical spill area, etc.).

1.10.1.4/ AVAILABILITY

The achievement of an available IoT service requires the achievement of the availability of

hardware and software. As the IoT devices are prone to failure [37], the main challenge

that face the design of an available system is the tolerance to failures as they occur

and recover from their effects. Therefore, fault tolerance methods and the redundancy of

component and services is required. With the redundancy, the availability of the hardware

can ensure the application availability [15]. For instance, in case of a component crush,

the service can be maintained by another component. However, the problem of using the

redundancy is the cost of the generated application.

1.10.1.5/ QUALITY OF SERVICES (QOS)

The dynamicity of the network and the potential transient instability can cause frequent

disconnections in the communication links which may temporary affect the performance

of the IoT application. The quality of services (QoS) refers to the evaluation and the opti-

mization of overall service performance and user satisfaction. This performance is evalu-

ated using different metrics, such as, packet loss, communication latency, data through-

put, bandwidth and energy consumption, etc. Therefore, the QoS required in the network
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depends on the targeted application. For example, applications like smart lighting are de-

lay tolerant while other IoT critical applications (e.g. fire detection) are critical and require

a short aggregation delay (alert notification).

1.10.1.6/ SECURITY

Security is an important concern for IoT network as reviewed in [58; 59]. According to

[37], 70% of the IoT devices are vulnerable and are subjects to malwares. This prob-

lem is caused by the lack of transport encryption, inadequate software protection, and

insufficient authentication due to the limited capacities of the network devices. In addi-

tion, security attacks can easily affect the network for many other reasons, notably, the

wireless communication between devices, the openness of the system, or the physical

accessibility of the devices. A particular attention should be paid while designing secure

network protocols because the security mechanisms developed for traditional network

may not be convenient for resource-constrained devices.

1.10.1.7/ RELIABILITY

The reliability refers to the ability of the system to work properly according to its specifi-

cations [60]. The reliability intends to enhance the success rate of IoT delivery service

and must be implemented in all the networking layers [15]. This criterion is strongly re-

lated with the availability, i.e. the availability of a service can be reached over time by

the insurance of the reliability [15]. The Reliability is a stringent requirement especially

in the field of critical applications [61]. In these systems, the communication network is

an important component that needs to be fault resilient in order to permit a reliable in-

formation distribution and prevent errors in data gathering, data processing,decision, and

transmission.

1.10.1.8/ MANAGEMENT

Connecting a large number of objects to the network makes the management of the

faults, configurations, accounting, performance and Security a difficult task. To deal with

such a problem, the development of lightweight management protocols is required. This

management is a key solution to assist the deployment of the IoT applications [15]. For

example, monitoring Machine to Machine (M2M) communication of the IoT devices is es-

sential to ensure all times connectivity and reach the users satisfaction. The Open Mobile
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Alliance 9 developed a standard called Light-weight M2M (LWM2M) 10 to provide an in-

terface between M2M devices and servers. LWM2M aims to build an agnostic scheme

for the management of the diversity of devices [15].

1.10.1.9/ INTEROPERABILITY

The interoperability is another requirement that face the deployment of the IoT network

due to the large number of heterogeneous network devices that belong to different plat-

forms. To satisfy the IoT customers (regardless of the used hardware or platform), the

interoperability needs to be considered by both application developers and device man-

ufactures. For example, to ensure the interoperability in nowadays scenarios, modern

devices need to support the common communication technologies such as Bluetooth,

WiFi, GSM, LTE, etc. Moreover, IoT programmer need to design application that allows

an easy adding of new functionalities without issues, while maintaining the integration with

different communication technologies. For instance, to avoid interoperability problem, the

European Telecommunications Standards Institute (ETSI) 11 tests the interoperability be-

tween different implementations in order to assess the compatibility of the tested services.

Research project like PROBE-IT [15] aims to ensure the interoperability of validated IoT

solutions, such as CoAP and 6LoWPAN protocols, using interoperability tests [46].

1.10.2/ CHALLENGES

Reaching the requirements of the IoT networks described previously remains an open

issue and a research challenge due to the resources restricted devices, the dynamic na-

ture of the networks and the constraints related to the deployment environment (e.g. war

zone, pipeline, etc.). Different network management protocols have been proposed in the

literature to meet those requirement (table 1.6). However, the proposed approaches lack

when addressing the heterogeneity and the resource-constrained aspect of the devices.

Hence, to fulfill the network requirement, the main challenges consist of developing mech-

anisms and protocols that ensure the satisfaction of all the network requirements with the

consideration of the constrained aspect of the devices [33].

9Open Mobile Alliance (OMA): a standards organization which develops open, international technical
standards for the mobile phone industry. https://omaspecworks.org/

10Light-weight M2M (LWM2M): a protocol from the Open Mobile Alliance for machine to machine (M2M)
or Internet of things (IoT) device management and service enablement. (about LWM2M)

11ETSI: an independent organization that supports the development and testing of global technical stan-
dards for ICT-enabled systems, applications and services. https://www.etsi.org/
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Table 1.6: Main research challenges addressed in IoT

IoT Challenges Related researches
Scalability [62; 15; 63]
Energy efficiency [31; 30; 37; 36; 23; 33; 17]
fault tolerance [57]
Availability [37; 15; 64]
Quality of services [65; 66]
Security [58; 59; 56; 15; 65; 55]
Reliability [15; 60; 61]
Management [46; 25; 24; 35; 15]
Interoperability [15; 62; 63]

1.11/ CONCLUSIONS

The Iot is an emerging paradigm that attracts expanding attention in both academic and

industrial areas. IoT technology has allowed the emergence of effective applications in

diverse domains. This paradigm aims to realize a smart world vision by facilitating our

lifestyle. In this chapter, we provided an overview of the IoT network by highlighting some

aspects of this particular type of modern wireless networks. Related definitions of the

vision, the basic element and the architecture of the network are introduced. Moreover,

the paradigm applications are introduced and the related wireless access technologies

are depicted. Since there is a peculiar characteristics and requirement, we discuss the

overall network requirements and challenges that need to be satisfied to reach such an

effective network.

The next chapter overviews the related works in the field of IoT communication and topol-

ogy management. Particularly, we focus on the MAC and clustering techniques, been

commonly, used in wireless networks.
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2.1/ INTRODUCTION

The design of an efficient communication system for large scale IoT network is a seri-

ous challenge due to the limitation and characteristics of such networks as discussed

in the precedent chapter. Therefore, researches have turned to the implementation of

new techniques and mechanisms that ease and enable an efficient management of com-

munication channels, stable topology structure and effective data routing in the network.

Besides the large number of deployed IoT devices, an extensible and dynamic hierarchic

structure can achieve an effective and efficient management [32]. This chapter focuses

on two sub-layers directly implied in communication and data aggregation in wireless

network, notably, the MAC and Network layers.

The MAC layer needs to be considered to manage the access to the shared communica-

tion medium in order to prevent interference and, consequently, improves the transmis-

sion reliability and the service QoS. Accordingly, an efficient MAC protocol design needs

to deal with the entire feature that impacts the performance, such as the congestion phe-

nomena. For instance, the usage of TDMA-based channel access technique reduces the

interference effect. However, slots may be allocated to idle nodes which degrades the

system capacity [35].

On the other hand, the network layer is responsible of the structuring of the network

topology to ensure a coherent data routing. We focus on clustering techniques because

they represent an important and attractive solution used in conventional wireless networks

for structuring the network and optimizing its services. The network clustering significantly

enhances the performances of numerous applications compared to the conventional flat

structure. Moreover, the clustering architecture enhances the interference avoidance due

to a better channel allocation. Indeed, a well-structured network allows a better control of

communications interference [29].

The present chapter provides a review of the MAC and clustering protocols present in
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the current literature. First, we introduce a taxonomy of MAC protocols for wireless net-

works and we highlight the main approaches in this field. Mind that we cannot review the

complete research works in detail for this domain. Hence, we rather focus on the most

common MAC approaches.Secondly, we propose a classification for clustering algorithms

in wireless networks with a detailed description of each algorithm. Thirdly, we highlight

the relation between network and MAC layers and we present an overview of cross-layer

approaches with a presentation of some relevant approaches in this field. Finally, we

discuss the inconvenient of the layered model and the issues of the cross layering.

2.2/ MAC PROTOCOLS CLASSIFICATION

The medium access control (MAC) layer has an important task for ensuring the successful

transmission in the wireless network. The main task of the MAC protocol is to manage

and coordinate the access to the communication channel while reducing the collisions

and interference’s among nodes. Communication protocols suitable for MAC protocols

can be classified into two main categories, notably, contention free and contention based

protocols, as shown in fig 2.1.

Figure 2.1: MAC protocols classification

2.2.1/ CONTENTION BASED PROTOCOLS (CBP)

The contention based protocols need to accept the channel access before the transmis-

sion of each frame. It allows the usage of the radio channel without a pre-coordination. In

this type of protocol there are no predetermined time slots to send or receive data. The

most used contention mechanism is based on RTS / CTS (Request To Send/Clear To
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Send) control packets. Before transmitting, the sender node sends an RTS to its neigh-

bor. If the recipient neighbor is available to receive the data, it return a CTS to the sender.

ALOHA, slotted ALOHA [67], CSMA [68] and IEEE 802.11 [45] are some examples of

CBP based MAC protocols. The IEEE 802.11 [45] acquired a wide approval due to its

simplicity, robustness and flexibility, it is built on the Carrier Sense Multiple Access with

Collision Avoidance (CSMA/CA) [68].

ALOHA [67] is a basic communication protocol where nodes transmit their data whenever

they have a frame to be transmitted. If the transmission fails, the sender will re-transmit

the frame. However, when the communication volume increases, collisions become fre-

quent which reduces the efficiency of the network. CSMA [68] come as an improvement

of the basic ALOHA, it prevents collision by using the "listen before talk" operating pro-

cedure and senses the shared communication channel before transmitting. However, the

transmitter can only sense the shared medium within its transmitting range. Therefore,

transmissions out of the range of the sender cannot be detected (hidden node problem).

Contention based protocols are advantageous for sparse networks and support ad hoc

communications. However, this kind of protocol is not intended to support multi-hop wire-

less communication [69]. Indeed, the random access scheme deployed in the standard

still suffers from the hidden terminal problem which may cause interference and collision

problems.

2.2.2/ CONTENTION FREE PROTOCOLS (CFP)

In contrast, Contention-free MAC protocols reserve the channel to ensure a conflict-free

packet exchange. Basically, these protocols follow two phases: a random channel access

to gain the channel reservation and a scheduled transmission of data packets. With this

type of protocol there is no competition to access the communication channel. Each node

has a private time/frequency/code that allow it to access the shared medium and no other

node in its vicinity will be able to use the same time/frequency/code. A MAC protocol is

said contention-free if the transmissions do not collide.

Among the protocols in this category, we distinguish three basic channel access tech-

niques:

• Time Division Multiple Access (TDMA) where the time is slotted and each node

has a dedicated interval of time during which he can access the channel to transmit

its data. Outside this time it is not allowed to access the channel.

TDMA technique assumes that all the network devices are time-synchronized in

some way. However, time synchronization may be infeasible in large scale sensor

networks, and it is better not to rely on synchronization in the design of MAC pro-
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tocols. The TDMA scheme is optimal in terms of throughput for fully connected

networks [70]. As we attempt to reduce the overall communication latency. In this

work (chapter 3), we focus on the distributed TDMA-based solutions.

• Frequency Division Multiple Access (FDMA) allows multiple users to commu-

nicate through a single communication channel simultaneously by partitioning the

channel bandwidth into several non-overlapping frequency sub-channels and at-

tribute each sub-channel to a distinct user.

• Code Division Multiple Access (CDMA) where multiple transmitters can send in-

formation simultaneously over a single frequency sub-band. The CDMA optimizes

the use of the available frequencies as it uses the entire frequency bandwidth with-

out need for guard sub-bands. CDMA technique uses a spread spectrum technol-

ogy and a special coding scheme (each transmitter uses an assigned code). The

transmitter encodes its data with its own code. On the other hand, the receiver uses

the transmitter code to extract its concerned data.

2.3/ ROUTING PROTOCOLS

Several classification of the routing protocols exist in the literature, notably, for the flat

routing and hierarchical clustering [23; 27; 26; 28; 32; 31; 49; 33; 29; 71].

2.3.1/ FLAT ROUTING

A network is said flat 1 when all of its interconnected elements have the same features

and the network is not divided into parts or groups. With this type of routing (also known

as Data-centric routing), all the network devices have the same functionalities and they

collaborate to relay the data. The device decision to route data packets to the destination

depend on its location. AODV [72] (Ad hoc On Demand Distance Vector), SPIN (Sensor

Protocols for Information via Negotiation) [73] and Directed Diffusion [74] belongs to this

class.

The flat routing is convenient for small scale network and offers a high reliability. However,

it does not support the dynamicity of the network topology and it does not perform well

when the density of the network increases [75].

1A flat structure refers to the absence of hierarchy provided by clustering operations.
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2.3.2/ HIERARCHICAL ROUTING

In this thesis, we focus on the management of the communication channels in large scale

network. Therefore, we concentrate on the network topology management and we ad-

dressed the hierarchical clustering to provide an easily manageable network. In the fol-

lowing we present a review of the clustering in wireless networks.

2.3.2.1/ CLUSTERING IN IOT: AN OVERVIEW

For large wireless networks, topology management is indispensable to balance the net-

work load, increase the scalability and prolong the network lifetime. As an important

network structuring technique employed in the conventional wireless networks, the hier-

archical clustering presents an interesting solution to facilitate the organization and con-

siderably improve the performances of numerous applications compared to conventional

flat structure [32]. The goal of this technique is to organize the network nodes into small

groups according to various parameters and metrics.

2.3.2.2/ INITIAL CLUSTERING WORKS

The Lowest-ID algorithm [76] is the first notable research work on clustering. The main

goal is to assign a unique identifier to nodes. The node identifiers are then used to select

the cluster heads in such manner that the lowest ID is chosen as a cluster head. The

drawback of this algorithm is the recurrent selection of the same nodes as cluster heads

leading to unbalanced energy consumption. The Highest-Degree algorithm [77], Least

Cluster Change [78] and MOBIC (The first signal strength based clustering algorithm)

[79] were proposed later, attempting to introduce new topological and mobility metrics to

the clustering process.

The previous described algorithms are based on the 1-hop clustering. A novel algorithm

was given in [80] called Max-Min. It is the earliest proposal for multi-hop cluster-based

topology. Although these algorithms appear obsolete compared to the recent literature.

The majority of current proposals in clustering are based on the set of rules described in

these first proposals combined with more novel clustering metrics.

2.3.2.3/ CLUSTERING CONCEPT

Although clustering techniques are diverse, grouping nodes into small groups (called clus-

ters) is a shared concept. This structure can fulfill a several network requirements, such

as scalability, load balancing, network stability, Quality of Service (QoS), etc. Clustering
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implies to assign particular roles to nodes, notably, the cluster heads (CH), the cluster

members (CM), and the cluster gateway (CG).

• Cluster head (CH): represents the leader of a cluster. It is responsible for relaying

information between nodes within the same cluster (intra-cluster communications)

or between adjacent clusters (inter-cluster communications). It can communicate

with the BS directly or through other CHs. The CH bears some extra tasks com-

pared to other nodes, such as data aggregation and channel access management,

which requires more energy consumption.

• Cluster Members (CMs): are ordinary nodes belonging to a given cluster. The cor-

responding cluster of a node depends on the node’s characteristics. These nodes

are limited to the tasks defined by the targeted application, for instance sending

their sensed data to the CH.

• Cluster Gateway (CG): particular CM node that provides inter-cluster communica-

tion with neighboring clusters and transfer data between them. It’s usually posi-

tioned at the cluster’s borders.

The usual method consists of selecting the CH according to a predefined metrics, and

then the rest of the nodes join one of the surrounding CHs. CMs that interconnect clusters

become gateways, figure 2.2 illustrate the clustering procedure.

2.3.2.4/ CLUSTERING PERFORMANCE METRICS

In this section we discuss how clustering efficiency could be evaluated. Indeed, Clus-

tering algorithms are diverse and designed for different scenarios. Therefore, determine

which algorithm is the best is not straightforward. However, it is possible to state which

algorithm is more suitable for a particular scenario. Accordingly, it is important to de-

termine which metrics need to be evaluated to assess the performance of a clustering

algorithm. Fig 2.3 highlights the most common metrics used for performance evaluation

of clustering algorithms. These metrics can target general evaluation of the clustering sta-

bility, overhead, connectivity and more specific measurements related with the network

lifetime, energy efficiency, etc.

2.3.2.5/ BENEFITS AND COSTS OF CLUSTERING

This part discusses the relevant benefits of clustering and highlighting the costs of apply-

ing such a technique.
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(a) (b)

(d) (e)

Figure 2.2: Illustration example of the clustering process: Converting a flat network
topology (a) to a hierarchical clustered topology (d) and the roles assigned to nodes in

the clustered network

BENEFITS OF CLUSTERING

In the beginning, clustering technique emerge as a solution for routing scalability problem

in ad hoc networking [29]. Indeed, the majority of ad hoc routing proposals were adopted

from the IP-based wired protocols, which have shown some difficulties in integrating big

flat ad hoc networks. The division of the network into clusters eases the management of

the topology and reduces the coordination messages between nodes execution load of

the high-level protocols. Additionally, in terms of radio transmission, the prioritization of

access to channels it possible to limit access collisions and interference.

The benefits obtained from clustering architectures depend on the application. For ex-

ample, fast channel allocation and better intra-cluster coordination represent the main

advantages for MANETs, whereas the Scalability of routing protocols and the energy effi-

ciency are considered as the main benefit of WSNs. In the new proposed scenarios, the

objective is to favor data aggregation by using stable links between cooperating nodes
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Figure 2.3: Common metrics adopted in performance evaluation of clustering algorithms

and better coordination to provide contention free intra-cluster communications. More-

over, the clustering architectures can considerably reduce routing complexity by reducing

the number of routes within the network, which makes the network more scalable. An-

other advantage of the clustering is the interference and collisions avoidance provided

by a better channel allocation. Indeed, a good organization of clusters allows an easier

deployment of non-interfering channels and favors the network load balancing.

COSTS OF CLUSTERING

As all the other techniques, Clustering also has its own costs including the messages

overhead, the energy consumption and the algorithm complexity. For instance, explicit

control messages need to be exchanged to perform the hierarchical topology, these mes-

sages may include the topological information (e.g. list of neighbors, quality of the links,

etc.) or node related information (e.g. mobility, battery levels, hardware capabilities, etc.).

These packets are used for neighbor discovery, cluster head selection, cluster formation

and maintenance and also for routing tasks. The exchange of these messages includes

an additional overhead and energy consumption. Moreover, the complexity of the clus-

tering algorithm must also be taken into account. Indeed, the usage of this technique en-

genders additional computational resource requirements and increase the time required

by the algorithm to complete the hierarchical topology. When the clustering process takes

a considerable time, the information exchange can get outdated and obstruct the network

performance.
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2.3.3/ CLUSTERING TAXONOMY

According to the current literature [23; 27; 26; 32; 31; 29], there is a number of cate-

gories according to numerous metrics and criteria used for the CHs election. In this

part we follow the classification provided in [29]. We include, however, more novel ap-

proaches. Therefore, we propose to classify clustering algorithms into the following cat-

egories: Mobility-aware clustering, Energy-Aware clustering, Load-balancing clustering,

neighbors based clustering and multi-criteria based clustering (as illustrated in figure 2.4).

We detail the main innovations in these categories and address some incremental re-

search efforts that improved these approaches. In the following, we discuss the different

clustering algorithms based on the proposed taxonomy.

Figure 2.4: Taxonomy of clustering algorithms in wireless networks.

2.3.3.1/ MOBILITY BASED CLUSTERING

Mobility-based clustering approaches treat the stability of the clustered topology in mo-

bile environments. Improving the stability refers to maximizing the connectivity among

cluster members, i.e. enhancing the cluster lifetime and residence time of nodes within

the clusters. In this type of clustering, mobility information (relative velocity, acceleration

and direction) are used to anticipate nodes movement and form the clustered topology.

Stable clusters are formed by nodes that move with similar features (direction and speed).

These approaches can be classified according to the used source information. The ma-

jor approaches are mostly presents in VANETs networks. Nodes are supposed to be

equipped with a GPS or a distributed localization system to gather mobility data about
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speed, direction, position, travel route, among others. Mobility clustering includes also

the environmental-based approaches that use diverse information provided by the neigh-

borhood, such as received signal-strength (RSS) to predict the connection time between

nodes. The environmental-based approaches are designed for networks where nodes

are deprived of the GPS, i.e. wireless sensors networks.

Authors in [81] proposed a new mechanism based on Moth Flame Clustering optimization

(MFO) for Internet of Vehicles, called MFCA-IoV. The protocol optimizes transmission ro-

bustness. In [82], Aadil et al. proposed a new clustering algorithm for Internet of vehicles

based on Dragonfly Optimizer (CAVDO). CAVDO uses a Mobility Aware model (MA-DTR)

to calculate a dynamical transmission range. The proposal improves the topology stability

in dynamic environment by using a swarm-based multi-objective method to structure the

network.

Authors in [83] presented an efficient Dynamic Mobility based Clustering (DMC) algo-

rithm to form a stable core network for data aggregation and propagation. The clustering

process is performed by taking into consideration the moving direction of devices, the rel-

ative speed, average distance and links stability. The approach uses a temporary cluster

head technique to enhance the cluster formation phase and uses a safe distance thresh-

old to monitor clusters size. A similar approach is introduced in SCP (Stable Clustering

Protocol) [84], where the clustering algorithm uses a metric based on the nodes’ speed.

Network nodes estimate their speed vector using GPS and compute the average speed

of the neighborhood using the received information. The stability rate is computed by

comparing the node speed with the average speed of it surrounding neighbors. In order

to select stable nodes as CHs, a willingness parameter is calculated based on node’s

average velocity and the number of neighbors with similar velocity. The node with higher

willingness parameter is selected as a CH. The algorithm uses a threshold value that

serves to evaluate if a CH needs to resign its role. Therefore, the CH that leaves the

cluster can resign before losing the connection with the CMs, which accelerates the re-

clustering process.

Hassanabadi et al. in [85] presented a mobility aware clustering algorithm for VANETs

that adopts the concepts of data mining by classifying data samples into groups of simi-

larity. The approach uses an affinity propagation technique to form mobile clusters where

nodes exchange messages to follow the affinity propagation. The clustering process uses

a similarity metric that takes into account the node position and mobility. The approach

is fully distributed and ensures clustering convergence within a predefined time. KCMBC

(K-hop Compound Metric Based Clustering) approach [29] diverts from the idea of using

mobility and location information, the clustering process uses a prediction measure to es-

timate the link expiration time. The link expiration time for a node is measured according

to the speeds of neighboring nodes, the node that maintain more stable links is elected
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as cluster head. The cluster topology is formed following the same approach used in [80]

for the k-hop clustering. KCMBC uses a dynamically adaptive broadcast period to trans-

mit the data to nodes according to their mobility. KCMBC adapts the broadcast period

according to the variability of the network.

Zhang et al. proposed in [86] another relative mobility-based clustering algorithm for

VANETs. The proposal uses the ratio of transmission delay between two consecutive

packets to calculate the devices k-hop relative mobility. The aggregate relative mobil-

ity value is the summary of the relative mobility times value of all neighbor nodes within

k-hop. The device that has the smallest aggregate relative mobility is selected as the

CH. The authors in [87] proposed a Distributed and Location-aware Clustering approach

called DiLoC, where the CHs (anchor nodes) are established before the clustering pro-

cess. These anchor nodes are responsible for initialization of the clustering process.

DiLoC is based on proximity election, relying on devices scattered along the network to

determine location information for the entire cluster structure. i.e. unassigned nodes

(nodes that have not yet received their assignment to CM or CH) that receive a join mes-

sage from an anchor node (regardless of the number of hops) can join the cluster. As

the CHs are selected before the clustering process, the clusters cardinality is limited,

which may restrict the scalability in case of a dense networks. Table 2.1 outlines a brief

comparison between the mobility based clustering approaches presented in this section.

Table 2.1: Comparison of mobility based clustering algorithms.

Algorithm Topology Clustering Energy Scalability Lifetime Clustering
structure consid. improv. parameter

MFCA-IoV [81] Central Single-hop Low Medium Low Moth flame opt.
CAVDO [82] Central Single-hop Low High Low Dragonfly opt., mobility
DMC [83] Central Single-hop Low Medium Low Direction, Position,

Links lifetime
KCMBC [29] Distributed Multi-hop Low Medium Low Mobility
Hassan. [85] Distributed Single-hop Low Low Low Position, Mobility
SCP [84] Central Single-hop Low Low Low Speed
Zhang [86] Central. Multi-hop Low Hight Low Mobility, Connectivity
DiLoC [87] Central. Multi-hop Low Low Low Location

2.3.3.2/ ENERGY AND LOAD BALANCING AWARE CLUSTERING

Energy-aware clustering is mostly applied with resource restrained wireless networks,

such as wireless sensor networks, where the mobility is not the main focus. The primary

concern in these networks is exclusively devoted to increase the network lifetime which

is typically defined as the time elapsed before the first network node drains out of its

battery (short-term vision). A considerable amount of literature addresses the lifetime
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improvement of wireless networks [28; 31; 33; 32; 26; 2; 8].

Low Energy Adaptive Clustering Hierarchy (LEACH) [88] is one of the most pioneering

and the well-known algorithms in this field. It represents a distributed cluster-based ap-

proach that use randomized rotation of CHs relied on a probabilistic threshold to distribute

the energy load among network nodes. LEACH renders a considerable energy saving

and prolongs the network lifetime compared to the flat clustering approaches. However,

the primary drawback of this approach is the possibility of selecting CHs with low residual

energy, which may results in a quick death and deterioration of the network performance.

LEACH attracted the attention of the research community working in the area of wireless

network. Several approaches come up with various improvements of this protocol to alle-

viate the energy problem (e.g. MH-LEACH [89],O-LEACH [90], R-LEACH [91] and others

[92]).

A Multi-Hop version of LEACH protocol (MH-LEACH) was introduced in [89]. MH-LEACH

proposes a multi-hop architecture within each cluster to promote energy preservation.

Some specific CM nodes are considered as intermediate nodes to relay the collected

data toward the CH. In [90], the authors combine LEACH protocol with Genetic Algorithm

(GA). LEACH component determines the clusters, while the GA component is used to

locate the optimal routing paths using a fitness function. This latter uses the residual

energy of the nodes for the selection of the CHs. O-LEACH outperforms the classic

LEACH by improving the packet delivery rate, throughput, and energy saving. Residual

energy-based LEACH (R-LEACH) protocol [91] selects the CH by combining multiple

parameters, such as the remaining energy and the optimum number of network CHs.

The approach applies the same mechanism for the CH election as LEACH. However,

the new CH is elected at the end of the round based on the residual energy. In [93],

Hamzah et al. proposed a new clustering method called FL-EECD based on the minimum

separation distance between CHs. A fuzzy inference system is used to acquire better

parameters. The CHs are selected based on the residual energy, location suitability,

density, and distance from the BS. The approach sets a minimum separating distance

between CHs and uses a Gini index [93] to estimate the energy efficiency of the clustering

approach to ensure an even distribution of energy through nodes. This model aims to

select an optimal set of CHs. However, it does not consider the load balancing of the

aggregated data among CHs.

The authors in [94] proposed a Grid-based Clustering Algorithm (GCA) to enhance load

balancing and extend the network durability. The GCA analyzes the energy consump-

tion during the network execution and based on this parameter, data packets distribution

takes place. Polynomials metrics valuate the optimal cluster size to reasonably balance

the energy consumption. In this approach, the network is divided into several grid clusters

based on the optimal cluster size, the network load distribution is specified accordingly.
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Table 2.2 illustrates a brief comparison of the energy aware clustering approaches pre-

sented in this section.

Although a considerable amount of research works focus on the lifetime extension of wire-

less networks using energy aware approaches. The proposed clustering protocols, up to

this point, have been mostly based on devices residual energy or the State of Charge

(S oC) optimization for non-rechargeable batteries. These solutions focus on maximizing

the duration of batteries discharging (short-term vision) and ignore the impact of oper-

ational activities of the devices on the battery State of Health (S OH). Therefore, such

approaches are not adapted to rechargeable batteries optimization (long-term vision).

Table 2.2: Comparison of energy aware based clustering algorithms.

Algorithm Topology Clustering Energy Scalability Lifetime Clustering
structure consid. improv. parameter

LEACH [88] Distributed Single-hop Low Low Low Load balance
MH-LEACH [89] Distributed Multi-hop Moderate High Moderate SoC, reliability
O-LEACH [90] Distributed Multi-hop High Moderate High SoC, latency
R-LEACH [91] Distributed Single-hop high Moderate Moderate SoC, density
FL-EECD [93] Central. Single-hop Moderate High Moderate SoC, position, den-

sity, Distance to BS
GCA [94] Central. Single-hop Moderate Low Low SoC

2.3.3.3/ ENERGY AWARE PROTOCOLS FOR RECHARGEABLE BATTERIES

The IoT applications are constrained by the required devices’ energy consumption. Bat-

teries, commonly, represents the only source of energy of the IoT devices and,therefore,

defines the nodes lifetime. This problem undermines the integration of the traditional wire-

less protocols in the IoT networks[95]. The rechargeable battery concept has attracted

much attention (e.g. Energy Harvesting WSN and Rechargeable WSNs, EH-WSNs or R-

WSNs) with the promise of a sustainable IoT networks [95; 96]. This kind of batteries ben-

efit from ability to be recharged many times [97] using techniques such as piezoelectric

generators, RF harvesters, solar panels and wind turbines. The idea is to convert energy

sources, such as body heat, foot strike, finger strokes, wind and sunbeams into electric-

ity [95]. However, the durability of rechargeable batteries is not unlimited and omitting

the degradation aspect may result in a high replacement and maintenance costs. There-

fore, saving battery state of health (S oH) is mandatory even with rechargeable batteries

(lifetime improvement in the long-term).

Energy-aware clustering protocols typically assume that the battery is non-rechargeable

or the degradation impact on the battery S oH is neglected. Whereas, rechargeable batter-

ies are nowadays a commonly used technology and the contactless harvesting solutions
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become reality [98]. In this part (section 2.3.3.3), we propose an original approach that

integrates rechargeable battery degradation within the networking protocols.

Although, the typical part of research work in wireless networks focus on energy lim-

ited devices, some current proposal addressed the problem of energy optimization for

rechargeable nodes in wireless networks [96]. For instance, Lin et al. [99] considered the

problem of maximizing the data collection rate in rechargeable wireless sensor networks

(R-WSN). In this proposal, the problem of data aggregation in multisource/multi-sink sen-

sor networks is formulated as a linear programming problem where the devices have

to consume less energy than they collect. Authors in [100] deal with the scheduling of

the recharging phases by considering the temporal and space constraints in R-WSN. In

this approach, a mobile charger moves to fulfill the charging requests. Arivudainambi

et al. [101] considered the problem of wireless chargers location in rechargeable wire-

less sensor networks. The work in [102] presents an adaptive MAC protocol for R-WSN

(Rechargeable WSN). The goal is to specify a method that enables each node to measure

the optimal maximum and minimum charging thresholds according to the number of ex-

changed data packets. When the remaining energy of a given node reaches a minimum

threshold, the node trigger the recharging process until the maximum energy threshold is

reached. During the recharging process, the node cannot send or receive data.

2.3.3.4/ UNEVEN CLUSTERING

In multi-hop clustering, nodes closer to the Base Station (BS) exhaust their energy rapidly

compared to other nodes. This is due to the transmission of their own data in addition to

the aggregation of other nodes packets. This causes irregular energy consumption over

the network. Therefore, nodes closer to the BS tend to die quickly leading to a network

disconnection. This type of problem is known as hot spot problem. Unequal clustering

is one of the proposed solutions to overcome this issue [103]. It brings additional advan-

tages like extending the scalability and the durability of the network [104]. Several uneven

clustering protocols have been proposed in the literature. [105; 106; 103; 107; 104]

In [108], the authors presented a distributed approach for unequal clustering inspired from

a chemical reaction optimization paradigm called nCRO-UCRA. The approach aims to

eliminate the hot spot problem by merging the unequal clustering with a Linear Program-

ming formulation for the CHs selection. The network is partitioned into unequal clusters

where small size clusters are located near to the BS. The CHs forward their data to the

BS by using the UCRA algorithm. The approach aims to achieve better performance in

terms of residual energy and network lifetime.

A distributed fuzzy logic-based unequal clustering approach (DFCR) is proposed in [109]

to solve the early death problem of nodes close to the BS. DFCR forms the clusters of
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unequal sizes where the size of each cluster is calculated by a distributed fuzzy logic ap-

proach. The CHs are selected according to their distance toward the BS and their residual

energy. After the clustering, a virtual backbone of CHs is constructed and network nodes

use a cost function to determine the shortest backbone path to route their data.

Singh et al. [110] presented a multi-hop intra-cluster technique to attenuate the risk of hot

spot and avoid intra-cluster communication problems. This scheme uses an unequal grid

based clustering to divide the network into unequal and fixed square shaped clusters.

Clusters size is fixed during the entire network lifetime to avoid going through clusters

formation in each round and save energy. The proposal assumes both centralized and

distributed methods to structure the network. Clusters formation and CHs selection are

achieved centrally, whereas intra and inter cluster communications are performed in a

distributed fashion. The selected CHs send their data to the BS by using multi-hop inter-

cluster links. If the remaining energy of a CH drops under a specific fraction compared

to it neighbors, the BS triggers a new clustering process. The aim of the approach is to

reduce the communications distance and reduce the CHs rotation at each round.

An Energy-efficient Multi-hop routing with Unequal Clustering approach (EMUC) is pre-

sented in [103]. EMUC aims to distribute the energy dissipation within the network. This

scheme extends the life of the network by reducing the energy cost of long distance trans-

mission and approving multi-hop communication to aggregate the collected data. It uses

the unequal clustering to reduce the effect of the hot spot problem. The CHs election

is distributed and multiple tentative CHs are selected according to a probabilistic model

and compete to be CHs based on their residual energy. Inter-cluster communications

are conducted in multi-hop to reduce the energy consumption of CHs. Each CH selects

the appropriate routing path to relay its data by taking into consideration a compromise

between the energy of relay nodes and the energy cost of relay links. The work in [107]

illustrated a new distributed communication architecture using multi-hop transmissions

and a fuzzy logic mechanism to provide energy-efficient communication with heteroge-

neous clustering (EEFUC). The proposal is based on four stages, namely, competition

radius determination, CHs election, cluster joining, and the selection of relaying paths.

The fuzzy logic is applied during the CHs election by considering various input parame-

ters such as residual energy, distance to the BS and the network density. The authors

investigate the application of the fuzzy logic using various parameters and functions to

obtain an appropriate clustering criterion.

Table 2.3 outlines a brief comparison of the uneven clustering approaches presented in

this section.
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Table 2.3: Comparison of uneven clustering aware algorithms.

Algorithm Topology Clustering Energy Scalability Lifetime Clustering parameter
structure consid. improv.

nCRO-
UCRA [106]

Distributed Multi-hop Moderate High Moderate SoC, position, density,
distance to BS

DFCR [109] Distributed Fuzzy-
based

Moderate Moderate Moderate SoC, position, distance
to BS

Singh [110] Distributed Multi-hop High Moderate Low SoC, load balance
EMUC [103] Distributed Multi-hop Moderate High High SoC, reliability
EEFUC
[107]

Distributed Multi-hop Low Low Moderate SoC, density, distance
to BS

2.3.3.5/ NEIGHBORS AWARE CLUSTERING

Clustering approaches in dense and low mobility networks usually focus on balancing

clusters size alternatively with the stability of the clustering topology. The Cluster size

represents a trade-off between the inter-cluster and intra-cluster communication perfor-

mance [29]. Indeed, big clusters have a significant effect on the CHs energy consumption,

therefore, different clustering proposals try to enhance the network performance by form-

ing clusters with optimum size. Proposed clustering approaches can be classified into

two main categories according to the cluster radius. Namely, the single hop (or 1-hop)

based clustering approaches where each node is one hop away from its relative CH (di-

rectly connected). The second category regroup the multi-hops (or k-hop) base clustering

approaches where network nodes may not be directly connected with their CH.

1-HOP BASED CLUSTERING

Authors in [40] proposed a smart and balanced one-hop clustering algorithm (Smart-BEE)

for IoT Networks. The authors approached the clustering scheme from another perspec-

tive, they accommodate the multiple communication interfaces enabled in 5G networks

using Multiple-In and Multiple-Out (MIMO) communications to perform energy efficient

topology, maintain the network coverage and improve the Quality of user Experience

(QoE). The proposal is centralized which reduces the performance in case of a high

dynamic network and makes it sensitive to the central point of failure issue. Wu et al.

[111] use an ant colony optimization to provide an energy efficient clustering approach.

The proposal aims to find a minimal set of CHs and preserve the battery SoC by load-

balancing the number of devices among network clusters.

The authors in [112] proposed a new self-organized Clustering Algorithm (SOCA) for

VANETs. The approach focuses on the single-hop clustering to reduce the network over-

head while maintaining the communications security using asymmetric cryptography. The
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CHs election uses an improved algorithm of Independent Set Problem with a secret-

key agreement technique. Authors in [113] proposed an energy harvesting CH rotation

scheme (EH-CHRS) for green wireless networks based on an analytical double chain

Markov model. The main motivation of the approach is to perform a CH rotation and min-

imize the energy overflow during high data traffic by assigning the CH role to nodes that

consume less energy during the data aggregation phase.

Chung-Wei’s et al. [111] proposed a multi-objective ant-colony optimization algorithm for

cluster formation. The proposal considers three objectives, notably, minimize the number

of cluster heads, balance the number of members among cluster, reduce the distance

between nodes of the same cluster. The algorithm is centralized and aims to find the

Pareto optimal set of cluster heads [111] and associated CMs that minimize the energy

dissipation. Table 2.4 shows a brief comparison of the single-hop clustering approaches

presented in this section.

Table 2.4: Comparison of single-hop clustering aware algorithms.

Algorithm Topology Intra-
cluster
structure

Energy
consid.

Scalability Lifetime
improv.

Clustering param-
eter

Smart-BEE [40] Central. Single-hop Moderate Low Moderate SoC, load balance
Wu et al. [111] Central. Single-hop Moderate Low High SoC
SOCA [112] Central. Single-hop Low Moderate Low Cryptography
EH-CHRS [113] Central. Single-hop Moderate Low Moderate SoC, load balance
Chung-Wei’s
[111]

Central. single-hop Moderate Low Low Ant-colony opt.,
load balance

K-HOP BASED CLUSTERING

The single hop intra-clustering offers a suitable solution to structure the network. How-

ever, for extensive networks with short range radio signals, a significant number of clus-

ters are formed. Accordingly, isolated devices may arise and connectivity may be difficult

to guarantee. Hence, Multi-hop (or k-hop) intra-clustering produces a consistent structure

in a dynamic large scale networks. Indeed, increasing the number of hops inside network

clusters implicitly decreases the number of reconfiguration events that may occur (CH

election and nodes re-affiliation) [29], which improve the network stability.

E-PEGASIS [114] is a multi-hop intra-clustering mechanism that aims to reduce the re-

dundancy of data transmitted toward the BS. E-PEGASIS compute a dominating set in the

network and employs an ant colony optimization to select the sub-optimal routing chain

from the dominating sets. This approach provides an energy efficient solution for routing

the network data. However, it requires an extended time complexity to organize the nodes
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into chain. Authors in [115] proposed a k-hop Energy Constrained intra-clustering tech-

nique based on the Dominating Sets theory called K-ECDS. The proposed distributed

approach considers the energy limitation and models the cluster heads election problem

based on the quality of communication and nodes cardinality.

Authors in [106] presented a centralized energy efficient fuzzy-based cluster head amend-

ment (FCHA) approach to increase the lifetime of the network. Clusters topology is per-

formed dynamically by the BS. The CH role rotates periodically and the clustering applies

an adjacency matrix and a Fuzzy Logic (FL) approach for the CHs election. The FL con-

cept specify nodes centrality and residual energy as an input parameter. FCHA uses an

actuation point as a factor to decide the periodicity of the current cluster head.

Mezghani [116] proposed a distributed multi-hop intra-clustering approach where the net-

work is divided into k-hop large clusters. The CHs election is distributed and weight

based on the residual energy, nodes degree and the communication quality. The cluster

topology is achieved using the triangulation theory of Khalimsky to ensure an effective

intra-clustering routing and reduce the energy wastage.

Authors in [117] presented a multi-hop intra-cluster clustering architecture. Initially, nodes

enter a sleeping period and compute a wake up time slot according to their degree and

the average distance to their neighbors. Nodes with a large set of neighbors and low

average distance are awakened in an earlier execution time to be privileged for the CH

election. Although the CHs selection provides more energy efficiency and balanced clus-

ter formation, the clustering time is prolonged.

Authors in [118] proposed an Energy Efficient intra-clustering technique (EE3C) where

multiple high energy nodes act as cluster heads within each cluster instead of a single

cluster head. The BS collects node’s information to determine their location and lifetime

and divide the network into rectangular sectors (clusters) to load balance the energy in the

monitored area efficiently. The CH election is centralized at the BS and only one cluster

head acts as master CH for a given cluster to gather and send the sensed information to

the BS. The master role rotates periodically among cluster CHs after a particular number

of rounds. EE3C improves the intra-clustering efficiency, however, the clustering process

is fully centralized. Authors in [119] present a reliable energy efficient manner for intra-

clustering in wireless networks (RINtraR). The proposal focuses on optimizing the QoS

of wireless communication to reduce energy waste. Each node selects the path that

consumes the least energy leading to the BS by assigning a transmission quality value

to each communication link that relays it with the neighbors. The clustering process of

RINtraR is inspired from LEACH which leads nodes with high connectivity to drain faster

since they will be used to relay a high rate of data. Table 2.5 exhibits a brief comparison

of the multi-hop clustering approaches presented in this section.
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Table 2.5: Comparison of multi-hop clustering aware algorithms.

Algorithm Topology Intra-
cluster

Energy
consid.

Scalability Lifetime
improv.

Clustering parame-
ter

structure
E-PEGASIS
[114]

Central. Multi-hop Low High Low Dominating sets, ant
colony opt.

K-ECDS [115] Distributed Multi-hop Moderate High Moderate SoC, reliability, car-
dinality

FCHA [106] Central. Multi-hop Moderate High Moderate SoC, position, load
balance

Mezghani [116] Distributed Multi-hop Moderate High High SoC, cardinality,
reliability, Khalimsky
theory

Turgut [117] Distributed Multi-hop Moderate Low Moderate Cardinality, reliabil-
ity, TDMA

EE3C [118] Central. Multi-hop Moderate Low High SoC, position
Rintrar [119] Central. Multi-hop Moderate Moderate Moderate SoC, reliability

2.3.3.6/ MULTI-CRITERIA BASED CLUSTERING

Instead of using a single metric for the CHs election, Multi-criteria clustering approaches

consider different parameters simultaneously for the clusters formation, such as mobility,

location, nodes degree and the energy level. This class of approaches elects cluster-

heads that are more convenient to a particular environment in order to meet the require-

ments of the network. It uses a function that combines the multiple metrics and represents

the weight of a node. The weight formula W(i) for a given node i with the metrics A(i), B(i)

and C(i) is diffined as in 2.1.

Wi = α × A(i) + β × B(i) + ... + γ ×C(i) ∧ α + β + ... + γ = 1 (2.1)

where α, β, ..., γ represent the weighted coefficients of the corresponding metrics. The

value of the weighting coefficient presents a main challenge in this category. Indeed, in-

creasing the value of a parameter comes on the expense of reducing the importance of

the other parameters. Therefore, the selection of the optimal weighting coefficient vector

is hence not a trivial task. These coefficients are adjusted based on the system require-

ments and the network environment. A particular weight coefficient may be adjusted rel-

atively to the others to reach an optimal result for a particular network configuration. For

example, in a low-density environment, the residual energy should be favored. In case of

a dense network, the connectivity should be favored. Whereas, in a noisy environment,

the communication link quality needs to be considered.

In [120], Essa et al. presented a dynamic weight clustering-based algorithm (DWCA)

to equally distribute the network load, expand the network lifetime and strengthen the
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network scalability. DWCA employs a weight based technique for the CHs election based

on the residual energy, the current node degree and the distance toward the BS.

In [121], the authors introduced a fuzzy based energy efficient clustering protocol (FEEC-

IIR) for WSN and IoT systems. In this proposal, a multi-criteria decision-making technique

is employed and the CHs election is performed based on energy state of charge status

(SoC), QoS’s impact, and node position to save energy and minimize the packets traf-

fic. Improved Energy-Efficient Clustering Protocol (IEECP) [19] determines the optimal

number of clusters for the overlapping balanced clusters. This latter are formed based on

a modified fuzzy C-means algorithm, which balances the energy consumption of nodes.

The approach uses a CH rotation mechanism combined with a CH back-off timer mecha-

nism to select CHs at optimum locations. WPO-EECRP protocol [122] considers multiple

clustering factors for CHs election, namely, the residual energy, the average distance

toward the BS, and the number of nodes in the neighborhood. It aims to ensure the scal-

ability of the protocol and to provide a proper clustering control by altering the clustering

parameters. The approach is completely distributed and requires the exchange of control

packets to estimate the distance separating the nodes and their CH.

In [123], the authors proposed to combine a new version of a gravitational search al-

gorithm (GSA) with a Power Distance Sums Scaling (PDSS) function to determine the

optimal number of clusters in each round. This method dynamically uses the position

and the remaining energy of nodes to reduce the number of active CHs and decrease the

energy consumption. It uses a fuzzy logic controller which considers the residual energy

and the transmission link quality to improve the performance of the method. Table 2.6

depicts a comparison between the multi-criteria based clustering approaches presented

in this section.

Table 2.6: Comparison of multi-criteria based clustering aware algorithms.

Algorithm Topology Clustering
structure

Energy
consid.

Scalability Lifetime
improv.

Clustering parame-
ter

DWCA [120] Distributed single-hop Moderate Low Moderate SoC, degree, dis-
tance to BS, density

PDSS-GSA
[123]

Central. single-hop Moderate High Moderate SoC, position, relia-
bility

FEEC-IIR [121] Central. single-hop Moderate Low Low SoC, links QoS, po-
sition

IEECP [19] Distributed multi-hop High Moderate High SoC, position, loaad
balance, Backoff
timer

WPO-EECRP
[122]

Distributed multi-hop Moderate High Moderate SoC, Distance to
BS, density
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2.4/ CROSS-LAYER AWARE MAC AND ROUTING PROTOCOLS

2.4.1/ CROSS LAYERING DEFINITION

Typically, protocol architectures follow particular layering principles to enable interoper-

ability, fast deployment, and effective implementations. However, the poor coordination

between layers restricts the performance of the model architectures due to the explicit

challenges caused by wireless transmission nature. The layered model inspired from the

OSI model, used to ensure network communications, works on the principle of separa-

tion layers. Although this principle is effective for wired networks, it is not an optimal

solution for IoT networks where other features must be taken into account, such as lim-

ited resources and dynamic topology. To address such limitations, the cross-layer design

has been proposed. The cross-layer design allows protocols belonging to different layers

to cooperate and share their information with other layers in order to efficiently use the

network resources and overcome the limits of each protocol. The ITU 2 (International

Telecommunication Union) considers that cross-layering consists of allowing interactions

between different layers (including non-adjacent layers) in order to achieve gains in net-

work performance.

As the objective of this theses focus on the management of the communication channels,

we are interested in cross-layer approaches concerning the Network layer and the MAC

layer because their decisions have a significant impact on communication performances.

2.4.2/ CROSS LAYERING CONCEPT

The main idea is to maintain the functionalities of the initial layers while allowing the co-

ordination, interaction and joint optimization of protocols crossing different layers. Cross-

layering can be achieved between two or more layers and it can be based on any combi-

nation of layers [124] as shown in figure 2.5. However, the protocols that use the energy

information are not considered as cross-layer protocol, although the energy information

belong to the Physical layer, it is not considered as a part of a protocol of this layer.

2.4.3/ CLASSIFICATION OF CROSS LAYER PROTOCOLS

There is a considerable number of cross layer protocols proposed in the current literature.

These protocols can be classified according to the following categories (figure 2.6):

2The International Telecommunication Union (ITU) is a specialized agency of the United
Nations responsible for all matters related to information and communication technologies.
https://www.itu.int/fr/Pages/default.aspx
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Figure 2.5: Cross layering design

• MAC protocols using information from the routing protocol (Mac-aware routing ap-

proaches).

• Routing protocols that consider the information provided from the MAC layer (Rout-

ing aware Mac protocols)

Figure 2.6: Cross layer (MAC-Routing) protocols classification

2.4.4/ MAC-AWARE ROUTING APPROACHES

Routing in wireless networks has traditionally been divided into two steps: The rout-

ing protocol first chooses a next hop, and the MAC protocol then waits for the intended

destination to wake up and receive the data. This design makes it difficult to adjust to

connection dynamics and causes delays while waiting for the next hop node to wake up.

Therefore, the usage of a cross layer approach allows a coordination between these two

layers (MAC and Routing), in order to improve the aggregation delay.

To illustrate this category, Fig. 2.7 shows an example of an 8 network nodes (A to H)
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using TDMA where node F want to aggregate date to node A. With a conventional routing

approach without cross-layering (e.g. without considering the MAC-TDMA slots), the

routing scheme will route the data toward the shortest path (e.g. toward the node B as

in Fig. 2.7(a): F
1 slot
−−−−→ B

6 slots
−−−−−→ A). However, with this scheme the aggregation of the

data packet will take 7 time slots to reach node A. Whereas, when using a cross layer

scheme that considers the TDMA scheduling (e.g. when using a MAC-aware routing

approach) the data will be aggregated toward the nodes G and C as shown in Fig. 2.7(b)

(F
1 slot
−−−−→ G

1 slot
−−−−→ C

2 slots
−−−−−→ A). Although, this later scheme involve more hops to reach

the node A, this scheme will takes only 4 time slots to route the data to A. Therefore,

the usage of this later scheme is advantageous for critical systems as it improves the

communication latency.

(a) 2 hops / 7 time slots (b) 3 hops / 5 time slots

Figure 2.7: Comparaison between (a) conventional routing and (b) MAC-aware Routing
approach

In this category, the MAC protocol, once determined, sends it time scheduling information

to the routing protocol so that this latter can decide the next hop for each node. This sub-

class is not widely exploited in the literature. ORW (opportunistic routing for WSNs) [125]

belong to this category. ORW is a routing protocol based on MAC protocol information

(e.g. the TDMA time schedule) and which aims to decrease delay and power consump-

tion by using all neighbors as potential relay nodes. This approach uses an opportunistic

routing based on the concept of duty cycling for each node where the data are sent to

the first awaken neighbor. Although ORW is distributed, it requires an iterative process to

stabilize the calculation and this procedure becomes more and more difficult with dense

networks.

2.4.5/ ROUTING-AWARE MAC APPROACHES

Rhee et al. [126] proposed one of the classic algorithms in this category called Dis-

tributed and Randomized TDMA Scheduling for Ad Hoc networks (Drand). In this ap-

proach, nodes assign their own slot by coordinating requests with their neighbors. Li et
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al. [70] propose an amelioration of Drand’s work, called ET-Drand, by adding the Energy-

Topology (ET) factor. They consider the residual energy of nodes and the surrounding

neighbor’s topology to enhance the distributed scheduling process and improve the en-

ergy preservation.

Louail et al. proposed in [127] a centralized cross layer slots allocation protocol based on

the routing information, called IDeg-Relo (Interference Degree Remaining Leaves Order-

ing). This approach allocates a slot to a node based on its position in the routing tree. The

algorithm allocates to each node a time slot different from those assigned to interfering

nodes. This approach reduces the latency, but faces the central point of failure problem.

Authors in [128] presented a cross-layer scheme designed to improve the reliability of

wireless networks under the pretext of inaccurate devices and links called AreaCast.

This approach represents a MAC layer protocol that considers the routing information

to dynamically avoid faulty nodes and unstable links. AreaCast intends to improve the

robustness of routing protocols and the packet delivery rate while ensuring good energy

consumption. The approach is also able to tolerate and correct nodes failure problems.

The authors in [129] presented a cross-layer MAC protocol suitable for homogeneous and

heterogeneous wireless networks. The scheduling relied on a unique structure of packets

that efficiently employs routing information to transmit multiple data packets through multi-

ple multi-hop flows. The approach dynamically optimizes the scheduling mechanism and

uses a FSP control (Flow Setup Packet) to manage the multi-stream traffic and reduce

the latency.

Chou et al. proposed in [130] a centralized slot allocation algorithm based on the routing

tree information called CoLaNet. This approach uses a two-hop vertices coloring algo-

rithm. The algorithm gives color to nodes that have the maximum degree in the routing

tree first, so that each node is not given a color taken by its one-hop or two-hop neigh-

bors. After the execution of the algorithm, the colors are transformed into slots and the

total number of slots represents the schedule length.

Table 2.7 outlines a brief comparison of the different cross-layer approaches presented in

this section.

2.5/ MAC AND ROUTING PROTOCOLS ISSUES

From the literature, we observe some existing shortage when considering the MAC and

routing approaches. For instance, when considering cross-layering approaches, the fo-

cus is mainly devoted for solving energy efficiency problems to maximize the network

lifetime. Most of these approaches are centralized and do not essentially optimize the

latency or neglect it completely by targeting other metrics, which is not suitable for critical

60



Chapter 2 : State of the Art

Table 2.7: Comparison of the cross-layer approaches

Algorithm Topology Category Routing Objective Limites
structure

ORW [125] Distributed Duty cycling Opportunistic Ennergy effi-
ciency

Iiterative computation,
require a global view
of network

DRAND [126] Distributed Cont. free Tree TDMA
Schedul-
ing

Random slot alloca-
tion, high collision rate

ET-DRAND [70] Distributed Cont. free Tree Ennergy,
scheduling

Increase communica-
tion latency

IDeg-ReLO [127] Centralized Cont. free Tree Latency Central point of failure
CL-MAC [129] Distributed Cont. based Any Latency Energy ignorance
Areacast [128] Centralized Cont. based Any Energy, over-

head
Increase latency

CoLaNet [130] Centralized Cont. free tree Energy,
scheduling

Increase latency

application.

In IoT networks, a communication protocol needs to be distributed. Indeed, with a large

number of connected devices, managing the channel access with a central coordinator

may obstruct the network performances. Therefore, nodes need to self-organize them-

selves to enable reliable communications. Moreover, these protocols should be dynamic

in order to adapt with the topology variations caused by the wireless nature of the IoT

network. Furthermore, MAC and routing protocol design should consider the broadcast

nature of the wireless channel by minimizing collision and interference issues. In addition,

as the radio spectrum and the available bandwidth are limited, the communication proto-

col should ensure an optimal usage of the available resources. Besides, these protocols

need to address the energy efficient issue in the long-term (which is poorly addressed),

particularly when developed for specific applications like data gathering and monitoring.

2.6/ CONCLUSION

This chapter presented a review of the MAC and hierarchical clustering approaches in

wireless networks. In this regard, we presented a background of the Mac issues and

classification, then we exhibit a taxonomy of the routing protocols, more precisely, we

addressed the hierarchical clustering classification. Afterward, we approached the cross

layering concept between the MAC and the network layer and we addressed the MAC-

aware routing approaches. This study allowed us to take advantage of the deficiencies

of the proposed protocols in the literature to introduce new clustering and cross layer ap-

proaches for large scale IoT networks. The proposed approaches aim to enhance the
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conventional wireless networks to structure the network topology and enable an effec-

tive management of the communication channels. The design and evaluation of these

approaches is the subject of the following chapter of this thesis.
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The objective of our work is to provide efficient management of the communication chan-

nels and the topology in large scale IoT network. We adopt different approaches within

the two sub layers directly involved in the network communication, notably, the network

and the MAC layers. In one hand, we considered a cross layer architecture to improve

and manage the access to the shared communication channel. On the other hand, at

the network layer, we addressed hierarchical clustering, which allows the management

of the network structure in order to maintain connectivity of the large scale topology and

improve the network performances.

In the first part of this chapter, we will present the first contribution concerning distributed

TDMA scheduling. The aim is to improve communication latency by considering the infor-

mation obtained from the routing layer via cross layer. In the second part, we present two

clustering topology approaches. The first one focuses on the k-hop intra-clustering and

uses the two-hop neighbor’s connectivity to strengthen the cluster’s connectivity. The aim

is to optimize the cluster heads set to minimize the number of long range communication

channels and expand the network lifetime. The second approach handles a distributed

unequal clustering technique that uses the Log-Normal Shadowing model within an urban

environment to evaluate the error rate of transmission within nodes and improve energy

efficiency. This latter integrates a realistic communication model in unequal clustering to

alleviate the hot-spot energy problem. In the third part, we focus on long-term energy op-

timization, and we present two approaches for dynamic clustering, considering the state

of devices’ health batteries and their degradation level. The proposed schemes efficiently

manage the energy resource to enhance the battery behavior that extends the network

lifespan in the long-term. The first approach presents a new dynamic clustering technique

using an original long-term vision of energy optimization for IoT network. This approach

considers the rechargeable battery aging behavior to extend the network life-time in the

long term. The second proposal presents a novel SOH prediction based Clustering for

Long-term Energy optimization. This latter uses an original metric to predict the forthcom-

ing SOH of the devices’ battery before the clusters formation, which significantly extends

the system life. All proposals performance are evaluated by simulation using the same

metrics with different network configurations (parameters, topology).
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LATENCY IMPROVEMENT AWARE

DISTRIBUTED CROSS LAYERING

3.1/ MOTIVATION

One of the main problems facing the development of MAC protocols is the dynamic topol-

ogy due to the sensors’ breakdown caused by exhaustion of energy resources or other

factors like signal interference and nodes’ mobility. These factors bring new challenges

[22], involving communication channel allocation, which is of great importance. Efficient

communication channel management optimizes the latency and minimizes interference

and collision problems that affect energy consumption. One of the techniques used to rea-

sonably manage communication channel is the allocation of time-slots to network nodes.

Typically, conventional slots scheduling algorithms are centralized, where the BS requires

interfering information from every network device. The resulting schedule is close to the

optimal solution [70]; however, it is not appropriate for dynamic networks since the slot

schedule is recomputed after each topology alteration when a node joins or leaves the

network. Moreover, these approaches face the major problem of the central point of

failure hence the slots schedule cannot be performed. To adapt to dynamic topology of

the network, slots allocation algorithms should have topology adaptability that effectively

affect the available transmission slots according to the requirements. That is why the

distributed techniques are more appropriate.

Traditional distributed protocols assume that the MAC and Routing layers act indepen-

dently, which affects the latency metric. In this regard, the contribution presented in this

chapter addresses the cross layer contention-free scheduling algorithms. More precisely,

we focus on the problem of developing a weight-based TDMA-MAC scheduling algorithm

in a distributed fashion. The proposed solution is a MAC aware routing protocol that takes

advantage of routing information to improve the communication latency and the transmis-

sion schedule length.
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To clarify the idea, the following example exhibits an unsuitable MAC decisions situation

regarding the routing information. The network is modeled into a graph of 6 nodes, where

the vertices and the edges represent the network devices and the communication links

among devices respectively, as shown in the left side of the figure 3.1. One possible

routing tree for this network is given on the right side of the figure.

In figure 3.2, nodes TDMA schedule is represented by vectors where each vector repre-

sents the time slot schedule used by the current node for: sending (marked in bold letter),

receiving data (marked in italic letter), or idle (empty slot). This example aims to illustrate

that the shortest path built by the routing protocol (network layer) does not always ensure

the shortest communication delay due to the scheduling decision made by the MAC layer.

In figure 3.2 (a), the TDMA schedule is generated without considering the routing infor-

mation. For instance, the average communication latency to relay data packet from the

source node D to the reception node A is 8 time slots, i.e. 1 time slots to send the packet

from D to C, 4 slots to send the packet from C to B and 3 slots so that node B sends in-

formation to node A. Whereas in figure 3.2 (b), the scheduling is performed according to

the routing information (by using cross layering). Therefore, node C is scheduled straight

after its routing child nodes E and D, B is scheduled after its children C and F, and A is

scheduled right after its child B. With this scenario, the average latency generated by the

new schedule is reduced to 5 time slots. Indeed, 5 time slot are required to relay data

packet from source node D to A, i.e. 1 time slot to send information from D to C, 2 slots so

that node C relay the data packet to node B and 2 slots so that node B sends information

to node A.

Figure 3.1: An example of a wireless network modeled as a graph (left) and its routing
tree (right).

Therefore, the TDMA can take advantage of the spatial information coming from the rout-

ing layer to optimize the communication latency.
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(1) (1)

(2) (2)

(3) (3)

(4) (4)

(a) TDMA Without cross layering (b) Cross layer based TDMA

Figure 3.2: Two TDMA schedules of network nodes in Fig. 3.1

69



Chapter 3 : Latency improvement aware distributed cross layering

3.2/ CONTRIBUTION

This contribution presents a new Weight-Based Distributed TDMA Scheduling Algorithm

(WB-DTSA), a distributed MAC-TDMA scheduling approach for IoT and sensor networks.

The idea is to use the cross layering technique between the Routing and MAC layer

to reduce the energy consumption and the transmission latency, which is suitable for

critical applications. Since each node knows its interfering degree and its parent in the

routing tree T , the idea is to take advantage of the routing tree information and give

the transmission slots to nodes based on their position in the routing tree. A bottom up

traversal is applied on T , while privileging nodes with long routes toward the BS (node

with high tree level) by allocating them earlier slots in the transmitting schedule. In this

contribution, each node in T performs a local slots schedule for its children, i.e. parents

at level i in the routing tree allocate slots to their children at level i+ 1. Each node, except

the BS, gathers the interfering information from its neighborhood and forwards them to

its parent to generate the local schedule. Interfering nodes with different parent may

receive similar transmitting slots. Thus, to avoid this scenario, we adopt a weight-based

approach during the slot allocation process. The approach gives priority of nodes with

higher weight, i.e. the node with higher weight obtains the slot first. Moreover, nodes

with many neighbors are more challenging to schedule on existing slots than those with

fewer neighbors. Therefore, we propose to combine two metrics to perform the weight

constraints: the node interfering degree and the node average distance.

• Node Interfering Degree (IDeg): This criterion denotes the total number of neigh-

bors. This metric is used during the scheduling to prioritize nodes with large inter-

ference range. This metric is calculated by in equation 3.1.

NIDeg(i) = { j ∈ V | ∃(i, j) ∈ E ∧ Pi , (P j ∨ j) }

IDegi = |NIDeg(i)| (3.1)

• The Average Distance (AD): It stands for the average distance between a node

and its neighborhood. The AD metric of a node i is calculated using equation 3.2.

N(i) = { j ∈ V | (i, j) ∈ E}

ADi =

|N(i)|∑
j=1

(Dist(i, j) | (i, j) ∈ E)

|N(i)|
∧ j ∈ N(i) (3.2)

The weight Wi of node i is calculated based on the previous parameters using equation

3.3. α and β are the weighting coefficients for the corresponding system metric. Where

α + β = 1
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Wi = α ∗ IDegi + β ∗ ADi (3.3)

Each weighting coefficient expresses the importance of the related metric relative to the

others. In this work, both IDeg and AD are perceived as important metrics and after

performing several experiment scenarios, we assigned them an equivalent weighting co-

efficients which renders the best result. We choose α = 0.5 and β = 1 − α = 0.5 as

weighting coefficients values for the experiments in this study. These weighting coeffi-

cients can be adjusted according to the system requirements. WB-DTSA runs in rounds.

A round is measured in slots and the number of slots used in one round is adapted dy-

namically depending on the estimations of network delays. Each node i maintains two

lists: Inter f ering_slots_listi, containing the interfering neighbors slots and Request_listi
representing the list of children that have sent their interfering information to i and wait

for the local schedule. A node can be in one of the three states: IDLE, REQUESTER,

SCHEDULER. Figure 3.3 presents the transition state diagram of WB-DTSA.

Figure 3.3: State diagram of WB-DTSA.

The approach works as follow.

1. First, each node i measures its Wi value and broadcasts this value to all its neigh-

bors N(i).

2. To obtain a slot, i collects interfering information from its neighborhood. Then:

– If i is a leaf, it adds the collected interfering information to the slot request

message (Requesti).
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– Otherwise, i adds the collected interfering information and its children slots

information to Requesti.

i sends Requesti to its Parent Pi.

3. When Pi receives a request message from i, it adds i children slots information to

its Inter f ering_slots_list.

4. When Pi receives request messages from all its children:

(a) Pi sorts it Request_list according to requester weight, so that the node i having

the highest weight will be scheduled first.

(b) Find the minimum slot for i, while taking into consideration its interfering list.

(c) Repeat step (b) for all Request_list elements.

(d) After the slot allocation process, Pi broadcasts the resulting local schedule to

its children.

5. When i receives the local schedule. It updates S loti, then broadcasts this slot to its

neighbors, so it can not be used by interfering neighbors with lower weight.

When using only one type of request messages, a deadlock scenario may occur during

the scheduling, as depicted in Fig. 3.4. In this scenario, node y waits for interfering

information from the weighted node z (since it needs interference information from this

neighbor to be able to send a slot request to its parent node x). Same case for z and

x, where z is waiting for the interference information of its neighbors x. This latter (node

x) is waiting for its son (node y) to send him this interference information. In this case

we observe that a mutual waiting loop is formed between nodes y, z, x (eg. y
wait for
−−−−−→

z
wait for
−−−−−→ x

wait for
−−−−−→ y) as illustrated (the red cycle) in Fig. 3.4, which causes a deadlock

situation that obstruct the algorithm execution. To bypass this deadlock scheme, we use

Priority request messages (Prio_requesti), which contains the interfering neighbors slots

and Request_listi representing the list of children that have sent their interfering information

to i and wait for the local schedule as follows:

(a) When a node i finds that it has the highest weight, it sends a priority request mes-

sage Prio_requesti to Pi.

(b) After that Pi receives Prio_requesti, Pi searches for the minimum temporary slot

available tempo_sloti and sends it directly to i.

(c) When i receives a tempo_sloti message, it updates S loti, then broadcasts this slot

to its neighbors.
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Figure 3.4: Deadlock example.

Figure 3.5 illustrate an execution example of WB-DTSA slots scheduling process in a

small network (modeled by a graph). Nodes in black represent the nodes with assigned

slot and the white nodes represent the nodes that are still waiting for a transmission slot.

Figure 3.5 (a) and 3.5 (g) present, respectively, the initial and the final network state where

all nodes have reserved there slots. In this example, each node collects the interfering

slots assigned to its neighborhood and transmits them to its parent node in the routing

tree. The parent performs a local slots schedule for its children by considering their in-

terfering slots. Accordingly, a bottom up allocation of the transmitting slots is performed

privileging nodes with long routes toward the BS, starting with the leaf nodes by allocat-

ing them earlier transmitting slots. This reasoning will be followed, by recurrence, by all

network nodes. In the final network state, we obtain a TDMA schedule in which the trans-

mission slots of the child nodes are close to that of their parents in the routing tree, which

will reduce the latency of data aggregation in the network. The pseudo code of WB-DTSA

is shown as algorithm 1. This approach takes into account messages generated by the

routing layer other than those generated by the MAC layer. It may increase the number of

messages generated by the algorithm during the execution and result in an extra amount

of energy consumed. However, to avoid this disadvantage, network clustering techniques

are used.

3.3/ NETWORK MODEL

Wireless networks are generally represented by a graph G = (V, E), where V is the set of

nodes (devices or sensors) and E is the set of edges (communication or interfering links).

N(i) denotes the set of the direct neighbors of node i ∈ V. Deg(i) = |N(i)| represents

the number of neighbors (degree) of i and S LOTi is the transmitting slot allocated to

i. Dist(i, j) is the distance between i and j. We use the UDG (Unit Disk Graph [131])
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Algorithm 1 WB-Distributed TDMA Scheduling Algorithm

Variables:
Wi: the weight of i .
Pi: parent of i in the routing tree T .
Inter f ering_slots: list of interfering neighbors slots.
Request_listi: list of slot requesters.
S tatei: indicates the state of i.
Lea fi: indicates if i is a leaf in T .
Count_child_requesti: counter of child slot request messages received.
Wni: neighbors of i that have higher weight.
Child_slots_listi: children slots list of i in T .
Output:
S LOTi: the transmiting slot of i .

if S tatei = IDLE ∧Wni ∈ Inter f ering_slotsi then
if !Lea fi ∧ |Child_slots_listi| = |Childi| then

Update (Child_slots_listi, Inter f ering_slotsi)
Send (Requesti, Inter f ering_slotsi) to Pi

S tatei = Requester
Upon receiving Request j message:

Add j to Request_listi
Add Child_slots_list j to Inter f ering_slots
Count_child_requesti++
if Count_child_requesti = |Childi| then

S tatei = S cheduler
S ort(Request_list)
S chedule = Allocate_S lots(Request_list)
Broadcast(S chedule)
Clear(Request_listi)
Count_child_requesti = 0
S tatei = IDLE

if ∄ j ∈ Ni : W j > Wi then
Send Priority_requesti to Pi

S tatei = Requester
Upon receiving Priority_request j message:

S tatei = S cheduler
if S lot j , ∅

Delete S lot j from Inter f ering_slotsi

Count_child_requesti++
Temporary_S lot j = Find_min_slot(Inter f ering_slots j)
Add Temporary_S lot j to Inter f ering_slotsi

Send Temporary_S lot j to j
Upon receiving S chedule ∨ Temporary_S loti from Pi:

Update S loti
Broadcast S loti
S tatei = IDLE

Upon receiving S lot j from j ∈ N(i):
Add S lot j to Inter f ering_slotsi

if S loti = S loty
S loti = ∅
S tatei = IDLE 74
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(a) (b)

(c) (d)

(e) (f)

(g)

Figure 3.5: Execution scenario of WB-DTSA slots scheduling process.

connectivity model, in this model a link exists between two nodes i and j if they are

within each other’s transmitting range R (Dist(i, j) ≤ R j ∧ Dist( j, i) ≤ Ri). We consider that

communication links are symmetric, i.e. all devices have the same transmitting range.

The routing tree T used for data aggregation toward the base station (BS) is formed by a
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subset of communication links Et. We denote by Pi the parent of i in T . A link that does not

belong to T (e < Et) is considered an interfering link because messages transmitted via

this link do not reach their destination. Network devices use a single channel transceiver,

i.e. they cannot receive from multiple senders or send and receive at the same time. Any

node in T (except the BS) can transmit a packet to the BS through the routing tree path.

3.4/ ENERGY MODEL AND TRANSMISSION RELIABILITY

Wireless network devices perform diverse functionalities, such as sensing, processing,

transmitting and receiving information. Among all those functionalities, wireless com-

munication is the one that consumes the major portion of the energy and is far greater

compared to the energy dedicated to computation [32]. Indeed, transmitting one bit over

a distance of 100 meter requires approximately the same energy as executing 3000

instructions [122]. The energy model for this work is inspired from the model used in

[19; 123; 90]. In this model, the transmitter wastes some energy to run the radio elec-

tronics and the power amplifier. On the other side, the receiver dissipates an amount of

energy to run the radio electronics, i.e. detect and decode the radio signal as shown in

figure 3.6.

Figure 3.6: Radio energy dissipation model

The energy consumed by a node for transmitting an l bit data packet over a distance d is

the sum of the energy consumption of the radio electronics circuit and the power amplifier

circuit. It is measured as in eqation 3.4.

ETran(l, d) = Eelec × l + Eamp × l (3.4)

Eelec depicts the energy dissipated per bit to operate the transmitter or the receiver circuit.

The amount of energy consumption depends on different parameters, such as digital

coding, modulation, filtering and spreading of the signal. Whereas, Eamp is the power

amplification coefficient, it relies upon the distance to the receiver and the acceptable
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bit-error rate. Eamp is formulated as in equation 3.5.

Eamp =

 εFS × d2 : d < d0

εMFS × d4 : d ≥ d0
(3.5)

Where:

d0 =
√
εFS /εMFS (3.6)

On the other side, the energy required for the reception of a message of size l bits is given

by equation 3.7.

ER = Eelec × l (3.7)

In this model, the energy consumption by a transmitter is proportional to the threshold

transmission distance d0. According to the distance value d0 (Equation 3.6), the prop-

agation loss can be modeled as a free-space model or a multi-path attenuation model.

εFS and εMFS are used for the free space and multi-path model respectively, they repre-

sent the characteristics of the transmitter amplifier which depend on the required receiver

sensitivity and receiver noise [132].

3.5/ SIMULATION CONFIGURATION

The parameters employed for evaluating the proposed algorithm are described in this sec-

tion. The performances of the approaches are assessed via simulation. We used a sim-

ulator implemented in Java based on using Java Universal Network/Graph (JUNG) [133],

a Java based library that allows the analysis, visualization, and modeling of networks as

graphs. We assume that network nodes have the same transmitting range R = 30 m using

the UDG connectivity model (Unit Disk Graph [131]). The network is made of a variable

number of nodes deployed over a square area ∆2 = 200 ∗ 200 m2. The BS is positioned

in the upper left corner of the deployment area. The initial energy of each node is equal

to 1 joule, and the data packet size is 100 bytes. The density δ represents the average

number of neighbors in the transmitting range of a node. It is stated as δ = π ∗ R2 ∗ n/∆2.

The network density may vary depending on the deployment environment and the appli-

cation requirement. A high density may ensure good network connectivity and guarantee

superior redundancy for better reliability of the aggregated data. In contrast, a high den-

sity increases the communication interference and data collision rate, which raises energy

consumption. Therefore, the number of nodes deployed in the simulation area changes

to obtain different densities. For this experiment δ ∈ [4, 50], to evaluate the performance

of our algorithm, we use the following metrics:
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• The average energy consumed: It denotes the average energy consumed per

node before obtaining a transmitting slot during the time scheduling process.

• The average latency: the average end to end delay for each node (except the BS).

The end to end delay for a node represents the number of time slots needed for a

generated packet to reach the BS through multi-hop communication.

• The schedule size: the number of slots used by the algorithm to generate the

TDMA schedule (the size of the TDMA schedule).

3.6/ PERFORMANCE EVALUATION

The performances of the proposed approach are compared to Drand, E-T-Drand and I-

Drand according to the metrics described in section 3.5. Figure 3.7, 3.8 and 3.9 show the

obtained results. Multiple scheduling schemes have been proposed in the literature. We

compare our approach to the classic Drand [126]. E-T-Drand [70] and I-Drand [11].

Figure 3.7 shows the average energy consumed by a node to procure a transmitting slot

according to different values of density. Usually, as the density increases the energy ex-

hausted by the four algorithms expands as well. When the density is lower than 8 (δ ≤ 8),

the energy consumed by Drand surpasses that of WB-DTSA. This is due to the low net-

work connectivity that increases the number of failure messages generated in Drand. The

energy depleted by I-Drand and E-T-Drand increases slowly because these approaches

use priorities during the time allocation. E-T-Drand is based on the energy information

of the node and its neighbors, which reduces the number of messages generated. The

average improvement of E-T-Drand is 33.9% compared to Drand. I-Drand uses the rout-

ing layer information to reduce the number of collision messages and the per-link latency,

hence, it shows an average improvement of 18.4% compared to Drand. Unlike Drand

and E-T-Drand which only consider MAC layer messages. WB-DTSA takes into account

the messages processed by the routing layer in addition to those generated by the MAC

layer. This considerably increases the number of messages processed by the approach

during the execution and expands the amount of energy consumed. Although the energy

consumed by our approach is larger than Drand (19.8% more), it shows superior perfor-

mance in terms of latency and schedule length efficiency as shown in figures 3.8 and

3.9.

Figure 3.8 illustrates the average latency of each node with different node density values.

Compared to the other approaches, our approach significantly diminishes the communi-

cation delay and generates a smaller latency. Compared to I-Drand, our approach show

a latency amelioration of 38% and improves the global latency by 47.1% compared to

Drand. Indeed, Nodes are scheduled based on the order given by a bottom-up traversal
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Figure 3.7: Average energy consumed

of the routing tree, privileging nodes with long routes toward the BS by trying to assign

them earlier slots in the schedule. As a result, the per-link latency is reduced, and the

global end-to-end delay is improved, which is appropriate for critical applications.

Figure 3.8: Average communication latency

Figure 3.9 shows the average number of transmitting slots used in the scheduling. We no-

tice that the schedule size depends on the network density. Moreover, the arrangement of

slot allocation priority following a bottom-up traversal reduces the schedule length. Figure

3.8 shows that the schedule length of E-T-Drand and Drand is nearly equal, while WB-

DTSA and I-Drand both reduce the number of time slots used. Our approach improves

the schedule length by an average of 22.8%, which denote that our proposal significantly

reduces the number of time slots used in the scheduling.

Table 3.1 illustrate a comparison of the different algorithms to the classic Drand [126].
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Figure 3.9: Average number of time slots used in the scheduling

It synthesizes the performance gain and loss, considering different density values with

different metrics.

Table 3.1: Performance gain and loss of WB-DTSA, E-T-Drand and I-Drand compared
with Drand

Algorithm/Density [4-20[ [20-35[ [35-50]
Latency 35.9% 53.8% 54.5%

WB-DTSA
Schedule

size 19.8% 23.6% 26.6%

Energy
consumption -20.8% -23.5% -15.3%

Latency -17% -36.1% -19.4%

E-T-Drand
Schedule

size 3.7% -4.5% -1.8%

Energy
consumption 39.7% 29% 11.5%

Latency 6.7% 3.6% 16.8%

I-Drand
Schedule

size 27.9% 24.2% 20.2%

Energy
consumption 30.3% 19% 6.1%
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3.7/ CONCLUSION

In this chapter, we presented a new distributed cross-layer TDMA scheduling algorithm

named WB-DTSA. In contrast to the typical centralized scheduling approaches, the pro-

posed contribution is distributed to tolerate the dynamic variation of the topology and

avoid the central point failure problem. The novelty is that the proposal takes advantage

of the routing tree information and exploits the knowledge of the neighborhood to per-

form the communication slot scheduling. Indeed, the transmitting slots are attributed to

nodes based on their position in the routing tree while privileging nodes with long routes

toward the base station by allocating them earlier transmitting slots to reduce the latency.

The proposal employs a weight based technique that considers the average distance and

the interference degree among nodes and their neighborhoods to efficiently improve the

slot allocation. Several simulation experiments have been executed to estimate the per-

formance of the approach. Simulation results have shown that the proposal has better

performance in comparison to similar approaches in terms of communication latency and

schedule size.
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DISTRIBUTED SELF-STABILIZING

APPROACH FOR THE K-HOP

INTRA-CLUSTERING AWARE

NEIGHBORS TOPOLOGY KNOWLEDGE

4.1/ MOTIVATION

Various clustering protocols concentrate on the multi-hop inter-clustering [134; 135; 136]

between the cluster heads (CHs) and the base station to increase the network lifetime.

However, only a few consider the intra-cluster communication (between devices and their

CH). Existing intra-clustering schemes [110; 137] usually presume a direct connection

between Cluster Members (CMs) and their CHs. Thereby, a great number of clusters are

created. In a wide scale network, the distance between nodes and their CHs may not

be short enough for communication. Hence, direct communication becomes obstructive,

and k-hop intra-clustering communication should be employed to allow network scalabil-

ity. The k-hop intra-clustering model perceived a substantial concern from the research

community [138; 117], as it exhibits (in a better way) the features of a well-organized

network. Indeed, k-hops intra-clustering model restrains the number of clusters and,

consequently, reduces the number of long-range communication channels and extends

network durability [136]. The objective of k-hop clustering is to arrange nodes into clus-

ters where the path between CMs and their corresponding cluster head is shorter than k

hops of distance. It offers a robust topology in dynamic networks since cluster members

may not be in direct liaison with their CH. Hence reconfiguration processes (cluster head

election and re-affiliations) are constrained [29].

K-hop intra-clustering has proved many advantages to alleviating the congestion prob-

lems and prolonging the network lifetime [139; 140]. However, most of the k-hop intra-
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clustering protocols are centralized and only consider the node’s direct neighbors’ infor-

mation, which lacks robustness. Indeed, with a centralized k-hop scheme, the BS is a

central point of failure, i.e. a potential BS failure will collapse the execution of the whole

protocol. A loss of a critical node or a communication error could subsequently cause a

severe clustering failure because some data are usually of crucial importance in a cen-

tralized approach. Moreover, with the network scaling, BS may become a performance

bottleneck. In this context, this paper presents a new distributed k-hop intra-clustering

protocol that considers the two-hop neighbors’ topology knowledge. The aim is to opti-

mize the set of CHs to reduce the number of long-range communication channels to avoid

congestion issues and extend the network lifetime.

The main contributions of this work are as follows:

• A new connectivity metric is introduced to elect the set of proper CHs. The nov-

elty of this metric is taking into account the two-hop topology of the current node,

and its surrounding neighborhood (instead of using the traditional direct neighbors

connectivity), in order to strengthen the cluster’s stability.

• The design of the algorithm is based on a distributed self-stabilizing system. We

prove that the algorithm stabilizes, and converges within O(n + k) rounds, which

represents the upper bound of the time complexity, n is the number of network

nodes and k is the depth threshold of the clusters. This perspective enables network

devices to efficiently tolerate possible failures that can occur locally in the dynamic

topology.

• The proposed approach produces clusters with an energy efficient topology by re-

ducing the distance between nodes and their respective CH. The approach is par-

ticular in that it constructs the intra-cluster links in a distributed fashion rather than

using a centralized algorithm executed by the CH.

4.2/ NETWORK MODEL AND ALGORITHM OBJECTIVE

In this contribution, we adopted the network model described in the previous chapter

(section 3.3) by adding a new term used in this approach. For instance, Nk(i) denotes the

set of k-hop neighbors of the node i ∈ V, N<k(i) represents the set neighbors at distance

< k-hop from i.

The proposed solution objective is to optimize the number of CHs (e.g. reduces the

number of CHs while maintaining the network connectivity), reduce the waste of energy

caused by long-range communication channels, and decrease the risk of congestion.

More precisely, we aim to find the smallest set C of selected cluster heads {CHn (n ∈
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1, 2, ..., |C|)} using a two-hop neighbors connectivity metric while respecting a particular

maximum hops constraint k between each node and its cluster head. Considering that

Mn is the set of nodes that belong to the cluster coordinated by the cluster head CHn.

The objective of the proposed mechanism is formulated as follows:

C = (Min |
⋃

CHn ⊆ V |) ∧ ( ∀i ∈ Mn, ∀ CHn ∈ V) :

Dist(i,CHn) is Minimized

The communication over multi-hop short-range is generally more energy efficient than

directly transmitting in a single-hop long-range communication [141]. Wide intra-cluster

hops expand the coverage of the CHs, which reduces the number of elected CHs and the

energy dissipation. However, in the case of a dense network, the interference rate will

also rise, augmenting the waste of energy due to collision problems.

4.3/ CONTRIBUTION

In this section, we present our distributed k-hop intra-clustering approach for wireless net-

works named Distributed Clustering aware 2-Hop Connectivity (DC2HC). The approach

consists of grouping nodes with high connectivity into k-hop clusters. As cluster heads

require more energy compared with other nodes, the number of CHs should be reduced.

Therefore, DC2HC aims to produce an optimized number of clusters while preserving the

network coverage, reducing the number of isolated nodes, and offering extended network

durability. The algorithm approves a weight based mechanism during the cluster heads

election process. This latter consists of selecting as a CH node with the maximum weight

in its k-hop neighborhood. Multi-hop spanning trees [142] are shaped inside each clus-

ter where CMs use the Received Signal Strength Indicator (RSSI) to select their parents

in the routing path leading to the related CH. Hence, clusters will be constructed with a

topology that spends less energy. Nodes weight combines three metrics:

takes into account 2-hop connectivity and pattern consumption. First the nodes must

evaluate their node degree and their neighbor’s node degree to calculate the Mean Con-

nectivity Degree (MCD), which consists on the addition of its own degree, d i , and its

neighbors’ degree, d j , divided by its own degree plus one:

1. Two-hop connectivity ratio (TCR): this parameter represents the connectivity ratio

of a node relatively to its neighborhood. Each node computes the average connec-

tivity within its two hops neighborhood (N≤2(i)) using Φi, then compares the acquired

value with the average two hops connectivity of its neighborhood. The TCRi value

of a given node i is estimated according to Equation 4.1. A higher TCRi value sig-
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nifies that i, besides of having a good cardinality, is well connected with its two-hop

neighborhood and represents a convenient CH candidate to sustain the network

connectivity as it covers a wider number of nodes within the maximum hop con-

straint k.

Φi =

[
|N≤2(i)|∑

j=1
|N( j)| / j ∈ N≤2(i)

]
+ |N≤2(i)|

|N≤2(i)| + 1

TCRi = |N≤2(i)| − Φi (4.1)

Figure 4.1 illustrates a CHs election example in a small network using the two hop

intra-clustering (modeled by a graph where the black nodes represent the CHs)

using a conventional cardinality based Fig. 4.1 (a) metric in comparison with the

TCR metric Fig 4.1 (b). In this example, as nodes A, B,C are potential CHs. With

a conventional metric, as the three nodes have the same cardinality, either nodes

A and C can be elected as CHs to regroup the network node. Consequently, two

cluster will be formed in the network. Whereas, when using the TCR metric, the

node B is well connected (compared to the other nodes) and will be selected as it

has a better TCR value, which will allow the node B to cover more nodes within the

same cluster. Thereby, the number of CH will be reduced while maintaining a good

connectivity.

(a) (b)

Figure 4.1: Example of CHs election using a conventional cardinality metric (a) versus
the TCR metric (b)

2. Residual energy (Eratio): the remaining energy of network nodes is introduced in

the CH election process. The ratio of remaining energy of a node i is computed as

in equation 4.2, where Einit
i is the initial energy of the current device and Eresidual

i is

its remaining energy.

Eratio
i =

Eresidual
i

Einit
i

(4.2)

3. Communication reliability: DC2HC uses Radio Signal Strength Indicator (RSSI)

as a metric to quantify the quality of communications. The RSSI value (the received

transmission power Pr) can be represented by the Log Distance Path Loss Model
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[143] as in equation 4.3

Pr(d)(dBm) = Pt(dBm) − 10 × α log(d) − Xσ (4.3)

Pt represents the power of the transmitter’s radio signal in dBm. The distance d

between the transmitter and the receiver is evaluated in meters. α is the path loss

exponent that relies upon the environmental conditions (α = 2 in the free space

propagation model). Xσ is a Gaussian random variable used in the case of shad-

owing effect. Otherwise, it equals zero.

Therefore, the weight Wi of a node i, based on the previous parameters, is computed

using the equation 4.4.

Wi = α × TCRi + β × Eratio
i + γ × Pr (4.4)

where α, β, γ represent the weighted coefficients of the corresponding metrics with the

constraint α + β + γ = 1. The proposed scheme is designed to work under a typical

network with various configurations to cover different use-case scenarios. Therefore, all

the weight coefficients are considered equal.

In DC2HC, the clustering is completely distributed where each node has only a local per-

ception of the network, which consists of its two-hop neighbor’s knowledge. The algorithm

is conceived by a set of rules of the form [If condition then action], where the condition is

a predicate specified over the node partial information. If the predicate is true, then the

node is enabled to make a move (execute an action). This algorithm structure is inspired

by the self-stabilization algorithms that are considered a valuable approach for tolerating

transient faults in a network [144], which is preferable in an environment with a dynamic

topology. We assume that each node i has a unique identifier and carry a set of variables

that constitute the Local State Values of the node (LS V): node identifier (IDi), its weight

Wi, Mychi(the relative CH of the current node), CHweight (the weight of the relative CH),

Dist(i,Mychi) that specify the distance to Mych (in term of hops), Deg(i), and its parent

Pi in the shortest data aggregation path. The structure of LS V is illustrated in figure 4.2.

Each node has a clustering record list CRL that contains a set of neighbor’s information

required by the clustering process. Nodes store the received clustering information (LS V

beacons) in this list.
Table 4.1 summarizes various notations used in this contribution. DC2HC consists of

three phases: the initialization phase, cluster heads election phase, and maintenance

phase.
87



Chapter 4 : Distributed self-stabilizing approach for the k-hop intra-clustering aware
neighbors topology knowledge

Figure 4.2: Example of LSV structure.

Table 4.1: Notation used in DC2HC

Symbol Description
IDi Identity of device i
Wi Weight of node i (computed using Equation (4.4))
Mychi Relative Cluster Head of node i
CH_weighti Weight of Mychi

Dist(i,Mychi) Distance between node i and Mychi (in term of hops)
Pi Parent of i in the aggregation path toward the relative CH
Tri Transmitting range of i
Deg(i) Degree of node i (Number of node in the neighborhood of i)
LS Vi Local State Variable of node i
CRLi Clustering Record List (Neighbors clustering information received)
TCRi Two-hop connectivity ration of node i
T x_QUALITY Message used to integrate the network and measures the

communication quality with the neighborhood
CH_Announc. Message broadcasted by nodes with a higher weight to inform their

neighborhood about their current CH task

4.3.1/ INITIALIZATION PHASE

The BS broadcasts a periodic beacon signal at the initial step. According to the received

signal, nodes can estimate the transmission quality toward the BS (the RSSI value). After

receiving this beacon, each node broadcasts a periodic T x_QUALITY message in its

transmitting range. After receiving a T x_QUALITY message, a node updates its local

state and replies by sending an LS V beacon. When the new node i receives LS V beacons

from its neighborhood, it updates the CRLi list and calculates its weight Wi using equation

4.4, then rebroadcasts a clustering message (LS V) that includes the updated information.

The LS V beacon is broadcasted whenever local information change. Hence, network

nodes can conserve coherent and updated information about their local environment. The

initialization process is described in Algorithm 2. Figure 4.3 summarizes the initialization

phase.

4.3.2/ CLUSTER HEAD ELECTION PHASE

The clustering process is described in Algorithm 3. We suppose no potential failure may

appear while performing the CHs election phase. Initially, to elect a cluster head, a node
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Figure 4.3: Sequence diagram of DC2HC initialization phase.

Algorithm 2 DC2HC Initialization phase.

Variables:
IDi: identifier, CRLi = Null, Ni = ∅

Degi = 0, Wi = 0, RS S Ii = −100 dBm

Upon receiving BS signal: Update RS S I value
Broadcast T x_QUALITYi message

Foreach received LS V Beacon do
|Ni| = |Ni| + 1
Update TCRi value using Equation (4.1)
Deg(i) = |N(i)|
Update CRLi list

Endfor
Update Wi value using Equation (4.4)
Broadcast LS Vi Beacon

Upon receiving T x_QUALITY j message:
Send LS Vi beacon to j

i browses the list CRLi and compares its weight with that of its neighbors and that of

the CHs that dominate its neighbors (rule R1). If Wi is the greatest weight, i updates

Mychi = IDi (elect itself as a cluster head) and set Dist(i,Mychi) = 0 (execute R2), then

broadcasts a CH_Announcement beacon that includes the new CH information. Other-

wise, i designates the node with the highest weight value in CRLi list as its new CH. If two

or more nodes have the same highest weight, the device with the highest ID is elected

as CH. Rule R1 prevents the formation of poorly structured clusters; it enables network
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nodes to choose the most convenient cluster head in their k-hop neighborhood. Other-

wise, the node selects the second weightiest node in CRLi and so on until finding the

weightiest CH with less than k hops of distance. When no CH meets these requirements,

the current node elects itself as a new CH to avoid an isolated node situation. Node i

updates Mychi with the identifier of the chosen node from (R1) and chooses the path with

the minimum number of hops toward the CH according to the information gathered from

its one hop neighborhood (using rule (R3)). Subsequently, nodes will be constrained to

join the closest cluster that includes the weightiest CH, which avoids the formation of a

height number of small clusters. The cluster heads election process is depicted in figure

4.4.

Algorithm 3 Cluster Head election phase.

Variables:
IDi: identifier
N(i): set of neighbors node of i
Wi: weight of the node i
Max_weight: temporary variable used to find the node with the highest weight
Output
CRLi: clustering record list of i
Mychi: the relative CH of i
Dist(i,Mychi): the minimal distance between i and its relative CH (in term of hop)

(R1): If Max_weight , Max({CRL[ID j][W] | j ∈ (N(i) ∨ MychN(i)) ∧ Dist( j,Mych j) <
k}

⋃
{Wi}) then

Max_weight = Max({CRL[ID j][W] | j ∈ (N(i) ∨ MychN(i)) ∧ Dist( j,Mych j) <
k}

⋃
{Wi})

Mychi = ID j

Else
If i , j ∧Wi = W j then

If IDi ≥ ID j

Mychi = IDi

Else
Mychi = ID j

(R2): If (Mychi = IDi) ∧CRL[Mychi][Disti] , 0 then

Dist(i,Mychi) = 0
CRL[Mychi][Disti] = 0
Broadcast CH_Announcement beacon

(R3): If (Mychi , IDi)∧(Dist(i,Mychi) , Min(Dist( j,Mych j) | j ∈ N(i)∧Mychi = Mych j)+1)
then

Dist(i,Mychi) = Min(Dist( j,Mych j) | j ∈ N(i) ∧ Mychi = Mych j) + 1
CRL[Mychi][Disti] = Dist(i,Mychi)
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Figure 4.4: The cluster head election phase.

4.3.3/ EXECUTION EXAMPLE

An execution scenario of the clustering process with k = 2 in a small network (modeled

by a graph) is illustrated in figure 4.5. Green nodes depict the CHs, and the white nodes

constitute the cluster members. Tables (b,d,f,h) indicate the different nodes parameters.

Figure 4.5 (a) and (g) show, respectively, the initial network state and the final clustered

network. Initially, network nodes received the signal message from the BS and exchanged

their clustering information. At each stage, the variables of each node exploited during

the clustering are illustrated in the corresponding table. Notice that in figure 4.5 (a),

the weight of nodes 1 and 11 are the highest among all the nodes in their CRL lists.

During the following round (Figure 4.5 (c)) these two nodes execute rule R1 to update

their Mych value (became CHs) and rule R2 to update the distance Dist(i,Mychi) = 0.

Next, nodes 1 and 11 transmit an announcement beacon to their neighbors. When the

neighbors of these nodes receive the CH_Announcement message, they update their CRL

lists and join the CH with the highest weight according to rule R1, then execute R3 to

select the shortest path toward their CHs using the collected neighborhood information.

At this point, two clusters are shaped in the network: C1 {CH : 1; CMs : 2, 3, 4, 5, 9},

C2 {CH : 11; CMs : 12, 13, 14}. Next (Figure 4.5 (e)), as new members joine the cluster,

the members transmit an LS V message containing the updated cluster information to

their surrounding neighbors. Hence, in the last state (Figure 4.5 (g)), the same scenario

can be repeated for the rest of the nodes. The remaining unallocated nodes received the

clustering information and updated their CRL lists. These nodes join the cluster with the
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weightiest CH, then update their distance using R3 (Dist = 2) to form the final two hops

cluster topology.

4.3.4/ MAINTENANCE

In a dynamic wireless network, recurrent topology changes can appear due to different

factors such as device mobility, battery draining or lack of coverage, etc. The clustered

structure must be resilient to an eventual node disconnections incident. Our approach

assumes a continuous clustering maintenance, where devices regularly exchange control

information. This mechanism is convenient for a dynamic scenario where disconnection

events frequently arise [29]. The DC2HC re-clustering process can be locally driven and

does not impact the entire network when disconnection events take place. Frequently

updated control information enables a quick reaction to disconnection events. Thus, the

clustered structure is more efficient and stable. The cluster maintenance phase is outlined

as follows:

4.3.4.1/ CLUSTER LEAVING

Each node monitors its surrounding environment through the exchanged beacon mes-

sages to keep track of the neighborhood members. When a node leaves the cluster

(following a disconnection factor), it stops transmitting; the surrounding neighbors detect

this event and remove this node from their CRL lists. If the leaving node is a cluster head,

rule (R1) will be activated and CMs re-execute this rule to elect a new CH and accomplish

the necessary updates. Otherwise (case where the leaving node is not a CH), rule (R3)

will be activated and CMs having it as forwarder (to access the CH in multi-hop fashion)

will chose other paths to relay their information. The cluster leaving process is depicted

in figure 4.6.

4.3.4.2/ CLUSTER JOINING

When a node i choose to join a cluster, it executes the initialization phase and broadcasts

a join request to the nearby neighbors. These neighbors reply by sending an LS Vi beacon

that includes the clustering information. The new node receives and stores it in its CLRi

list and computes its weight value Wi. If it has the highest weight among all the CLRi

members, then it elects itself as the new CH and broadcasts an announcement message,

so that the neighbors can achieve the necessary changes (set the new node as their

new CH). Otherwise, the new node joins the cluster of the weightiest CH in its k-hop

neighborhood. Next, i selects the nearest node to the CH (node with the lowest RSSI

value) as its new parent to relay the gathered data.
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(a) Initial state (b)

(c) CHs election (d)

(e) Routing paths formation (f)

(g) Clusters formation (h)

Figure 4.5: Execution scenario of DC2HC clustering process.
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Figure 4.6: The cluster head leaving process.

In the case where no reply packet is received, i.e. the new node is within an isolated re-

gion, the new node i elects itself as a cluster head (to prevent isolated node scenario), up-

dates its local state (Mychi = IDi, Dist(i,Mychi) = 0) and broadcasts a CH_Announcement

packet, since other nodes may have joined this region while i was performing the joining

procedure. The cluster joining process is shown in figure 4.7.

Figure 4.7: The cluster head joining process.

4.4/ TRANSMISSION RELIABILITY

Transmission reliability is a crucial criterion to improve the QoS of an application. The

well-known available Link Quality Estimators (LQEs) are shown in figure 4.8. Among all

these estimators, Radio Signal Strength Indicator (RSSI), Link Quality Indicator (LQI) and

Packets Received Rate (PRR) are the most typical metrics used to estimate transmission

quality [32]. RSSI measures the power signal of the received packets. LQI indicates the

quality of the received packets based on the first eight bits of that packet. LQI is an effi-

cient estimator, but the RSSI exhibits good results with a small number of measurements

and converge faster than LQI. PRR is reviewed as the best indicator for link quality [145].

However, it requires more time and energy to perform a precise quality value. For these

reasons, RSSI [146] is commonly chosen as the link quality estimator in this study. Lower

RSSI value implies a weaker signal. It is quantified in decibel, the closer this value is to
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zero the better the signal is. For example, −50 dBm is a good signal and −75 dBm is fairly

reasonable.

Figure 4.8: Available link quality estimators (LQE’s) [14].

4.5/ CONVERGENCE PROOF

Since the network structure is dynamic, the clustering algorithms must have a quick con-

vergence time 1. The convergence time of the algorithm is evaluated in terms of rounds.

Each round is quantified by a number of movements. In this section, we will prove that our

approach requires a finite number of movements in the clustering process, which implies

its convergence. We assume that the network starts from an arbitrary configuration.

Lemma 1. Let i ∈ V be the node that has the highest weight value in G (i.e., ∀ j ∈ V − {i} :

Wi > W j ∨ (∃ i , j : Wi = W j ∧ IDi > ID j). i makes at most 2 movements (executes (R1)

and (R3)).

Proof. we show that node i executes a finite number of movements. □

We assume that the value of Mychi is not updated. Since i is the weightiest node in G,

it has the highest weight among all its neighbors (∀ j ∈ N(i) : Wi > W j). The rule R1 is

enabled at node i, it will update the Mychi value (CH). Next, R2 is executed, i updates

the distance Dist(i,Mychi) = 0, afterward, no more rules are executed by node i, so it will
1Convergence time: represents the duration from when a node starts the execution of the clustering

algorithm until the cluster is finally constructed. At the convergence point (stabilization point), no more
operations are executed by the node until the end of the clustering process
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not make another move. Mychi and Dist(i,Mychi) will have the same values during the

setup phase.

Lemma 2. Neighbors at distance < k from the node with the highest weight i ∈ G will

execute a finite number of movements.

Proof. We show that the k-hop neighbors of node i execute a finite number of movements

(at most 2 × k movements) before reaching the final state (Final state (or stable state):

represents the state where the node has reached the convergence point. From this state,

the node has a correct clustering variable (LS V) and all the algorithm rules are disabled

for this node). □

After that, node i (the node with the highest weight) reaches a stable state (Lemma 1).

Rule R1 and R3 will be enabled for its direct neighborhood j ∈ N(i), these neighbors will

update their Mych value (Mych = IDi), then execute R3 to update the distance Dist(i, j)+ =

1 (2 movements). After that, no more rule will be enabled in the neighborhood of i (N(i)

has reached a final state).

This execution will be repeated by all nodes ∈ N2(i). Each node j ∈ N2(i) will execute at

most 2 movements (R1 and R3) then finish their execution. Hence, the same scenario is

repeated for the rest of nodes until it covers all the nodes in the sub-graph G
′

= {i
⋃

N≤k(i)}

that contains i and its k-hop neighborhood. Thus, the k-hop neighbors of the node with

the highest weight reach the final state after at most 2× k movements and will not be able

to execute any more movements.

Lemma 3. The stability of DC2HC is ensured.

Proof. Since node i with the highest weight in the network executes a finite number of

movements (Lemma 1) and the k-hop neighbors of node i also execute a finite num-

ber of movements (Lemma 2). This implies that the sub-graph composed by the set

of nodes {i}
⋃

Nk(i) reaches a stable state after a finite number of movements. Let

G
′′

= {G / ({i}
⋃

Nk(i))} be the graph obtained by removing the first stabilized sub-graph

from G. The execution given above in G can be repeated in G
′′

, the second sub-graph

that contains the node with the highest weight in G
′′

stabilizes with the same reasoning,

so all the nodes of the graph will follow this reasoning. This implies that the total number

of moves executed by DC2HC is finite. □

4.6/ TIME AND SPACE COMPLEXITY

In the previous section, we demonstrated that the proposed approach terminates within

a finite number of movements (2 × (k + 1) moves). However, the convergence complexity
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is not provided. In this section, the complexity of the proposed algorithm is examined in

both theoretical and simulation-based analyses.

4.6.1/ THEORETICAL ANALYSIS

In the following, we assume the worst configuration from which our algorithm can start.

Then, we study the complexity of DC2HC.

There is a known configuration from which DC2HC fails to provide good results (the worst-

case scenario). This scenario is when nodes are related and organized in a straight line

and their IDs are monotonically increasing or decreasing as illustrated in figure 4.9. In

this configuration (network with low density), the maximum degree of each node i ∈ G is:

0 < Deg(i) ≤ 2. In this case, network nodes will have the same weight and the election of

cluster head depends on nodes IDs. Although, this configuration is unlikely to occur in a

real-world network. It will allow the computation of the complexity in the worst case.

Figure 4.9: Worst-case scenario (k = 2).

In the following, we prove that the time complexity of DC2HC is at most O(|V | + k) rounds,

where |V | is the number of nodes in the network.

Lemma 4. Let i be the node with highest weight in G then:

(a) After 2 rounds and in all following rounds, i is a cluster head (Mychi = IDi and

Dist(i,Mychi) = 0).

(b) After 2× k+ 2 rounds and in all following rounds, the neighbors of node i at distance

≤ k form a cluster, where ∀ j ∈ N≤k(i) : (Mych j = i) ∧ (Dist(i, j) ≤ k).

Proof. First, we demonstrate that (a) is true. In the first round, as i is the node with the

highest weight in G, it has the high weight value among all its neighbors.

∀ j ∈ V − {i}, z ∈ N(i) : (Wi > W j)⇒ (Wi > Wz)

□

This node executes rule R1 to become a CH. In the second round, i executes rule R2

to update the distance value Dist(i,Mychi) = 0. After that, no more rules are activated at
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node i, so it will not execute another move in the following rounds. Property (b) means

that the sub-graph G
′

= {i
⋃

N≤k(i)} that contains node i and its neighbors at distance

≤ k reaches a stable state after at most 2 + 2 × k rounds. In the 3rd round, when node i

finishes its execution, rule R1 will be enabled for its neighborhood. These neighbors join

the cluster of node i. Next, they execute R3 to update their distance Dist(i,Mychi) = 1

(round 4). After round 4, no more rules can be activated in the neighborhood of i, so they

will not execute other movements in the following rounds.

The argument given above is repeated for the neighbors at distance ≤ k from i (i.e.,

neighbors of i will reach a stable state after 2 × k rounds). Therefore, to form a cluster,

two rounds are required to elect the CH and 2× k rounds to form the cluster. By induction,

each node with the highest weight and its neighbors finish their execution after at most

2 + 2 × k rounds.

Lemma 5. The maximum number of clusters that can be generated with DC2HC in the

worst case configuration is 1 + n/(k + 1) where n = |V |.

Proof. DC2HC divides the graph G into several spanning trees where each tree has the

node with the highest weight as its root (the cluster head) and its neighbors at a distance

≤ k represent the rest of this tree (cluster). Therefore, the minimum number of nodes

that can be in a cluster is k + 1. In the worst-case scenario (the graph shown in figure

4.9), a related graph can contain n/(k + 1) clusters. As each cluster is represented by

only one CH, the graph can contain at most n/(k + 1) cluster heads. One is added to the

previous threshold to cover the case where n mod(k + 1) > 0. Thus, we obtain [ n
k+1 ] + 1,

which represents the maximum number of CHs formed by DC2HC in the worst-case

configuration. □

Lemma 6. DC2HC algorithm converges after at most 2 × (n + k + 1) rounds.

Proof. According to Lemma 4, the subset that contains the node with the highest weight

i ∈ G and its neighbors at a distance ≤ k (i
⋃

N≤k(i)) stabilizes after at most 2 × k + 2

successive rounds. The same process is repeated in the graph G
′

= {G / i
⋃

N≤k(i)}. As

G contains at most [ n
k+1 ]+ 1 clusters (Lemma 5) and each cluster takes 2× k+ 2 rounds to

reach a stable state. Thus, the proposed protocol requires at most ([ n
k+1 ]+1) × (2×k+2) =

([ n
k+1 ] + 1) × 2(k + 1) = 2(n + k + 1) rounds to form all the clusters in the network. □

Lemma 7. DC2HC algorithm has a linear time complexity of O(n) rounds.

Proof. Based on Lemma 6, the upper bound of the time needed for the execution of

DC2HC is 2× (n+ k+ 1) rounds. Thus, it is obvious that the time complexity (convergence

time) of the algorithm is O(|E| + k). As |E| ≥ k, the proposed algorithm converges after at

most O(n) rounds. □
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Lemma 8. DC2HC algorithm has a linear space complexity.

Proof. Each node has to maintain the 2-hop neighbors information in its CRL data struc-

ture. Therefore, the space complexity of each node will not increase as long as the local

density remains constant. The space complexity of DH2HC is O(d2), where d2 represents

the 2-hop local density. As d2 ≤ n, the complexity of the proposed algorithm is linear,

which is needed in a resource constrained environment. □

The number of nodes inside clusters depends upon the network density and the k-hop

constraints. Indeed, in the case of complete graph, all nodes can be grouped within a

singleton cluster. Hence, the maximum number of nodes in a cluster is n, where n is the

number of nodes in the network. However, this situation may not often occur in real world

networks. Therefore, by considering a related graph, the maximum number of clusters

that can be generated by the proposal is n/(k + 1) (Lemma 5), thus, the minimum limit of

members inside each cluster is equal to n
n/(k+1) =

n(k+1)
n = k + 1.

4.6.2/ CLUSTERING PROPERTY

To prove that the proposed approach works properly. Clustering properties (safety and

liveness) need to be satisfied.

4.6.2.1/ SAFETY PROPERTY

The safety property ensures that network nodes are grouped into clusters and each clus-

ter has only one CH to avoid overlapping between clusters.

Lemma 9. The safety property is verified.

Proof. Each ordinary node elects the node with the highest weight among its multi-hop

neighbors as its cluster head and the variable Mych holds only one value based on CRL

list. Thus, a node can only belong to one cluster at a time and is covered by a unique CH.

As a result, the safety property is satisfied. □

4.6.2.2/ LIVENESS PROPERTY

The liveness property ensures that the clustering progresses normally and reaches a final

state after a finite time.

Lemma 10. The liveness property is satisfied.
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Proof. According to Lemma 3 and Lemma 6, the proposed algorithm executes a finite

number of movements and converges after at most n + k rounds. Hence, the liveness

property is satisfied.

4.7/ SIMULATION

4.7.1/ EXPERIMENTAL SETTINGS

In this experiment, we adopted the network configuration described in section 3.5. We

add a new term used in this experiment. The network topology is composed of a vari-

able number of nodes (δ ∈ [40, 1300]) distributed across a square area of size ∆2= 1000

× 1000 m2, as shown in figure 4.10 (blue nodes represent the CHs and black nodes

are the CMs). The BS is located in the top left corner of the network. Random distri-

bution is assumed to generate a random network topology, typically used in clustering

approaches in the literature to approximate a real deployment scenario. We assume that

network nodes are quasi stationary, however, the network topology is dynamic owing to

the reconfiguration events (cluster head election and re-affiliations) that may occur due to

eventual node disconnection factors, such as: device breakdown, battery draining, lack

of coverage, etc. The proposed scheme uses a self-stabilizing technique which is suit-

able for such dynamic scenario where disconnection events frequently occur. Indeed, the

re-clustering process is locally driven and does not affect the entire network when discon-

nection events occur. Conventional sensor network usually uses wireless communication

standard with low power consumption [147], such as IEEE 802.15.4 Zigbee (with a max-

imum transmitting distance of 100 m) or the 802.11n [45] (with a transmitting distance of

70 m). Therefore, based on the wireless communication standards used by regular wire-

less networks, in this experiment, we assume that network nodes have a transmission

range of Tr = 70 m.

In this contribution, the CH rotation occurs when the weight of the current CH is exceeded

by one of its k-hop neighbors, which means that the current cluster has undergone a con-

siderable topology change. This mechanism avoids the quick alternation of CHs and fur-

ther reduces the number of clustering messages generated. The experiment parameters

are listed in Table 4.2. Increasing the number of communication hops inside each clus-

ter generates long routing paths which may extensively increase the data transmission

delay. Thereby, the performance of our clustering algorithm is analyzed by considering

k ∈ {1, 2, 3}. The k-hop constraint ought to be specified depending on the application re-

quirements to improve the network performance. The proposed scheme is experimented

with varying maximum hop values and nodes density to analyze the network performance

under different scenarios.
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Figure 4.10: Network topology with 400 nodes deployed over a 1000 × 1000 m network

Table 4.2: Simulation parameters used in DC2HC setting (Using JUNG)
.

Parameter Value
Network size (∆2) 1000 × 1000 m2

Node density δ ∈ [40, 1300]
BS position (20, 20)
Distribution of nodes Random
connectivity model Unit Disk Graph (UDG [131])
Transmitting range (Tr) 70 m
Maximum hop constraint k {1, 2, 3}
α, β, γ 1/3, 1/3, 1/3
Eelec 50 nJ/bit
εFS 10 pJ/ bit/ M2

εM f s 0.0013 pJ/ bit/ M4

Data packet size 100 bytes
Initial energy 1 Joule

In the following section, the performance of our approach DC2HC is compared with two

ubiquitous and recent protocols belonging to the same family of multi-hop clustering.

MH-LEACH [89] and Mezghani protocol [116] are both used for the k-hop intra-clustering,

and their primary objective is to reduce the waste of energy and the number of generated

clusters. Due to these characteristics, these protocols are selected for the performance

comparison to our proposed protocol.

Five parameters are used for the performance analysis of the simulated protocols,

namely, CHs cardinality, energy consumption, number of exchanged messages, the aver-
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age network lifetime, and the number of dead nodes. The same parameters are used to

compare the three protocols. Each simulation result is the average of 10 measurements

for each used metric with varying density and node distributions.

4.7.2/ SIMULATION RESULTS

4.7.2.1/ CLUSTER HEAD CARDINALITY

The CH’s cardinality stands for the average number of generated clusters. This metric

enables the evaluation of clustering efficiency. Low CHs cardinality reveals good charac-

teristics of the clustering scheme as it represents the number of communication channels

established with the BS. Moreover, reducing the CHs cardinality restricts the usage of

long-range communication channels, thus limiting the risk of congestion and reducing

energy consumption. Figure 4.11 illustrates the average number of cluster heads pro-

duced by DC2HC, Mezghani [116] and MH-LEACH [89] protocols according to different

nodes density δ ∈ [40, 1300]. We observe that MH-LEACH generates the highest cardi-

nality. Indeed, MH-LEACH uses a probabilistic technique for load balancing the CH task

among nodes. This technique does not consider the residual energy or the surround-

ing environment of nodes. When the density converges from 200 to 800 (δ ∈ [200, 800])

with k ∈ {2, 3}, the environment tends to be more connected, which enlarges the set of

neighbors within the transmitting range Tr of each node. Therefore, in figure 4.11 (b)

and (c), we observe that clusters cardinality of MH-LEACH start to decrease in the range

between δ ∈ [400, 800] because the coverage of CHs regroups more nodes. Mezghani

protocol considers the residual energy of nodes, which improves the cardinality when

k = 1 (improved by an average of 43.7% compared to MH-LEACH). However, the clus-

tering process only considers the average one-hop degree of nodes, accordingly, when

k ∈ {2, 3}, the protocol slightly degrades in performance. The proposed scheme uses

k-hop clustering, which minimizes the CHs cardinality and avoids having remote nodes

within forced singleton clusters. According to figure 4.11, the proposed scheme exhibits

better performance. It reduces the cardinality by an average of 18.3% and 62% when

compared to Mezghani and MH-LEACH, respectively. Table 4.3 shows the average gain

of DC2HC compared to Mezghani and MH-LEACH in terms of CHs cardinality.
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(a) (b)

(c)

Figure 4.11: Average cluster head cardinality using the k-hop intra-clustering (a) k = 1,
(b) k = 2, (c) k = 3.

Table 4.3: Synthesis of the average CH’s cardinality gains compared with Mezghani and
MH-LEACH

Clustering Algorithm Intra-cluster topology

Single-hop Two-hop Three-hop
Mezghani 6.9% 21.1% 27%
MH-LEACH 55.3% 64.2% 67.3%

4.7.2.2/ AVERAGE EXCHANGED MESSAGES AND CONSUMED ENERGY

As wireless communication is the costliest operation in wireless networks and drains most

of energy, the number of exchanged messages and the consumed energy are strongly

related and has a considerable impact on devices lifespan. Figures 4.12 and 4.13, respec-

tively, display the average energy exhausted by network nodes and the average number

of exchanged messages during the clustering process according to a scaling density and

considering k ∈ {1, 2, 3}. The curves’ shapes show that the energy consumed by network
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devices is proportional to the number of exchanged messages. Usually, as the density

increases, the energy consumed and the number of messages generated by the three

approaches increase as well. The multi-hop communications mitigate the energy con-

sumption by lowering the communication distance from CMs to their CH, especially when

the size of the network scales. Figure 4.12 shows that whatever the number of deployed

nodes, DC2HC consumes less energy than the other protocols. This improvement can

be attributed to the small number of elected CHs and reduced CH rotation that decreases

the number of clustering messages exchanged. The number of exchanged messages is

reduced by 36.5% and 6.9% compared to Mezghani protocol and MH-LEACH protocol,

respectively. The energy consumption is also reduced by an average of 21.7%, which

is proper for increasing the network lifetime. Table 4.4 resumes the gains acquired by

DC2HC when compared to Mezghani and MH-LEACH in terms of energy consumption.

(a) (b)

(c)

Figure 4.12: Average energy consumption of the three approaches with (a) k = 1, (b)
k = 2, (c) k = 3.

4.7.2.3/ AVERAGE NETWORK LIFETIME

Several works define the network lifetime as the period from network initialization to the

round when the last node dies [136; 89]. This parameter is important because it shows

how long network nodes are able to execute the protocol. Moreover, the early death of
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Table 4.4: Synthesis of energy consumption gains compared with Mezghani and
MH-LEACH

Clustering Algorithm Intra-cluster topology

Single-hop Two-hop Three-hop
Mezghani 28.7% 37% 37.1%
MH-LEACH 10.6% 13.8% 3.1%

(a) (b)

(c)

Figure 4.13: Average number of exchanged messages during the clustering process (a)
k = 1, (b) k = 2, (c) k = 3.

nodes can lead to a disconnection of some parts of the network. Therefore, to measure

the network lifetime, we considered the round at which the first node die (FND) and the

last node die (LND). Figure 4.14 illustrates the time when the first node died according

to different density levels. In MH-LEACH, nodes die rapidly because the protocol does

not consider the residual energy of nodes. By considering Figure 4.14, when the density

bypass 200 (δ ≥ 200) the FND round of MH-LEACH tends to stabilize between 1400 and
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1600 rounds. Mezghani protocol reveals better performance compared to MH-LEACH

(improved by 45.2%) due to the reduced number of generated CHs (Figure 4.11) and

to the usage of Khalimsky theory [116] to elaborate an energy efficient cluster topol-

ogy. According to figure 4.14 (a), DC2HC shows the highest durability, where the FND

node reached 2876 rounds, whereas, in Mezghani and MH-LEACH, it only attained 2591

and 1565 rounds, respectively. Increasing the maximum hop constraint (k > 1) leads to

the performance improvement of the three simulated protocols due to the use of multi-

hop clustering, which reduces the energy consumption. The curve allure of DC2HC in

figure 4.14 (b) shows a performance improvement compared to the other approaches.

Indeed, the proposed scheme engenders a low cardinality of dense clusters based on

the neighborhood TCR value. DC2HC applies the two hop neighbors’ information to fa-

vor nodes located in a well-connected region to be CH. It uses a multi-hop routing tree

within each cluster to improve the intra-cluster communications. Hence, the connectivity

among clusters is improved, minimizing the energy consumed in transmission. Subse-

quently, D2MHC reaches a gain factor of 13.3% and 58.5% compared to Mezghani and

MH-LEACH, respectively.

(a) (b)

Figure 4.14: First node death according to different nodes density with (a) single-hop,
(b) multi-hop.

Figure 4.15 shows the round at which all network nodes died versus the network den-

sity (δ ∈ [40, 1300]) considering k ∈ {1, 2, 3}. In MH-LEACH, the role of CHs is rotated

randomly and periodically, which increases the number of CHs; therefore, Mezghani pro-

tocol behaves better than MH-LEACH. However, using DC2HC allows a further extension

of nodes’ lifetime since it minimizes the set of cluster heads, thus reducing the waste

of energy devoted to long range communications. Moreover, it limits the number of CH

rotations, which reduces the clustering messages and the overall energy consumption

offering the network a longer lifetime. Our proposed protocol outperforms Mezghani and

MH-LEACH protocols in network lifetime by 26.3% and 13.3%, respectively.

Figure 4.16 depicts the total number of nodes that remain alive over execution time con-
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(a) (b)

(c)

Figure 4.15: Last node death according to different nodes density with (a) k = 1, (b)
k = 2, (c) k = 3.

sidering the number of deployed nodes δ = 1000. Although the performances of the three

protocols initially look similar, we observe that DC2HC has more alive nodes than the

other algorithm with the growth of rounds. MH-LEACH selects the set of CHs based on

random probabilities and does not consider nodes’ residual energy, which results in a

faster death of network nodes. At the end of the clustering process, only a few nodes

remain alive. Nevertheless, using our protocol allows network nodes to last for a longer

period. Whereas with the other protocols, nodes died faster. Table 4.5 summarizes the

gains obtained by DC2HC compared to Mezghani and MH-LEACH in terms of energy

consumption.

Table 4.5: Network lifetime gains compared with Mezghani and MH-LEACH

Clustering Algorithm Intra-cluster topology

FND LND
Single-hop Multi-hop Single-hop Multi-hop

Mezghani 30.5% 24.2% 16.4% 10.2%
MH-LEACH 14.4% 14.7% 75.1% 41.8%
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(a) (b)

(c)

Figure 4.16: Average number of alive nodes over execution time with δ = 1000 deployed
nodes and (a) k = 1, (b) k = 2, (c) k = 3.

4.8/ CONCLUSION

Long distance communication channels used by cluster heads to reach the base station

consume a significant amount of energy and accelerate the appearance of dead nodes

and congestion problems. In this context, we presented a new distributed approach for k-

hop intra-clustering called Distributed Clustering based 2-Hop Connectivity (DC2HC) for

large networks. The proposal optimizes the set of cluster heads and extends the network

lifetime. The cluster heads election is performed using the two-hop neighbors’ topology

knowledge to strengthen the cluster connectivity. It considers the residual energy and

communications reliability to balance the energy consumption among larger clusters. We

proved that the proposed approach has a linear time complexity of O(|V |+k) rounds, where

|V | is the number of nodes in the network. Various simulation experiments have been per-

formed to evaluate the performance of the proposed scheme with different parameters.

The simulation results show the improved performance of DC2HC over the referred algo-
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rithms. Cluster heads cardinality is reduced by 40.1%, energy consumption is enhanced

by 21.7% and network lifetime is extended by 20.8%.
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5

DYNAMIC CLUSTERING TECHNIQUE

USING AN ORIGINAL LONG-TERM

VISION OF ENERGY OPTIMIZATION

5.1/ MOTIVATION

The energy storage system devoted to IoT devices can considerably restrict the network

durability. Energy conservation is one of the prevalent and monolithic constraints in wire-

less networks. Commonly, devices’ batteries represent the unique source of energy and

therefore are central for the nodes’ operation. The energy source problem undermines

the integration of the traditional wireless network protocols into the IoT [95]. Therefore,

the self-rechargeable battery concept has drawn much attention [95; 148]. This kind of

batteries benefit from prolonging the lifetime of devices by fitting them with recharging sys-

tems [97](e.g. piezoelectric generators, RF harvesters, solar panels and wind turbines),

which transform environment sources, such as body heat, foot hit, wind and sunbeams

into electric energy [95]. However, the durability of rechargeable batteries is not unlimited

and omitting the degradation aspect may lead to a high substitution and maintenance

costs. Hence, preserving battery state of health (SoH) is crucial even with rechargeable

batteries.

Although clustering techniques extend the network longevity, existing energy efficient

works in this field, up to this point, mostly focus on short-term vision based on the state of

charge (SoC) of non-rechargeable batteries and fail to address the impact of operational

activities on the rechargeable battery deterioration in their clustering strategy. Such ap-

proaches do not optimize rechargeable batteries’ lifespan (in the long-term). Indeed, the

major parts of the IoT network devices use rechargeable batteries that age and degrade

over time due to several factors (temperature, voltage, charging/discharging cycle, etc.).

Therefore, it is essential to promptly detect these internal and environmental degradation
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factors to avoid network failures.

To meet the modern network requirement, saving energy must also be considered for

rechargeable batteries to promote the development of ecosystems and reduces the ma-

terial replacement frequency, which influences the green computing environment. Since

battery aging is one of the prevalent failures that cause material replacement [149], con-

sidering the long-term exploitation of devices batteries in networking design can con-

siderably decrease the carbon footprint and extend the network durability. Therefore, in

this contribution, we discuss the lifetime extension using an original long-term energy

optimization vision that enhances the network lifetime by taking into consideration the

rechargeable batteries’ degradation and their State of Health (SoH) during the clustering

of the network. We describe a new Long Term Energy Optimization Clustering approach

for IoT networks (LTEOC).

5.1.1/ RECHARGEABLE AND NON-RECHARGEABLE BATTERY LIFESPAN

There is a often confusion when discussing battery lifetime because the lifespan for

rechargeable and non-rechargeable batteries are defined in different manner. Non-

rechargeable batteries, also called primary batteries [150] die and need to be altered

after their initial charge is exhausted. Hence, the indicator for remaining battery life is the

S oC, which represents a measure of the electrical energy amount stored and it indicates

the charge that is left. This type of batteries cannot be recharged due to the irreversible

electro-chemical reactions that take place inside the batteries. The Zinc–carbon batteries

are one of the representative Non-rechargeable batteries [151]. In contrast, rechargeable

batteries (also called secondary batteries [150]) can ensure multiple charge/recharge

cycles (i.e. can be cyclically reused by recharging), enabling operation for extended inter-

vals when combined with energy harvesting solutions like solar cells or thermal energy.

The first commercial lithium-ion batteries (LIB, developed by Sony Corporation in 1991

[152]) trigger a revolution of the rechargeable battery market. Subsequently, the develop-

ment of secondary batteries rises quickly, including the conception of nickel–metal hybrid

batteries [153] and sodium-ion batteries [154]. Among these latter batteries, LIB exhibits

the highest energy density and maintains an exceptional working performance, they are

currently leading the rechargeable battery market and they are widely used in several

areas [150].

In spite of their capability to be recharged, rechargeable batteries still have limited life-

times and need replacement due to aging. Accordingly, instead of the S oC, we need to

contemplate their S oH also, called Remaining Useful Life [7] (RUL), which is a figure of

merit for physical battery condition. This parameter provides important information to fore-

cast a battery malfunctioning and prevents network failures due to sudden nodes death.
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Consequently, the S oH metric ought to be considered as it allows the implementation of

energy aware applications in which devices operations can be altered depending on the

battery state [97].

Fig. 5.1 outlines the difference between the short-term and long-term battery lifetime.

The consideration of the S OC enables the improvement of the battery lifespan in the

short-term (prolong the discharging cycle durability). However, in order to increase the

number of recharging cycles and extend the battery durability in the long-term, the battery

degradation and the S OH ought be regarded.

Figure 5.1: Illustration of the short-term and long-term rechargeable battery lifetime (N:
battery death cycle)

5.1.2/ BATTERY DEGRADATION MODEL

The S oH refers to the operational status of the battery and declines over time from 1

representing a healthy battery to 0 where the battery is completely inoperative due to

degradation. Rechargeable batteries are impacted by diverse aging factors that lead to a

considerable effect on their performance. These factors not only impact the performance

of the battery, but they also reduce their lifetime [155]. Several aspects influence the

battery life and provide the appearance of aging effects, such as calendar aging and

cycle aging [156; 157].

Calendar aging stands for the battery’s inherent degradation over time (in the long-term).

It reflects the battery depletion caused by keeping the battery under given operating con-

ditions, including the temperature and the charge degree [155]. These factors determine

the aging speed over time. Meanwhile, the cycle aging is due to the charging/discharging

cycles. It affects the degradation of the battery due to the complex composition and

working process of the battery.

The selection of a proper model to estimate the current S oH is of primary importance.
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Indeed, there are many methods proposed in the literature to determine the battery S oH

[156; 157; 158; 9]. However, most of the proposed methods are too complex to run

on low-cost micro-controllers. Therefore, in this work, we adopted the simplified battery

degradation model used in [156].

In the adopted degradation model, the previous factors are used to estimate the battery

additional degradation level during laps of time p. In this model, Tp defines the internal

battery temperature during p, S oCp represents the portion of available battery capacity,

and DoDp describes the portion of charge consumed during p. Hence, the State of Health

loss during p, S OHp is formulated by equation 5.1 as follows:

S OHp = (S DoD
p + S t

p) × S T
p × S σp (5.1)

Where S DoD
p , S t

p, S
T
p , S

σ
p represent, respectively, the battery degradation contributions of

DoD, calendar aging, battery internal temperature and the average SoC during the period

p. These terms are computed using the following equations, where |p| is the duration of

the round.

S DoD = αDoD × DoDp × e(βDoD×DoDp) (5.2)

S t
p = αt × p (5.3)

S T
p = e

(
αT×(Tp−Tre f )×

Tre f
Tp

)
(5.4)

S σp = ασ × eS OCp−σre f (5.5)

In our simulations, we considered the values of the model presented in table 5.1.

Table 5.1: Stress model parameters for the battery degradation

Parameter value
αDoD 0.05
βDoD 0.03
ασ 1.04
σre f 0.50
αT 6.93E-2
Tre f 25◦C
αt 4.14E-10/s
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Figure 5.2 illustrates an example of SOC variation using a rechargeable battery and evalu-

ates the degradation level (SoH) according to the model of equation 5.1. At the beginning,

the nodes SoH level is set to 100%.

Figure 5.2: short-term vs. long-term optimization

5.2/ CONTRIBUTION

In this part, we present a novel distributed multi-hop clustering technique that integrates

an original long-term vision of energy optimization for IoT network by introducing both

the battery State of Health (SoH) and the SoC in the clustering process. The proposed

scheme effectively manages the network. It uses the devices’ available energy resources

in to optimize devices’ battery lifetime. In addition, it decreases the number of BS con-

nections required to get internet access.

In this contribution, we introduce a new dynamic clustering technique using an original

long-term vision of energy optimization for IoT network (LTEOC: Long Term Energy Op-

timization Clustering), by considering the rechargeable battery aging aspect during the

clustering process. In this solution a node uses its direct neighbor’s information to per-

form multi-hop clustering. Each network node is assigned a weight value; the node with

the highest weight is more potential to be elected as a CH. Neighbors at a distance of

at most k-hop from the elected CH become Cluster Members (CMs). Nodes weight is

performed by combining of three main metrics: the Adjacent Connectivity Ratio, battery

SoC ratio and the rechargeable batteries SoH.

• Adjacent Connectivity Ratio (ACR): this metric considers the relative connectivity

proportion of a node with its neighborhood. A node with high connectivity ratio
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means that both the current node and its surrounding neighbors are well connected

with many other nodes. Thereby, electing the current node as CH is appropriate

to improve the network connectivity and reduces isolated nodes, as it will cover a

large number of nodes. This metric is similar to the TCR metric used in the previous

contribution (illustrated in Fig. 4.1 chapter 4), however, the ACR metric considers

only the direct neighbor’s connectivity to reduce the computation complexity. The

ACR connectivity metric is calculated as in equation 5.6.

Ψi =

∣∣∣∣[∪ j∈|N(i)|N( j)
]
∪ N(i)

∣∣∣∣
|N(i)| + 1

ACRi = |N(i)| − Ψi (5.6)

• Battery State of Charge ratio (S oC): It represents the battery level of charge rela-

tive to its capacity. The ratio of the remaining energy of a device i is computed using

equation 5.7:

S oCi =
Eresid

Einit
(5.7)

Where Einit is the initial charge of the current device battery and Eresid is the residual

energy.

• Rechargeable battery State of Health (S oH): the value of SoH for a battery varies

over time due to degradation. It decreases from 1, representing a healthy battery

(100%), to 0, referring to fully dead battery (0%). Stress factors affecting the battery

aging also reduce the SoH since the metric is related to the battery deterioration.

The S oH is described by the following equation:

Therefore, node’s weight Wi is evaluated (based on the previous metric) as follow:

Wi = α ∗ ACR + β ∗ S oC + γ ∗ S oH ∧ α + β + γ = 1 (5.8)

The proposed solution is based on the following assumption: each node has a limited view

of the network. It is aware of its local information and the information of its surrounding

neighbors. Each node maintains a list of variables that represent its local state called LS V

(Local State Variable). The LS V structure contains: the node identifier (ID), its weight Wi,

Mychi (the relative CH of the current node), CH_weight (the weight of the relative CH),

Dist(i,Mychi) that indicates the number of hops to the CH, Deg(i). The node also has

a clustering record list (CRL) in which it stores the LS V ′s information received from its
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neighborhood. LT EOC is composed of three main phases: the initialization phase, the

cluster heads election phase, and the maintenance phase.

5.2.1/ INITIALISATION PHASE

.

A periodic HELLO message is broadcasted by network nodes to identify the local neigh-

borhood. Nodes that receive a HELLO message, updates their local state and reply by

sending an LS V beacon. After receiving an LS V beacon from neighbors, the concerned

node updates its CRL list and recalculates its weight, then rebroadcasts an LS V message

with the current information. With this scheme, nodes can preserve consistent information

about their surrounding environment.

5.2.2/ CLUSTER HEADS ELECTION PHASE

The pseudo code for the clustering process is depicted in algorithm 4. In order to elect a

cluster head, a node i checks for the largest weight value (Highest_w) among its neighbors

and the CHs that dominate its neighbors (rule R1) using the CRL list. If the weight of

the current node Wi exceeds the Highest_w, then i elects itself as the new cluster head

(rule R2). Next, it broadcasts an announcement message with the new CH information.

Otherwise, node i elects the node with the highest weight as its new CH. In case of a

tie, the node with the highest ID is elected. The chosen CH must not be at a distance

that exceeds k hops to respect the maximum hop constraint and avoid the generation of

poorly structured clusters. If the chosen CH does not meet these conditions, this CH is

excluded from the election. This process is repeated until a suitable CH is found. If no

node in CRL meets these requirements, i self-elects as a CH to prevent an isolated node

scenario. After the CH election, nodes use the local information received to designate the

shortest path leading to their CH (rule R3).

Figure 5.3 illustrates the initialization phase and the clusters’ formation process of a node

that decides to integrate the network.

5.2.3/ MAINTENANCE PHASE

The re-clustering process is locally driven and does not cripple the whole system when

disconnection events occur. The frequent shared control information ensures a faster

feedback about disconnection events. Therefore, the resulting structure is more efficient

and stable. When a node leaves its cluster due to a disconnection (stops transmitting), the

nearby neighbors discover this event and delete the outgoing node from their CRL lists.
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Algorithm 4 Cluster Head election phase

Code for each node i

Variables:
N(i): set of neighbors node of i
Wi: weight of the node i
Highest_w: temporary variable indicating the node with the highest weight
Output
CRLi: clustering record list of i
Mychi: the relative CH of i
Dist(i, j): the minimal distance between i and j

(R1): If Highest_w , Max({CRL[ID j][W] | j ∈
(N(i) ∨ MychN(i)) ∧ Dist(i, j) < k}

⋃
{Wi}) then

Highest_w = Max({CRL[ID j][W] | j ∈ (N(i)∨
MychN(i)) ∧ Dist(i, j) < k}

⋃
{Wi})

Mychi = ID j

(R2): If (Mychi = IDi) ∧CRL[Mychi][Dist] , 0 then

Dist(i,Mychi) = 0
CRL[Mychi][Dist] = 0
Broadcast CH_announcement beacon

(R3): If (Mychi , IDi) ∧ Dist(i,Mychi) ,
Min(Dist( j,Mych j) | j ∈ N(i) ∧ Mychi =

Mych j) + Dist(i, j) then

Dist(i,Mychi) = Min(Dist( j,Mych j) | j ∈
N(i) ∧ Mychi = Mych j) + Dist(i, j)
CRL[Mychi][Dist] = Dist(i,Mychi)

Update ACR, S oC, S oH values using equations 5.6, 5.7, 5.1
Update Wi = α ∗ ACR + β ∗ S oC + γ ∗ S oH
Broadcast LS Vi Beacon

If the leaving node is a CH, CMs will execute rule (R1) to elect a new CH and perform

the routes updates. Otherwise, rule (R3) will be executed to establish new routing path

leading to the CH. On the other hand, when a node chooses to integrate the network, it

broadcasts a join request to the proximate neighbors. Then, it executes the initialization

and the cluster head election phases to integrate a cluster.

Figure 5.4 shows an execution example of LTEOC in a small network represented by 6

nodes (green nodes represent the CHs, node 6 joins the network). The blue tables show

nodes current parameters.
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Figure 5.3: The initialization and the clusters formation process

5.3/ SIMULATION

5.3.1/ SIMULATION PARAMETERS

In this experiment, we adopted the network parameters described in section 4.7.1. The

experiment parameters are specified in Table 5.2. The power supply system is assumed

to be outsourced, where devices are equipped with a mobile charger that responds to the

charging requests. The temperature of network devices is also taken into consideration

in the battery aging model and varies according to the task undertaken by the device. In

each round, network nodes either send or receive packets from their environment.

We compare the performance of the scheme to that of DWEHC [159] and RinTRAR [119].

The two protocols belong to the same family of multi-hop clustering. The comparison is

based on the following metrics:

• Cluster head cardinality: usually, smaller cardinality exhibits the efficiency of the
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(a) (b)

(c) (d)

(e) (f)

(g) (h)

Figure 5.4: Execution scenario of LTEOC in a small network

proposed scheme, it constitutes the number of long-range and energy costly com-

munication links established between the CHs and the BS. It also outlines the num-

ber of internet connections established.

• Average battery life cycle: depicts the average number of rounds required before

the first network device drains out its energy and it needs to be recharged. This
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Table 5.2: Simulation parameters used in the experiment setting

Parameter Value
Network size (∆2) 1000m × 1000m
Neighborhood density Φ ∈ [0, 30]
Distribution of nodes Uniform random
connectivity model Unit Disk Graph (UDG [131])
Transmitting range (Tr) 30 m
BS position (50, 50)
Maximum hop constraint k {1, 2, 3}
Eelec 50nJ/bit
εFS 10 pJ/bit/M2

εM f s 0.0013 pJ/bit/M4

Data packet size 50bytes
Initial SoH 1 (100%)
Initial energy 1 Joule

metric enables the estimation of the energy consumption performance of devices in

the short-term (one battery cycle).

• Average network lifetime: Represents the average number of rounds needed be-

fore the rechargeable battery of the first network device is entirely dead and requires

to be substituted. It allows the evaluation of the network duration and measures the

battery degradation behavior in long-term.

• Average number of dead nodes: this metric is an important parameter to illus-

trates the longevity of the proposed technique and quantify the average required

time before a rechargeable battery is totally dead and needs to be replaced. It

develops a vision of the material replacement frequency.

5.3.2/ SIMULATION RESULTS

5.3.2.1/ CLUSTER HEAD CARDINALITY

Figure 5.5 depicts the average cardinality of network CHs generated by the three ap-

proaches. The connectivity metric (ACR) used to estimate the weight in the clustering

procedure allowed the reduction of the average cardinality by 18% and 60.2% compared

with DWEHC and RINtraR, respectively. The connectivity becomes difficult to guarantee

when the network expands; therefore, multi-hop communications become essential. Fig-

ure 5.5 (b) shows that increasing the maximum hop constraint k lowers the cardinality;

indeed, it permits more nodes to be covered within a single CH in a multi-hop mode. RIN-

traR generates the largest set of cluster heads due to the random probabilities exploited
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in the CHs election phase.

(a) (b)

Figure 5.5: Average Cluster Head Cardinality: (a) k=1. (b) k=2.

5.3.2.2/ AVERAGE BATTERY LIFE CYCLE

Figure 5.6 illustrates the average battery cycle lifetime in term of rounds of the three al-

gorithms. With low-density (Φ ≤ 6.3), the discharging of device energy is approximately

equal. A curve spike is yielded when the connectivity increases (Φ = 7.5). However, when

the density increases (Φ ≥ 12.5), the devices’ lifespan decreases. At this point, CHs at-

tend to regroup more CMs and relay more data packets which induces a fast draining

of residual energy. Implementing ACR and S oC metrics enables the devices using our

approach to better conserve their energy. The battery cycle lifetime is improved by 16.9%

and 58.2% in comparison to DWEHC and RINtraR, respectively. The use connectivity

metric (ACR) in our approach allows the election of CHs with well-connected neighbor-

hood, which intensifies the cluster coverage area and eases the CHs number. In DWEHC,

the limited number of children per node leads to a boosted number of CHs in a dense net-

work. LTEOC declines the usage of long-range communication to conserve the residual

energy.

5.3.2.3/ AVERAGE NETWORK LIFETIME

An analysis of the average network lifetime in long-term of our scheme versus DWEHC

and RINtraR is depicted in figure 5.7. Initially, with low-density (Φ < 6), many isolated

nodes appear and are self-elect as CHs, in order to be capable of transmitting their data

directly to the BS. Accordingly, at this stage, the results of the three protocols are quite

similar. However, when Φ > 7.5, nodes that aggregate information toward the BS will have

more packets to rely; hence, their temperature rises rapidly, which leads to faster battery

degradation and restrict the devices’ lifetime. We notice that during simulation, the con-
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(a) (b)

Figure 5.6: Average battery life cycle: (a) k=1. (b) k=2.

sideration of the batteries S oH in the clustering process manages the battery temperature

and balances more efficiently the roles of CHs among network devices in long-term. Usu-

ally, when the density increases, many cliques emerges in the graph; using S oH metric,

the CH role tends to change uniformly among the cliques’ members, which balances the

temperature reasonably among devices. With k = {1, 2}, the proposed approach allows

network devices to endure for long periods of time and exhibit an average improvement of

37.6% and 51.5% compared to DWEHC and RINtraR. When k = 3, network clusters will

contain more members in multi-hop fashion, and the load managed by CHs is balanced,

which expands the battery aging. The proposed scheme boosts devices’ lifetime by an

average of 53.6% in comparison with DWEHC and RINtraR. However, with multi-hop

communication, latency also increases, which is inappropriate for real time applications.

(a) (b)

Figure 5.7: Average network lifetime in long-term: (a) k≤2. (b) k=3.

5.3.2.4/ AVERAGE NUMBER OF DEAD NODES

LTEOC incorporates battery degradation metric into the clustering process, allowing de-

vices network devices to stand for long period. Indeed, during the simulation, we observe
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that considering battery SoH attends better balance function of the CH among network

nodes and manages battery temperature between adjacent devices. Therefore, the ra-

pidity of the battery aging process declines, and the endurance of network devices in-

creases in the long-term. Figure 5.8 illustrates the average number of completely dead

nodes during the simulation (quantified in rounds) by using our proposal versus DWEHC

and RINtraR; the initial number of alive nodes is 240 (Φ = 30). The usage of the resid-

ual energy in DWEHC permits devices using this protocol to last for longer periods as

compared to RINtraR (an average improvement of 5.8%). The contribution produced the

smallest set of dead nodes (17.4% and 23.6% lower that DWEHC and RINtraR), which

reveals the impact on the energy optimization of our perspective in long-term.

Figure 5.8: Average number of dead nodes according to the number of rounds (k=2)

5.4/ CONCLUSION

In this chapter, We treat how a long-term vision of energy consumption can be performed

by taking into account the devices state of health and especially the rechargeable battery

status. We demonstrate how the consideration of the battery aging characteristic can

influence on the devices lifetime and on the network longevity in general. This regard

can considerably reduce the materials substitution frequency and the carbon footprint in

telecommunication systems. We presented a multi-hop clustering technique based on a

long-term vision of energy optimization for IoT network (LTEOC) by considering the aging

aspect of devices rechargeable battery to reduce the energy harvesting and enhance the

network lifetime in long-term. The attained results illustrate that the aging based approach

bypasses the results obtained with other methods regarding cluster heads cardinality, de-

vice battery life cycle and network durability. This work presents a first step in integrating

the battery degradation aspect in the wireless networking protocols.
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BATTERY STATE-OF-HEALTH

PREDICTION BASED CLUSTERING FOR

LIFETIME OPTIMIZATION IN IOT
NETWORKS

6.1/ MOTIVATION

Conventional works either focus on static battery-powered networks (with one discharg-

ing cycle) or merely consider the current state of charge (SoC) of the batteries in or-

der to improve the network lifetime in the short term. In this contribution, we propose

a novel Long-term Energy optimization Clustering Approach based on battery State Of

Health (S OH) prediction, called LECA_S OH. The objective is to predict the impact of

Cluster Heads election on the rechargeable batteries S oH before applying the cluster-

ing. LECA_S OH fosters the selection of the nodes, leading to the reduction of battery

degradation during the future rounds, which in turn extends the system lifetime. In addi-

tion, considering the long-term exploitation of devices batteries in networking design can

considerably decrease the carbon footprint.

Noteworthy that the work on rechargeable battery degradation modeling is an outcome

of the electronics experts community and is not exploited enough by the networking

community. Indeed, A great variety of research works in the literature have shown

a particular concern to the modeling of the rechargeable battery degradation process

[97; 155; 148; 160]. These researches deliver a promising concept of battery degrada-

tion for vehicular systems [7]. However, this concept was not introduced to the wireless

networking systems. The main originality of this approach is to exploit the existing knowl-

edge on the rechargeable battery degradation process in the conception of clustering and

networking protocols for rechargeable wireless networks.
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To illustrate the intended idea of LECA_S OH and clarify its novelty compared to the pre-

vious contribution LT EOC (presented in the previous chapter 5), lets consider the routing

example illustrated in Fig 6.1. In this routing scheme, four potential CH’s can relay the

data of the node S to the BS . With conventional energy aware approaches, either the

node 1 is selected as CH because it residual energy is the highest (S OC = 80%) or the

node 2 because it consumes the lowest amount of energy (∆S OC = 15%). However, for

a long-term energy efficient perspective, the optimization of batteries health leads to se-

lect node 3 or 4. Indeed, these nodes present a better S OH (node 3 with S OH = 53%

and node 4 with S OH = 51%). In this scenario, according to the previous contribution

(LT EOC), node 3 will be selected because it presents a better SOH (S OC = 53%). How-

ever, LECA_S OH grants node 4 as CH because this latter will endure less battery health

degradation after the data aggregation (∆S OH = 0.4%) compared to the other nodes.

Therefore, the predicted state of health of node 4 after routing is the best, which is more

convenient for a long-term durability.

Figure 6.1: Short-term vs long-term energy efficient routing scheme

6.2/ BATTERY INTERNAL TEMPERATURE EVALUATION

In this contribution, we used the network model and battery degradation model described

in section 4.7.1 and 5.1.2 respectively. In this section, we detail the battery internal tem-

perature evaluation model used in this work.

Increasing the battery operating temperature above the recommended scope intensifies
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the aging process and leads to a fast battery degradation. Typically, the acceptable tem-

perature scope of a Lithium-Ion Battery (LIB) is between [-20◦C - 60◦C] [150]. When the

temperature is out of these interval, the battery degrades faster with a high risk of caus-

ing a safety issues including fire and explosion [150]. The acceptable temperature range

should lie within [20◦C - 40◦C] to ensure a proper balance between performance, battery

life and safety [161]. Low temperature affects the properties of electrolyte in LIB’s. In-

deed, with the diminution of temperature, the viscosity of the electrolyte increases, which

reduces the ionic conductivity [150]. Consequently, the internal resistance will rises owing

to the increase in the impedance of the directional migration of chemical ions.

High battery’s internal temperature is due to a high electric current including operations

with quick charging and the discharging speed. Therefore, the appropriate management

of the battery temperature is crucial to ensure efficient performance and safe function-

ing. In our approach, temperature monitoring is one of the fundamental management

processes. However, monitoring the temperature distribution within the batteries is not

straightforward. We adopted the thermal model proposed in [162] for monitoring the inter-

nal battery temperature. The internal battery temperature (Tp) at a period p is estimated

according to the observed temperature at the surface of the battery Tsur f and the ambient

temperature Tamb as in equation 6.1:

Tp = Tsur f ×

(
1 +

Rin

Rout

)
− Tamb ×

Rin

Rout
(6.1)

Rin and Rout represent the thermal resistance inside and outside the battery. The feasibility

proof of this model is discussed in [162].

6.3/ HEATING PREDICTION MODEL

The operating temperature of the battery is a determinant factor of its deterioration. To

predict the impact of the node selection as a CH on its state of health, it is crucial to predict

the effects of CH’s activities on the battery temperature rise. In [163], Taheri and Bahrami

studied the Lithium-Ion batteries temperature rise according to the activity degree. The

results of this work show that, under a constant discharging intensity, LIB’s temperature

curves follow the same global scheme corresponding to three stages. When the battery

is full charged (75%-100%) the temperature rises moderately. When the battery is aver-

agely charged (10%-75%) the battery temperature rises slowly. Finally, when the battery

is almost discharged, the temperature rises quickly. However the global rapidity of the

temperature rise depends on the convective transfer coefficients of the battery surface h

(the ability of the device to evacuate the heat) and the discharging intensity.

Based on the provided results in [163], we modeled the temperature rise when a node is
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a CH as in equation 6.2 :

Tp+1 = Tp + ∆T × |p| (6.2)

The values of ∆T are given in Kelvin per hour (K/h) and depends on the electrical intensity

and the discharging stage as shown in Table 6.1. The presented values are those related

to a Lithium Ion battery of 18mm × 16mm × 0.2mm size, a capacity of 0.27Wh (1000 joules)

and a voltage of 3.7V, and convective transfer coefficient h of 5w/(m2K). The temperature

Tp+1 corresponds to the next period predicted temperature based of the measured tem-

perature Tp computed using equation 6.1. |P| corresponds to the time (in seconds) during

which the node is CH.

Table 6.1: Temperature rising rate according to the discharging intensity and the charge
level of the battery

Intensity S oC ∈ [75, 100] S oC ∈ [10, 75] S oC ∈ [0, 10]
1.5A 2.6 1.07 8
3A 6.4 8.30 43
6A 40 36.9 140

6.4/ CONTRIBUTION

In this section, we present a new distributed clustering technique based on the state of

health prediction of rechargeable batteries called LECA_S OH. CHs nodes perform more

functionalities than CMs and accordingly deteriorate more quickly. The novelty of the pro-

posed solution consists of predicting the degradation effect of a potential selection of the

node as a CH. LECA_S OH selects as CHs the nodes that undergo less estimated battery

deterioration during the forthcoming round, which in turn extends the network long-term

lifetime. LECA_S OH computes a weight for each node, and the node holding the high-

est weight among its surrounding area is selected as a CH. The weight of a node i is

computed using two metrics. First, the average neighborhood cardinality that depicts the

number of neighbors within the communication range, N1(i). Indeed, a high node degree

strengthens the cluster connectivity and reduces the intra-cluster communication. Sec-

ondly, the predicted battery state of health degradation (∆S OH) metric that estimates the

potential degradation of the node battery if it is selected as CH during the subsequent

round. The use of ∆S OH allows preventing nodes that risk considerable damage in the

following rounds from being chosen as CH. The computation of S OHp is detailed in sec-

tion 5.1.2. The future S OH state is then expressed by equation 6.3, where p refers to the

current round.

S OHp+1(i) = S OHp(i) − ∆S OHp(i) (6.3)
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The weight Wi of a node i is computed based on the two previous metrics using equation

6.4, Where α and β depict the decision maker defined coefficients of the corresponding

metrics.

Wi = α × |N1(i)| + β × ∆S OH(i) ∧ α + β = 1 (6.4)

6.4.1/ WEIGHTS COMPUTATION

To compute the weights Wi at the beginning of a new round p, LECA_S OH assumes that

each node i broadcasts a Neighbor_Discovery(IDi) message to all surrounding nodes. A

Neighbor j receiving this message, updates its local state by inserting node i information

into NeighborsList j. Next, node j replies by sending its local state Local_S tate j(ID j,W j)

to i. Progressively, node i knows the local state of its surrounding neighbors using the

state list (NeighborsListi). Every time, the node i updates its weight due to a received

Local_S tate message from a neighbor, i broadcasts its new computed weight.

6.4.2/ CHS ELECTION PHASE

CHs election algorithm is inspired from the self-stabilization works [144], which allows

LECA_S OH to adapt to transient events and network dynamic topology. We note CHi the

cluster head of the node i. LECA_S OH organizes each cluster into k-hop routing tree

where the root is the cluster head node. The rooting tree defines how the data sensed by

the devices are aggregated and forwarded to the CH. The CHs rely then the data to the

BS using long range communication mode. The proposed approach is fully distributed

where each node has only a partial vision of the network.

The clustering process of LECA_S OH is illustrated in figure 6.2. Whence the weights of

the nodes are computed, each node checks if the conditions to be the cluster head during

the next round are satisfied. The node c is the cluster head of i (c may equal to i) if and

only if c is within a range of k hops from i and its weight is higher than the weights of all

N<k(i). More formally:

CHi = c⇔



c ∈ N<k(i) ∪ i

Wc ≥ Wi

∀ j ∈ N(i) : Wc ≥ W j

∀ j ∈ N(i),CH j ∈ N<k(i) :

Wc ≥ WCH j

(6.5)

If two or more nodes in N<k possess the same highest weight, the distance is used as
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a tie-breaker (by choosing the nearest CH). Furthermore, if node i is isolated or no CH

satisfies the multi-hop constraint, then node i elects itself as CH. After CHs election, each

node exploits its direct neighbors knowledge to shape the multi-hop cluster topology. The

nodes update their distance toward the CH and select their parents, Pi, in the routing tree

by following the shortest path to the selected CH as expressed in following equation 6.6.

Pi = m⇔
∀ j ∈ N(i),Chi = CH j :

HopsToCH j ≥ HopsToCHm
(6.6)

HopsToCHi refers to the minimum number of hops to reach the CHi from i and it is mea-

sured using the recursive formula:

HopsToCHi =


min

j ∈ N(i)

CHi = CH j

HopsToCH j


+ 1 (6.7)
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start 
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HopsToCHi and parent of i 

Broadcast CHi and HopsToCHi 

Receive CHj and HopsToCHj 

yes no 

yes noCH data to 
neighbors 

CH data to 
neighbors 

Figure 6.2: Flowchart of LECA_S OH leader election phase

LECA_S OH functioning is mainly depending on the ability to estimate the battery degra-

dation if a node is CH. In this sections, we present the different models used for the

implementation of our solution.
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6.5/ SIMULATION

6.5.1/ SIMULATION PARAMETERS

In this experiment, we adopted the network parameters described in section 4.7.1. The

experiment parameters are specified in Table 6.2. We assume that when a node is no

longer a CH, its temperature gradually cools until reaching the ambient temperature (lin-

ear cooling). The performance of our clustering approach is evaluated by considering

the single-hop and multi-hop (with K=2 hops) intra-clustering scenarios. The proposed

scheme is tested with different network density to analyze the performance under different

scenarios.

LECA_S OH is, to the best of our knowledge, the first clustering approach that considers

the prediction of the battery S oH in the clustering process. To show the relevance of

this new paradigm, the performances of the proposed scheme are compared with IEECP

[19] and O-LEACH [90]. These protocols belong to the same clustering class and their

primary goal is the energy efficiency and extending the network lifetime. Five parameters

are considered for the analysis of the protocols performance, namely, the CHs cardinality,

the energy consumption, the network lifetime (in short and long-term), the number of

recharging cycles and the average number of dead nodes.

Table 6.2: Experiment setting parameters

Parameter Value
Network size 1000 × 1000 m2

Node density (δ) δ ∈ [200, 1000]
Transmitting range (Tr) 90 m
α, β 0.5, 0.5
Eelec 50mJ/bit
εFS 10 nJ/bit/M2

εM f s 0.0013 nJ/bit/M4

Rin,Rout 3.2KW−1,8.44KW−1

Data packet size 100 bytes
Battery’s full charge 1 KJ

6.5.2/ EXPERIMENTAL RESULTS

6.5.2.1/ CH’S CARDINALITY

Typically, a reduced CH’s cardinality reveals efficient clustering performance as it depicts

the number of wireless communication channels formed with the BS and the number
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of clusters generated. Figure 6.3 illustrates the average number of CHs of the pro-

posed approach versus O-LEACH and IEECP protocols under different density values

δ ∈ [200, 1000]. For the case of a single hop transmission (Figure 6.3), the number of

clusters generated by the proposed scheme is stabilized between 70 and 95 clusters.

Whereas, this value increases up to 105 and 115 with IEECP and O-LEACH respec-

tively. Figure 6.3 also illustrates the case when the multi-hop scheme is considered. In

general, the clusters cardinality decreases. The average CHs generated is reduced by

an average of 31.4% as compared to the single-hop scheme, the CHs cardinality in this

case varies between [40-55]. This can be explained by the fact that clusters coverage

area increases, in multi-hop scheme, which allows the clusters to manage more nodes.

LECA_S OH maintains the lowest CH cardinality, it shows an enhancement of 10.3% and

6.1% compared to O-LEACH and IEECP respectively. This improvement is due to the

consideration of the nodes connectivity metric in the clustering process of LECA_S OH,

which leads to the election of CHs with high connectivity. Therefore, more nodes are

covered by a single cluster.
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Figure 6.3: Average Cluster Head cardinality considering the Single-hop clustering and
the Multi-hop clustering.

6.5.2.2/ AVERAGE ENERGY CONSUMED

Figure 6.4 exhibits the average energy consumed by network nodes by considering a

variable network density δ ∈ [200 − 1000] and by assuming the single-hop and multi-hop

scenario. From these figures, we observe that the energy required for the clustering is

affected by the network density and the clustering scheme used. When the number of

nodes increases, the energy required to build the cluster structure increases as well. This

value is bounded by 0.95× 10−3 KJoule when the single hop scenario is considered, while

it reaches up to 1.4 × 10−3 KJoule when the multi-hop clustering is employed. This is due
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to the amount of messages exchanged to construct the structure. According to figure

6.4, IEECP consumes the highest amount of energy compared to the other approaches

owing to the modified fuzzy C-means algorithm used during the clustering which requires

the exchange of additional setup packets to form the clusters. Accordingly, O-LEACH

consumes 39% less energy compared to IEECP.
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Figure 6.4: Average energy consumed with the single-hop and the Multi-hop clustering.

LECA_S OH shows an average improvement of 27.3% compared to IEECP. O-LEACH

consumes the lowest energy. It consumes slightly less energy than LECA_S OH (11%

less) because this later requires more messages to compute the weight metric (com-

puted using Equation 6.4), which consumes an extra more energy. However, the result is

acceptable because the topology generated by the proposed approach carries less clus-

ters (as illustrated in previous section 6.5.2.1) and exhibits a better lifetime performance

in the long-term (which is discussed in section 6.5.2.4 and 6.5.2.5).

6.5.2.3/ NETWORK LIFETIME (IN THE SHORT-TERM)

This measure stands for the average number of rounds elapsed before the first network

device spend all of it energy and its battery needs recharging. This measure is typically

used in the literature to evaluate the energy consumption of devices. It also depicts the

lifespan of one battery cycle by considering only the residual energy (short-term vision).

Figure 6.5 illustrates the average battery cycle lifetime of the studied approaches by con-

sidering the single hop and multi hop clustering modes. From this figure, we observe

that the network lifetime increases when the multi-hop is considered, as compared to the

single-hop clustering. The battery cycle lifetime varies between [900 − 2600] rounds in

the single-hop scenario and it increases to [1200 − 2800] rounds in the multi-hop sce-

nario. Indeed, as the network scales, ensuring the connectivity tends to be more difficult.
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Figure 6.5: Average network lifetime (in the short-term) in single-hop and multi-hop
scenario.

Therefore, multi-hop communications are advantageous to reduce the energy cost de-

voted to wireless transmission. Moreover, we observe that the network lifespan, for the

three schemes, increases when the network is more connected. Indeed, when the den-

sity increases, the clusters connectivity increases and the CHs are able to cover more

nodes (Figure 6.3), which in turn reduces the long range transmission and boosts the

energy preservation.

Based on the shape of figure 6.5, we observe that IEECP maintains the highest short-

term durability (without battery recharging). This figure shows an average improvement

of 9% compared to O-LEACH. This improvement is due to the consideration of commu-

nication reliability in IEECP in addition to the residual energy of nodes. Both O-LEACH

and IEECP show an average improvement of 19.7% compared to our approach. This is

because O-LEACH and IEECP consider the residual energy of devices, which results in

a longer short-term lifetime (over one battery cycle only). In the next paragraph we study

the performances of the three approaches according to the long-term durability (the bat-

teries life over several recharging cycles).

6.5.2.4/ NETWORK LIFETIME (IN THE LONG-TERM)

This metric depicts the average number of rounds elapsed before the appearance of

the first completely dead node in the network (i.e. the S oH of its rechargeable battery

is totally exhausted and needs to be replaced). This metric enables the evaluation of

the network durability and estimates the devices battery degradation aspect in the long-

term. Usually, the network lifetime is described in different manners, e.g. the interval

134



Chapter 6 : Battery State-of-Health Prediction based Clustering for Lifetime Optimization
in IoT Networks

from network initialization to the last node death round (LND) [89] or the interval from the

initial deployment until a predefined percentage of nodes death. In this experiment, we

consider the network lifetime as the period until the first node death (FND).
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Figure 6.6: Average network lifetime (long-term) in single-hop and multi-hop clustering.

Figure 6.6 shows the average network lifetime in long-term of our approach versus IEECP

and O-LEACH. Initially, nodes tend to be isolated due to the low connectivity, they are self

elected as CH to send their data toward the BS. Hence, at this point, the lifetime of

the three protocols is relatively short. When the density increases, nodes connectivity in-

creases, which in turn lowers the CHs cardinality and balances the consumption of energy

within CMs. From figure 6.6, we observe that nodes using O-LEACH tend to die earlier

and the FND only reached 28400 rounds (with δ = 1000) compared to IEECP where the

nodes survive up to 29800 rounds. This figure shows that our proposed approach ex-

hibits better performances, the FND node in LECA_S OH reached 32500 rounds. This

improvement is due to the use of the prediction metric ∆S OH. Indeed, instead of perform-

ing the clustering based on the actual state of charge, LECA_S OH predicts the amount

of battery degradation for the following round before the election of the potential CH’s.

Accordingly, inadequate nodes are avoided and the battery aging process is delayed,

which strengthens the network durability. Moreover, we observe that considering the S oH

prediction in the clustering process balances the temperature fairly among devices, which

further reduces the battery degradation. Figure 6.6 illustrates a comparison of the three

approaches by considering the multi-hop clustering. LECA_S OH shows better lifetime

performances compared to the classic approaches in both single-hop and multi-hop sce-

narios (improved by 23% and up to 44% respectively).

6.5.2.5/ AVERAGE NUMBER OF RECHARGING CYCLES AND DEAD NODES (LONG-TERM)
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Figure 6.7: Average number of dead nodes (δ = 500 nodes)
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Figure 6.8: Average number of battery recharging cycles

The average number of recharging cycles and the average number of completely dead

nodes (i.e. nodes with a completely damaged battery, S OH = 0) represent two signifi-

cant parameters to demonstrate the lifetime efficiency of the proposed approach. These

parameters depict the elapsed period before a rechargeable battery is entirely dead and

needs to be changed, i.e. it provides an estimation of the material substitution frequency.

Figures 6.7 and 6.8 illustrate the average number of completely dead nodes and the

number of battery recharging cycles (measured in rounds) of LECA_S OH vs O-LEACH

and IEECP with δ = 500 nodes. It can be observed from the shape of figure 6.8 that O-

LEACH and IEECP withstand approximately the same number of cycle (up to 16 cycles).

Whereas, in LECA_S OH the average number of recharging cycle reached 25 cycles. This

lifespan improvement is mainly due to the use of the S oH prediction metric in the cluster-

ing process. Therefore, the number of completely dead nodes is considerably reduced as

shown in figure 6.7. The proposed approach improves the number of recharging cycles

136



Chapter 6 : Battery State-of-Health Prediction based Clustering for Lifetime Optimization
in IoT Networks

by an average of 31.4% and reduces the average number of nodes death by 34.6% when

compared to the conventional energy efficient approaches [90; 19].

6.6/ CONCLUSION

In this chapter, we proposed an energy efficient prediction based clustering approach

called LECA_S OH. The approach is distributed and aims to optimize the network lifes-

pan in long-term by considering the battery degradation aspect in the decision making

process of the wireless networking protocols. More precisely, LECA_S OH uses an S oH

prediction based mechanism during the CHs election in order to elect nodes that will en-

dure less potential degradation during the forthcoming rounds, which in turn extends the

system lifetime. The objective of the contribution is the integration of the battery degrada-

tion prediction in the clustering process to extend the network lifespan in the long-term.

Moreover, the approach contemplates the behavior of the rechargeable batteries and

considers the thermal effect on the battery degradation. The obtained results are encour-

aging as the lifespan of the network is extended with the use of the prediction criterion.

The aging based approach outperforms conventional methods in terms of clusters cardi-

nality and network lifetime in the long-term (exhibits an average improvement of 44%).
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The emerging paradigm of the Internet of Things (IoT) is rapidly making its path across

our modern life. IoT networks aims to improve the quality of our life’s by enabling the con-

nection of many smart devices, technologies, and applications. This paradigm becomes

one of the most active research topics and attracted the attention of researchers from

academic and industrial sectors due to its potential benefits. Despite the valuable ser-

vices that these paradigm cover, IoT networks have many design challenges and limita-

tions (e.g. devices restrained resource) that should be treated by researchers, otherwise,

the quality of services in IoT applications will negatively deteriorate (scalability, energy

efficiency and fault tolerance issues, etc.).

Preserving the devices’ energy, increasing the network lifetime, decreasing communica-

tion latency and improving the fault tolerance are the primary concerns that should be

considered when building IoT applications. Currently, IoT landscape is characterized by

the deployment of a vast number of heterogeneous smart devices with a restrained stor-

age capacity, processing and energy, communicating through an error prone wireless

links. Due to that limitation, an efficient management of communication channels be-

comes important in order to improve the network performance. In addition, when the vi-

sion of the upcoming generation of IoT networks will be fully accomplished, the scalability

and maintenance cost will be enormous. Disregarding these challenges will restrain the

performance of the IoT solutions. The majority of IoT elements are rechargeable battery-

powered devices which deteriorate over time and require maintainability. Although the

battery itself might be inexpensive, its substitution implies a costly labor. Accordingly, the

topology management and the choice of an efficient network structuring technique is a

pertinent topic, especially with the expanding behavior and the dynamicity of these net-

works. Moreover, the effective management of devices batteries needs to be applied to

maintain network longevity.

In this thesis we addressed the management problem of the shared communication chan-

nel, the management of the energy resource in long term and the management of the IoT

networks topology in general. In this context, Clustering is one of the relevant tech-

niques for structuring the network, which aims to optimize the network performance and

scalability. In this thesis, we explored this issue to propose new clustering algorithms

suitable for the IoT structure. We firstly presented general information on IoT networks

and the layered model providing communications in such networks. We presented back-
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ground knowledge on cross-layer approaches between the routing and the MAC layer

and we presented some existing work in this research axis. Then, we presented taxon-

omy on hierarchical clustering algorithm considering relevant key parameters. Based on

the limitation of existing management solutions for IoT networks we proposed in the third

chapter different contributions suitable for IoT network. The common objective of these

approaches is to optimize the network performance and improve the network durability.

In the first contribution, we provided a distributed cross layer TDMA scheduling algo-

rithm aware routing information (WB-DTSA). The approach aims to manage the access

to the communication channel by using the surrounding topology knowledge to perform

the transmitting slot allocation. Time slot are allocated to nodes depending on their po-

sition in the routing tree while privileging nodes with long routes to the base station by

allocating them earlier transmitting slots to reduce the latency. The approach considers

the average distance and the interference degree among each node and its neighborhood

to further improve the slot allocation efficiency and reduce the energy wastage.

In the second contribution, we suggested DC2HC, a distributed approach for k-hop intra-

clustering for large networks. The approach optimizes the set of representative cluster

heads and extends the network lifetime. The cluster heads election is performed based

on the two-hop topology knowledge of nodes to strength the cluster connectivity. It also

considers the residual energy of nodes to balance the energy consumption among larger

clusters. The contribution has a linear time and space complexity and provides the con-

vergence proof of the proposed solution.

Afterward, we presented some initial works on how the battery degradation level could

be considered in the decision making process of the wireless networking protocols. The

purpose is to optimize the devices lifetime in order to diminish the material alternation

frequency in order to impact the production and the distribution load. Indeed, the scale

down of production and distribution load is the best way to reduce the carbon footprint of

the ITC, (i.e long-term vision of energy optimization). We considered the rechargeable

aspect of devices batteries and we discuss how a long-term vision of energy consumption

can be conducted by taking into account the devices state of health (SOH).

The third contribution, we presented a multi-hop clustering technique based on a long-

term vision of energy optimization (LTEOC) by considering the battery aging aspect of

rechargeable batteries in a multi-hop clustering aspect. The proposed scheme enhances

the battery behavior and extends the lifespan of network devices in the long-term, which

has a positive impact on green computing environment.

In the last proposal, we conceived a distributed SOH prediction based Clustering Ap-

proach for Long-term Energy optimization (LECA_S OH). This latter uses an original met-

ric which predict the forthcoming SOH of devices battery before the clusters formation.

As CHs nodes perform more functionality than CMs and accordingly deteriorate more
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quickly. The novelty of the proposed solution consists of predicting the degradation effect

of a potential selection of the node as a CH.

The experimental results demonstrate that the proposed approaches performs better

compared to other referenced approaches in terms of different performance parameters,

such as Communication latency, schedule length, cluster heads cardinality, messages

overhead, network lifetime in short and long-term.

6.7/ FUTURE WORK AND PERSPECTIVES

Although the proposed solutions for the management of IoT networks presented in this

thesis have led to encouraging results and acceptable performance. There are other

significant topics that we plan to address and study further in the research for the next

steps. We summarize some interesting future perspectives as follow:

The consideration of mobile multi-sinks is appealing to enable the tolerance of more dy-

namic topologies since mobile sinks move continuously over the network in a more or

less random fashion. Moreover, mobile devices make it possible to expand the network

coverage and improve the monitoring of the physical phenomenon. Indeed, the mobility

can significantly improve the overall network lifetime, reliable data gathering, delay and

latency problems [164]. However, with a mobile multi-sinks approach, several aspects

need to be exploited with the addition of mobility, e.g. network self-organization tech-

niques used to enable the organization of the network object.

To highlight the strengths and weaknesses of our protocols, we plan to conduct some

experiments by using a real physical wireless network under various deployments and

sensing environments. We are convinced of the need to extend our simulations to other

communication models. The UDG model is known to be idealistic, however, does not

reflect the actual communication model of modern devices. The usage of a realistic

communication model would allow performance analysis of our different approaches in a

less idealistic context. Moreover, experiment using other network topologies, e.g. urban

areas guided by different placement for the based station and the presence of different

obstacles seem to be interesting in order to observe the performance of our approaches

under different scenarios.

The machine learning is an interesting topic to focus on, we aim to integrate this technique

to predict the energy consumption of nodes in long term and use this information to

perform an optimal energy routing process to further preserve the energy consumption

and increase the devices lifespan.

We also aim to use the machine learning to perform an optimal transition scheduling.

Indeed, with machine learning it is possible to extract knowledge from the network and

141



General conclusion

progressive learning in the presence of inherent uncertainties and the lack of network

state information. The routing mechanism can use machine learning to learn and to

predict the devices behavior and the availability of the channels. In this scenario, it is

possible to dynamically choose the interval of exchanging messages and the optimal

routing paths after the learning period. This consideration aims to considerably reduce

the network overhead and preserve more energy, which in turn further extend the network

lifetime in long-term. Machine learning can also be used to optimize other factors like

resource usage, estimation of response times and data traffic monitoring.
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Abstract: 
 

The main goal of this thesis focuses on the design and modeling of new channel allocation and 
clustering approaches for large scale wireless networks. Additionally, this works focus on the 
optimization of rechargeable battery lifespan in wireless networking protocols to reduce the material 
substitution and increase the network durability in long-term. In this context, we start with an analysis 
of the literature to identify certain open problems or whose proposed solutions that still to improve. We 
firstly concentrate on the MAC and routing layer protocols and we propose a new cross layer TDMA 
scheduling approaches. This latter considers the information of the routing tree to manage the wireless 
channel access and reduce the communication latency. Then, we focus on the network topology 
management and we proposed different approaches for the equal and unequal network clustering. 
Afterwards, we focus on the long-term energy optimization of rechargeable wireless devices and we 
proposed new original approaches in this original context. The main objective of the proposed 
approaches is to decrease the communication latency, reduce the network overhead, and increase the 
network lifespan in the short and long-term. 
Keywords: IoT, WSN, Dynamic Clustering, Network Connectivity, Rechargeable Battery Lifetime, 
Energy-aware Protocols, Long-term Energy Optimization. 

 
 

Résumé: 
 

Cette thèse de doctorat porte sur la conception et la modélisation de nouvelles approches d'allocation de 
canaux et de clustering pour les réseaux sans fil à grande échelle. De plus, ces travaux se concentrent 
sur l'optimisation de la durée de vie des batteries rechargeables dans les protocoles de réseau sans fil 
afin de réduire la substitution de matériaux et d'augmenter la durabilité du réseau à long terme. Dans ce 
cadre, nous commençons par une analyse de la littérature pour identifier certains problèmes ouverts ou 
dont les solutions proposées restent à améliorer. Nous nous concentrons tout d'abord sur les protocoles 
de couche MAC et de routage et nous proposons une nouvelle approche d'ordonnancement TDMA 
inter couche. Ce dernier considère les informations de l'arbre de routage pour gérer l'accès au canal sans 
fil et réduire la latence de communication. Ensuite, nous nous sommes concentrés sur la gestion de la 
topologie du réseau et nous avons proposé différentes approches pour le clustering réseau homogène et 
hétérogène. Par la suite, nous nous sommes concentrés sur l'optimisation énergétique à long terme des 
dispositifs sans fil rechargeables et nous avons proposé de nouvelles approches originales dans ce 
contexte original. L'objectif principal des approches proposées est de diminuer la latence de 
communication, de réduire la surcharge du réseau et d'augmenter la durée de vie du réseau à court et à 
long terme. 
Mots clés: Internet des objets, Réseau de capteurs sans fil, Structuration des réseaux, Canaux de 
communication, Efficacité énergétique, Optimisation énergétique à long terme. 
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