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Abstract

Wireless sensor networks (WSNs) are considered to be one of the main technologies that are
heavily resource-constrained, in constant demand for energy-efficient and effective routing
techniques. The so-called hierarchical or equivalently cluster-based routing approaches
have shown substantial improvements of the WSNs performance as compared to traditional
duty-cycled Medium Access Control (MAC) protocols due to the aggregation process. In
addition, the use of the cross-layer approach, based on the cooperation of several layers has
proven to be effective in routing data with drastic reduction in energy consumption within
WSNs. However, the operation of routing data from the Cluster Heads (CHs) to the Sink
remains one of the major sources of wasted node energy. As a remedy, MAC protocols using
a wake-up radio (WuR) have been used to address this issue. Based on the idea of letting
the CHs and other nodes in the network on a sleep mode for the longest possible period, this
thesis proposes the so-called Clustering Multi-Hop Cross-Layer Protocol (CMH-CLP). The
various simulation results of the proposed protocol on the basis of some standard network
performance metrics show that the proposed protocol improves the WSN performance as

compared with some well-known recent protocols.

Keywords: Wireless sensor network, wakeup radio, cross-layer design, energy-efficient

networking.



Résumé

Les réseaux de capteurs sans fil (WSN) sont considérés comme 1’une des structures qui sont
tres limitées en ressources d’alimentation, en demande croissante de techniques de routage
efficaces et économiques en énergie. De plus, les approches de routage dites hiérarchiques
basées sur le regroupement des nceuds en clusters ont montré des améliorations et des
performances substantielles des WSNs par rapport aux protocoles traditionnels du contrdle
d’acces au support (ou MAC: Media Access Control) en raison du processus de regroupement.
L utilisation de 1’approche cross-layer, basée sur la coopération de plusieurs couches de la pile
protocolaire s’est avérée efficace dans le routage des données avec une réduction remarquable
en consommation d’énergie dans les WSN. Cependant, 1’opération d’acheminement des
données des chefs de cluster (CH) vers le puits (Sink) reste la source principale de gaspillage
d’énergie par les nceuds. Pour résoudre ce probleme, une des approches récentes consiste en
I’utilisation des protocoles MAC avec une radio de réveil (WuR). Basé sur I'idée de laisser
les CHs et les autres nceuds du réseau le plus longtemps possible en mode veille, cette these
propose la méthode intitulée "Clustering Multi-Hop Cross-Layer Protocol (CMH-CLP)".
Les différents résultats de simulation du protocole proposé sur la base de certaines mesures
de performances de réseau montrent que le protocole proposé améliore les performances du

WSN par rapport a certains protocoles récents bien connus.

Mots clés: : réseau de capteurs sans fil, radio de réveil, conception multicouche, mise en

réseau éco-énergétique.
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Introduction

Wireless sensor networks (WSNs) consist of a set of battery-operated computing, sensing
and communication devices used to collaborate for a common application. Although WSNs
are deployed in many monitoring applications, they still suffer from short lifetime due to
the limited energy sources of nodes and the difficulty in replacing their batteries [1]. One
of the most stringent constraints resides in the fact that these nodes must always remain in
a communication mode [2]. It has been established that Medium Access Control (MAC)
protocols substantially improve the energy efficiency of wireless networks. While the use
of duty-cycling, i.e., recurrent and periodic activation/sleep of the main radio interface of
the wireless sensor node, provides important energy benefits over an always-on approach,
MAC protocols for WSNEs still suffer from many issues. Indeed, irrespective of their target
application, most of the MAC-based schemes are characterized by both the idle listening
and the overhearing. Idle listening happens whenever a given node listens to the wireless
medium even in the absence of communication. On the other hand, overhearing happens
when a node captures unrelated communication, i.e., sent to another node. Moreover, all
duty-cycling-based approaches also suffer from additional latency since no information is
processed outside the nodes’ activation period. Thus, duty-cycling implementations limit the
energy efficiency of the MAC protocols, severely affecting the overall network performance
[1].

Routing information in WSNss is still a challenge since the objective is to find new
protocols for data transmission under the constraints of energy saving, network stability
preservation and extended lifetime. The clustering method is one of the solutions proposed
to respond to the conceptual constraints of WSN [3]. In such method, the sensor nodes are
grouped into clusters and a Cluster Head (CH), i.e., a node elected from members of the
cluster, is responsible for collecting the data and sending them to the sink. Forming the
cluster and selecting the appropriate cluster head (CH) for data aggregation is considered a
promising method to reduce energy consumption and to extend the network lifetime [4].

A new type of cross-layer design has emerged, based on the interaction between the

different layers of the Open Systems Interconnection (OSI) model instead of the old single-
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layer [S]. This new design has opened a new horizon in the field of routing and has led to
the advent of several types of protocols. Furthermore, its efficiency has been proved in the
transmission of data within the WSNs with reduced energy consumption [6].

Another solution consists of equipping the node with a second low-power wake-up radio
(WuR) to wake the node whenever there is a packet to be received. This technique allows
the main radio to go into a deep sleep as long as there is no information to be received [7].
While the nodes spend all of their time in a sleep mode, the WuR monitors the channel.
In this approach, sensor networks are arranged such that individual nodes remain largely
inactive for long periods of time, but switching to active mode whenever an event occurs. If a
node wishes to transmit a packet to its neighbor, it simply starts by sending a short wake-up
message (WuM) to such neighbor. As soon as the receiver’s WuR detects the wake-up signal,
it immediately wakes up the main radio, performs the required tasks, and switches on a sleep
mode until another event occurs [8]. One of the advantages of this approach is that the WuR
1s energy saving, characterized by the usage of a short wake-up range [9] as compared with
the transmitting radio, and wake-up circuit components relying on power consumption that
remains insignificant as compared to that of the main radio [10]. Additionally, the two radios
use separate wake-up and transmission channels in order to avoid interference between the
data and the wake-up messages [11]. This technique eliminates passive listening and saves
energy while increasing the network lifetime along with speeding up the packet forwarding
and reducing the latency on each hop. All these sensor novel features motivate for a novel
MAC that is different from traditional wireless MACs such as IEEE 802.11.

In this thesis, we present our contribution to reducing this energy dissipation and im-
proving the wireless sensor networks’ performance. As a result, we propose the so-called
Clustering Multi-Hop Cross-Layer Protocol (CMH-CLP) which is a new protocol in hierar-
chical WSNs based on the Wakeup radio for routing operation.

This thesis is structured as follows:

Chapter 1 presents the state-of-the-art of wireless sensor networks as well as their charac-
teristics and fields of application. In addition, this chapter discusses the different categories
of routing protocols in WSNs, where we focus on the LEACH protocol used in networks

with a hierarchical structure.

Chapter 2 presents an explanation of the cross-layer design, with a presentation of some
types of protocols based on this design. The chapter explains the protocols that depend on
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sensors with two radios: one for transmitting and the other for waking up. Emphasis is made

on the contribution of the latter in improving the performance of the WSN networks.

In Chapter 3, a new routing protocol in WSNs called Clustering Multi-Hop Cross-Layer
Protocol (CMH-CLP) is introduced as our contribution. The various simulation results
of the proposed protocol on the basis of some standard network performance metrics are

presented with two protocols of the same family. The chapter is an extension of our work [12].

Finally, we end this thesis with a conclusion and future developments.



Chapter 1

Introduction to Wireless Sensors
Networks

1 Introduction

Wireless Sensor Networks have recently become one of the research domains that develop
the most. A lot of interest from the scientific community as well as from the industry results
in a rapid development of new types of devices, technologies, and protocols. Indeed, the ease
of deployment and the large amount of possible uses justify such a great interest.

Wireless Sensor Networks consist of many small nodes communicating through a wireless
channel. They can provide some valuable data sensing the environment as well as interact
with their surrounding through actuators. The small size and low cost allow sensors to be
easily integrated in the environment, providing a nonintrusive way to make our lives easier
and improve industrial processes. Intended large scale deployments (we can even read about
hundred thousands or millions of devices) will be made possible by a low price of WSN
devices [13].

The design and implementation of WSNs face several challenges, mainly due to the
limited resources: low-power, low range, low-bandwidth communications, small memory,
and finally, a small battery or an energy harvesting device. To accomplish their task, sensor
nodes need to communicate with each other and act as intermediate nodes to forward data
on behalf of others so that this data can reach the sink or the base station (BS), which is

responsible for taking the required decision [14].
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Fig. 1.1 Network Architectures
[16]

2 Wireless Sensor Networks

The recent progress in the field of MEMS (micro electro mechanical systems), wireless
communications, and highly integrated digital electronics has led to the development of
micro sensors. Such tiny sensors are of low-cost, of low power, and multifunctional and
communicate freely over short distances [15]. These sensor nodes are responsible for the
sensing, data processing, and data delivery to the BS. They should work together to form a
wireless sensor network (WSN). A WSN is composed of a large number of sensor nodes,
which are randomly or manually deployed in a given coverage area. These nodes collect
local physical information, process them, and send them to a BS called sink.

For the public notice of the phenomenon, the BS is connected to the internet (figurel.1).
Another important characteristic of a WSN is the ability of its nodes to cooperate. Instead
of sending raw data to the node responsible for data fusion, the sensor nodes can use their
processing abilities to locally carry out calculations and fusion operations to transmit only
the information required [17]. These characteristics of wireless sensors enable them to be
used in many areas especially for surveillance and monitoring [18].

However, the main challenge in the WSNs is the limited power resources of sensor

nodes. It is not practical to recharge the nodes batteries or replace them after complete
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depletion of their energy because, in many scenarios, the nodes are deployed in hostile
isolated environments [19]. The sensor network protocols must focus primarily on energy
conservation to maximize the network lifetime [20].

3 Network Applications

Sensors can be used to detect or monitor a variety of physical parameters or conditions
, for example, light, sound, humility, pressure, temperature, soil composition, air or water
quality and attributes of an object such as size, weight, position, speed, and direction [15].

Wireless sensors have significant advantages over conventional wired sensors [21]. They
can not only reduce the cost and delay in deployment, but also be applied to any environment,
especially those in which conventional wired sensor networks are impossible to be deployed,
for example, inhospitable terrains, battlefields, outer space, or deep oceans. On the other
hand, the availability of low - cost sensors and wireless communication has promised the
development of a wide range of applications in both civilian and military fields. And these
are some applications of sensors networks(figurel.2)[22].
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3.1 Environmental monitoring

Environmental monitoring is one of the earliest applications of sensor networks. In
environmental monitoring, sensors are used to monitor a variety of environmental parameters
or conditions. Thus, they are deployed in the forests to detect and signal a possible outbreak
of fire. The sensors can also be sown with the seeds, in order to control the watering of the
plants. In the industrial field, sensors are generally used to detect leaks of toxic products, or

for monitoring critical parameters such as the temperature of a nuclear reactor.

3.2 Military Applications

WSNs are becoming an integral part of military command, control, communication, and
intelligence (C3I) systems [15]. Wireless sensors can be rapidly deployed in a battlefield or
hostile region without any infrastructure. Due to ease of deployment, self - configurability,
untended operation, and fault tolerance, sensor networks will play more important roles
in future military C3I systems and make future wars more intelligent with less human

involvement.

3.3 Health Care and Medical Applications

WSNs can be used to monitor and track elders and patients for health care purposes,
which can significantly relieve the severe shortage of health care personnel and reduce the
expenditures in the current health care systems [23]. More it can be used in the monitoring
of the vital functions of the human being with micro sensors swallowed or implanted under
the skin of patients. Sensors can be implanted inside the human body to treat certain types of
diseases (such as the detection of cancers) or to collect physiological information (such as

monitoring the level of glucose), or even for monitoring organs [24].

3.4 Home Intelligence

WSNss can be used to provide more convenient and intelligent living environments for
human beings. For example, a smart refrigerator connected to a smart stove or microwave
oven can prepare a menu based on the inventory of the refrigerator and send relevant cooking
parameters to the smart stove or microwave oven, which will set the desired temperature and
time for cooking [25]. Wireless sensors can also be used to remotely read utility meters in a
home, for example, water, gas, or electricity, and then send the readings to a remote center

through wireless communication [26].
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In addition to the above applications, self-configurable WSNs can be used in many
other areas, for example, disaster relief, traffic control, warehouse management, and civil
engineering. However, a number of technical issues must be solved before these exciting
applications become a reality.

4 Network architectures and protocol Stack

4.1 Architecture of sensor

A sensor node is made up of four basic components, as shown in Figurel.3: a sensing

unit, a processing unit, a transceiver (communication) unit, and a power unit.

1. Sensing units are usually composed of two subunits: sensors and analog-to-digital
converters (ADCs). The analog signals produced by the sensors based on the ob-
served phenomenon are converted to digital signals by the ADC, and then fed into the

processing unit.

2. The processing unit usually consists of a microcontroller or microprocessor which is
generally associated with a small storage unit, manages the procedures that make the
sensor node collaborate with the other nodes to carry out the assigned sensing tasks.

3. A transceiver unit connects the node to the network with a short - range radio for

performing data transmission and reception over a radio channel.

4. The power unit: The power unit consists of a battery for supplying power to drive all
other components in the system, is one of the most important components of a sensor

node it’s may be supported by power scavenging units such as solar cells.

In addition, a sensor node can also be equipped with some other units, depending on
specific applications. For example, a global positioning system (GPS) may be needed in
some applications that require location information for network operation. A motor may be
needed to move sensor nodes in some sensing tasks. All these units should be built into a

small module with low power consumption and low production cost.

4.2 Network Architectures

A sensor network typically consists of a large number of sensor nodes densely deployed
in a region of interest, and one or more data sinks or base stations that are located close to or

inside the sensing region, as shown in Figure 1.1. The sink(s) sends queries or commands
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to the sensor nodes in the sensing region while the sensor nodes collaborate to accomplish
the sensing task and send the sensed data to the sink(s). Meanwhile, the sink(s) also serves
as a gateway to outside networks, for example, the Internet. It collects data from the sensor
nodes, performs simple processing on the collected data, and then sends relevant information
(or the processed data) via the Internet to the users who requested it or use the information.

To send data to the sink, each sensor node can use single-hop (single-hop network
architecture) long-distance transmission (figure 1.4(a)), However, long-distance transmission
is costly in terms of energy consumption. In sensor networks, the energy consumed for
communication is much higher than that for sensing and computation. For this purpose,
multi-hop short-distance communication is highly preferred. In most sensor networks, sensor
nodes are densely deployed and neighbor nodes are close to each other, which makes it
feasible to use short-distance communication In multi-hop communication, a sensor node
transmits its sensed data toward the sink via one or more intermediate nodes, which can
reduce the energy consumption for communication. The architecture of a multi-hop network
can be organized into two types: flat and hierarchical [17], which are described in the next

two sections.

4.2.1 Flat Architecture

In a flat network, each node plays the same role in performing a sensing task and all
sensor nodes are peers. Due to the large number of sensor nodes, it is not feasible to assign a
global identifier to each node in a sensor network. For this reason, data gathering is usually

accomplished by using data-centric routing, where the data sink transmits a query to all nodes
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in the sensing region via flooding and only the sensor nodes that have the data matching the
query will respond to the sink. Each sensor node communicates with the sink via a multi-hop
path and uses its peer nodes as relays. Figure 1.4(b) illustrates the typical architecture of a
flat network.

4.2.2 Hierarchical Architecture

In a hierarchical network, sensor nodes are organized into clusters, where the cluster
members send their data to the cluster heads while the cluster heads serve as relays for
transmitting the data to the sink (Figure 1.4(c)). A node with lower energy can be used to
perform the sensing task and send the sensed data to its cluster head at short distance, while a
node with higher energy can be selected as a cluster head to process the data from its cluster
members and transmit the processed data to the sink. This process can not only reduce the
energy consumption for communication but also balance traffic load and improve scalability

when the network size grows. Since all sensor nodes have the same transmission capability,
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the clustering must be periodically performed in order to balance the traffic load among all
sensor nodes. Moreover, data aggregation can be performed at cluster heads to reduce the
amount of data transmitted to the sink and improve the energy efficiency of the network [27].
The major problem with clustering is how to select the cluster heads and how to organize the
clusters [28].

4.3 Protocol stack for wireless sensor networks

The Open Systems Interconnection (OSI) seven-layer model, proposed by the Interna-
tional Organization for Standardization (ISO), forms the basis for the design of the WSN
protocol stack. However, unlike the seven-layer OSI model, that consists of the physical layer,
the data link layer, the network layer, the transport layer, the session layer, the presentation
layer and, the application layer.

The WSN protocol stack does not adopt all the seven layers of the OSI model. In reality,
the seven-layer OSI model has too many layers making it overly complex and difficult to
implement. The protocol stack for WSNs consists of five protocol layers: the physical layer,
data link layer, network layer, transport layer, and application layer, as shown in Figure 1.5.
On the other hand, the protocol stack can be divided into a group of management planes

across each layer, including power, connection, and task management planes [29].
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4.3.1 Application Layer

The application layer resides close to the users of the system. There are many potential
applications implemented at the application layer including, Telnet, Hypertext Transfer
Protocol (HTTP), File Transfer Protocol (FTP), or Simple Mail Transfer Protocol (SMTP).
In terms of WSN, the application layer programming primarily deals with the processing of
sensed information, encryption, the formatting and storage of data. Moreover, the application
layer scans the underlying layers to detect if sufficient network resources and services are
available to meet the user’s network requests. In addition the application layer includes a
variety of protocols that perform various sensor network applications. For example, the
sensor management protocol (SMP) [15] is an application-layer management protocol that
provides software operations to perform a variety of tasks, for example, exchanging location-
related data, synchronizing sensor nodes, moving sensor nodes, scheduling sensor nodes, and

querying the status of sensor nodes.

4.3.2 Transport Layer

The transport layer is responsible for reliable end-to-end data delivery between sensor
nodes and the sink(s). There are varying forms of transport layer protocols; two of the most
popular and contrasting are the transmission control protocol (TCP) and the user datagram
protocol (UDP). Connection-oriented transport layer protocols, such as TCP, provide a
reliable communication service, with extensive error handling, transmission control, and
flow control. Whereas, connectionless transport layer protocols, such as UDP, provide an
unreliable service but with minimum error handling, transmission, and flow control. Due
to the energy, computation, and storage constraints of sensor nodes, traditional transport
protocols cannot be applied directly to sensor networks without modification. For exam-
ple, the conventional end-to-end retransmission-based error control and the window-based
congestion control mechanisms used in the transport control protocol (TCP) cannot be used
for sensor networks directly because they are not efficient in resource utilization. On the
other hand, sensor networks are application-specific. A sensor network is usually deployed
for a specific sensing application, for example, habitat monitoring, inventory control, and
battlefield surveillance. Different applications may have different reliability requirements,
which have a big impact on the design of transport-layer protocols. In addition, data delivery
in sensor networks primarily occurs in two directions: upstream and downstream. In the
upstream, the sensor nodes transmit their sensed data to the sink(s), while in the downstream
the data originated from the sink(s), for example, queries, commands, and programming
binaries are sent from the sink(s) to the source sensor nodes. The data flows in the two direc-
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tions may have different reliability requirements. For example, the data flows in the upstream
direction are loss tolerant because the sensed data are usually correlated or redundant to
a certain extent. In the downstream, however, the data flows are queries, commands, and
programming binaries sent to the sensor nodes, which usually require 100% reliable delivery.
Therefore, the unique characteristics of sensor networks and the specific requirements of
different applications present many new challenges in the design of transport layer protocols
for WSNss.

4.3.3 Network Layer

Is responsible for establishing the communications paths between nodes in a network
and successfully routing packets along these paths. The requirements of different routing
protocols can vary and the choice will influence the communication paths set up. Some
routing protocols will favor communication paths that help the WSN to deliver the best
Quality of Service (QoS), other energy-saving protocols may choose the path that enables the
WSN to achieve the best life while others will use a hybrid of both objectives. In this context,
a large amount of research has been conducted and a variety of routing protocols have
been proposed to address various application scenarios of sensor networks. For example, a
source node can transmit the sensed data to the sink either directly via single-hop long-range
wireless communication or via multi-hop short-range wireless communication. Although
it achieves better performance, due to minimizing overhead and minimum delay, due to
direct communication long-range wireless communication is costly in terms of energy
consumption. In contrast, multi-hop short-range communication can significantly reduce
the energy consumption of sensor nodes and is preferred, since sensor nodes are densely
deployed and neighbor nodes are close to each other. But the multi-hop routing leads to
a significant increase in transit traffic intensity and thus packet congestion, collision, loss,
delay, and energy consumption as data move closer toward the sink. Therefore, it is important
to take into account the energy constraint of sensor nodes as well as the unique traffic pattern

in the design of the network layer and routing protocols [17].

4.3.4 Data Link Layer

The data link layer is responsible for data stream multiplexing, data frame creation and
detection, medium access, and error control in order to provide reliable point-to-point and
point-to-multipoint transmissions. One of the most important functions of the data link layer
is medium access control (MAC). The primary objective of MAC is to fairly and efficiently

share the shared communication resources or medium among multiple sensor nodes in order
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to achieve good network performance in terms of energy consumption, network throughput,
and delivery latency. However, MAC protocols for traditional wireless networks cannot
be applied directly to sensor networks without modification because they do not take into
account the unique characteristics of sensor networks, in particular, the energy constraint.
Another important function of the data link layer is error control in data transmission. In
many applications, a sensor network is deployed in a harsh environment where wireless
communication is error-prone. In this case, error control becomes indispensable and critical
for achieving link reliability or reliable data transmission. In general, there are two main
error control mechanisms: Forward Error Correction (FEC) and Automatic Repeat reQuest
(ARQ). ARQ achieves reliable data transmission by retransmitting lost data packets or
frames. Obviously, this incurs significant retransmission overheads and additional energy
consumption and therefore is not suitable for sensor networks. FEC achieves link reliability
by using error control codes in data transmission, which introduces additional encoding and
decoding complexities that require additional processing resources in sensor nodes. However,
FEC can significantly reduce the channel bit error rate (BER) for any given transmission
power. Given the energy constraint of sensor nodes, FEC is still the most efficient solution to
error control in sensor networks. To design a FEC mechanism, the choice of the error control
code is very important because a well-chosen error control code can obtain a good coding
gain and several orders of magnitude reduction in BER. Meanwhile, the additional processing
power consumed for encoding and decoding must also be considered. Therefore, a trade-off
should be optimized between the additional processing power and the corresponding coding

gain in order to have a powerful, energy-efficient, and low - complexity FEC mechanism.

4.3.5 Physical Layer

The physical layer is responsible for defining and managing the connections between
individual devices and their communication medium. The physical layer is responsible for
converting bit streams from the data link layer to signals that are suitable for transmission
over the communication medium. For this purpose, it must deal with various related issues,
for example, transmission medium and frequency selection, carrier frequency generation,
signal modulation and detection, and data encryption. In addition, it must also deal with the
design of the underlying hardware, and various electrical and mechanical interfaces. Medium
and frequency selection is an important problem for communication between sensor nodes.
One option is to use radio and the industrial, scientific, and medical (ISM) bands that are
license-free in most countries. The main advantages of using the ISM bands include free use,
large spectrum, and global availability [30]. On the other hand, sensor networks require a

tiny, low-cost, and ultralow power transceiver [31].



4 Network architectures and protocol Stack

15

Table 1.1 TCP/IP layers Tasks and their primary tasks Layer

Layer Data

Mission

services

Application Data

User service: remote log-in, file transfer,
web access

(HTTP, FTP, SMTP..)

Transport | Segments

Port addressing, segmentation and re-
assembly, flow control, error control, con-
nection control

(TCP, UDP....)

Network Packets

Logical addressing, routing

IP, ICMP, IGMP....

media, representation and synchronization
of bits, data rate

Data link Frames | Framing, physical addressing, flow con- | MAC and LLC (Ether-
trol, error control, access control net 802.154....)
Physical Bits Physical characteristics of interface and | Media, signal and bi-

nary transmission

4.3.6 A group of management planes across each layer

These planes help the sensor nodes coordinate the sensing task and lower overall power

consumption [32].

1. The power management plane: Is responsible for managing the power level of a sensor

node for sensing, processing, and transmission, and reception, which can be imple-
mented by employing efficient power management mechanisms at different protocol
layers. For example, at the MAC layer, a sensor node can turn off its transceiver when
there is no data to transmit and receive. At the network layer, a sensor node may select

a neighbor node with the most residual energy as its next hop to the sink.

. The connection management plane: Is responsible for the configuration and reconfigu-
ration of sensor nodes to establish and maintain the connectivity of a network in the
case of node deployment and topology change due to node addition, node failure, node

movement, and so on.

. The task management plane: Is responsible for task distribution among sensor nodes
in a sensing region in order to improve energy efficiency and prolong network lifetime.
Since sensor nodes are usually densely deployed in a sensing region and are redundant
for performing a sensing task, not all sensor nodes in the sensing region are required to

perform the same sensing task.
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5 Medium Access Control (MAC)

One of the most important functions of the data link layer is medium access control
(MAC). The primary objective of MAC is to fairly and efficiently share the shared communi-
cation resources or medium among multiple sensor nodes in order to achieve good network
performance in terms of energy consumption.Is one of the critical issues in the design of
wireless sensor networks (WSNs) [33]. As in most wireless networks, collision, which is
caused by two nodes sending data at the same time over the same transmission medium,
is a great concern in WSNs. To address this problem, a sensor network must employ a
MAC protocol to arbitrate access to the shared medium in order to avoid data collision from
different nodes and at the same time to fairly and efficiently share the bandwidth resources
among multiple sensor nodes. From the perspective of the Open Systems Interconnection
(OSI) Reference Model (OSIRM), the MAC protocol functionalities are provided by the
lower sub layer of the data link layer (DLL). The higher sub layer of the DLL is referred
as the logical link control (LLC) layer. The subdivision of the data link layer into two
sub layers is necessary to accommodate the logic required to manage access to a shared
access communications medium. Furthermore, the presence of the LLC sub layer allows
support for several MAC options, depending on the structure and topology of the network,
the characteristics of the communication channel, and the quality of service requirements of
the supported application. Figure 1.6 depicts the five-layered Stack model and the logical
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architecture of the DLL for shared medium access in wireless networks. The MAC sub layer

resides directly above the physical layer. It supports the following basic functions:
* A header field containing addressing information and a trailer field for error detection.

* The disassembly of a received frame to extract addressing and error control information

to perform address recognition and error detection and recovery

* The regulation of access to the shared. transmission medium in a way commensurate

with the performance requirements of the supported application.

The LLC sub layer of the DDL provides a direct interface to the upper layer protocols. Its
main purpose is to shield the upper layer protocols from the characteristics of the underlying

physical network, thereby providing interoperability across different types of networks.

5.1 Objectives of MAC Design

The basic function of a MAC protocol is to arbitrate access to a shared medium in order to
avoid collisions from different nodes. In addition to this basic function, a MAC protocol must
also take into account other factors in its design in order to improve network performance
and provide good network services for different applications. In WSNs, these mainly include
energy efficiency, scalability, adaptability, channel utilization, latency, throughput, and
fairness [34].

5.1.1 Energy Efficiency

Energy efficiency is one of the most important factors that must be considered in MAC
design for sensor networks. It refers to the energy consumed per unit of successful com-
munication. Since sensor nodes are usually battery powered and it is often very difficult or
impossible to change or recharge batteries for sensor nodes, a MAC protocol must be energy
efficient in order to maximize not only the lifetime of individual sensor nodes but also the
lifetime of the entire network.

5.1.2 Scalability

Scalability refers to the ability to accommodate the change in network size. In sensor
networks, the number of sensor nodes deployed may be on the order of tens, hundreds, or

thousands. A MAC protocol must be scalable to such changes in network size.
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5.1.3 Adaptability

Adaptability refers to the ability to accommodate the changes in node density and network
topology. In sensor networks, node density can be very high. A node may fail, join, or move,
which would result in changes in node density and network topology. A MAC protocol must
be adaptive to such changes efficiently.

5.1.4 Channel Utilization

Channel utilization refers to the bandwidth utilization for effective communication. Due
to limited bandwidth, a MAC protocol should make use of the bandwidth as efficiently as

possible.

5.1.5 Latency

Latency refers to the delay from the time a sender has a packet to send until the time the
packet is successfully received by the receiver. In sensor networks, the importance of latency
depends on different applications. While it is true that latency is not a critical factor for some
applications (e.g., data collection for scientific exploration), many applications may have

stringent latency requirements (e.g., real-time monitoring of bush fires).

5.1.6 Throughput

Throughput refers to the amount of data successfully transferred from a sender to a
receiver in a given time, usually measured in bits or bytes per second. It is affected by
many factors, for example, the efficiency of collision avoidance, control overhead, channel
utilization, and latency. Like latency, the importance of throughput depends on different
applications.

5.1.7 Fairness

Fairness refers to the ability of different sensor nodes to equally share a common transmis-
sion channel. In some traditional networks, it is important to achieve fairness for each user in
order to ensure the quality of service for their applications. In sensor networks, however, all
nodes cooperate to accomplish a single common task. What is important is not to achieve
per-node fairness, but to ensure the quality of service for the whole task.

Among all these factors, energy efficiency, scalability, and adaptability are the most
important for the MAC design of sensor networks. In particular, energy consumption is the

primary factor affecting the operational lifetime of individual nodes and the entire network.
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5.2 Energy Efficiency in MAC Design

Energy efficiency is of primary importance in WSNs. In general, energy consumption
occurs in three aspects: sensing, data processing, and data communication, where data
communication is a major source of energy consumption. For this reason, it is desired to
reduce data communication as much as possible in a sensor network. An efficient MAC
protocol can improve energy efficiency in data communication and prolong the lifetime of a
sensor network. To design an energy-efficient MAC protocol, it is important to identify the
major sources of energy waste in sensor networks from the MAC perspective. According
to Ref.[34], energy waste comes from four major sources: collision, overhearing, control
overhead, and idle listening.

5.2.1 Collision

A collision occurs when two sensor nodes transmit their packets at the same time. As
a result, the packets are corrupted and thus have to be discarded. Retransmissions of the

packets increase both energy consumption and delivery latency.

5.2.2 Overhearing

Overhearing occurs when a sensor node receives packets that are destined for other nodes.
Overhearing such packets results in unnecessary waste of energy and such waste can be very

large when traffic load is heavy and node density is high.

5.2.3 Idle Listening

Idle listening occurs when a sensor node is listening to the radio channel to receive
possible data packets while there are actually no data packets sent in the network. In this
case, the node will stay in an idle state for a long time, which results in a large amount of
energy waste. However, in many MAC protocols, for example, IEEE 802.11 ad hoc mode or
CSMA, a node has to listen to the channel to receive possible data packets. There are reports
that idle listening consumes 50 — 100% of the energy required for receiving data traffic.

5.2.4 Control packet overhead

An increase in the number and size of control packets results in overhead and unnecessary
energy waste for WSNs, especially when only a few bytes of real data are transmitted in each
message. Such control signals also decrease the channel capacity. A balanced approach is

required so that the required number of control packets can be kept at minimal.
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5.2.5 Over-emitting

An over-emitting or deafness occurs due to the transmission of the message when the

destination node is not ready to receive it.

5.2.6 Complexity

Computationally expensive algorithms might decrease the time the node spends in the
sleep mode. They might limit the processing time available for the application and other
functionalities of the protocol. An overly simple MAC algorithm can save higher energy than
a complex one, but it may not be able to provide the complex functions such as adaptation to

traffic and topology conditions, clustering, or data aggregation.

6 WSN Energy efficient MAC protocols

The objective of the MAC protocol is to regulate access to the shared wireless medium
such that the performance requirements of the underlying application are satisfied [35].
Therefore, a MAC protocol plays an important role in enabling normal network operation
and achieving good network performance. Based on this, the MAC protocols can be typically
classified into two broad categories: contention-based and contention-free.

6.1 Channel Access Methods

Channel access methods are based on multiplexing, where multiple signals are combined
into one signal over a shared medium. The aim of multiplexing is the enhanced utilization
of a limited bandwidth resource, where sharing is achieved in many ways: space-division,
frequency-division, time-division, polarization division, orbital angular momentum and code-
division multiplexing or some combination of them. The multiplexing methods can be used
to form logical communication media channels, which can be divided for users by means of
specific channel access methods known in the literature as multiple access protocols. These
protocols are channel allocation schemes that provide desirable performance characteristics.
In the OSI reference model, these protocols reside mostly within a special layer called the
Medium Access Control (MAC) layer and the protocols are called MAC protocols. At the
highest level of the classification, a distinction is made between conflict-free and contention
protocols.
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6.1.1 Conflict-free protocols

Ensuring a transmission which will not be interfered with another transmission. The
conflict-free transmission can be achieved by allocating the channel to the users either
statically or dynamically. Static allocation sets up the fixed bandwidth resources for users and
dynamic allocation is based on demand so that a user uses only little, if any, of the channel
resources, leaving the majority of its share to the other, more active users [36]. The static
resource allocation can be done by various reservation schemes, which can be time-based like
Time Division Multiple Access (TDMA), frequency-based like Frequency Division Multiple
Access (FDMA), code-based like Code Division Multiple Access (CDMA) or hybrid-based
like Orthogonal Frequency Division Multiple Access (OFDMA) (see figure 1.7).

1. FDMA is the simplest and oldest form of multiplexing. It divides a specific bandwidth
into multiple frequency bands (channels). For data transmission, each of which is used
by one or more users. Where each user is allocated a dedicated channel, different in
frequency from the channels allocated to other users. The FDMA method is efficient if
the user has a steady flow of information to transmit like voice data, but can be very
inefficient if the data is sporadic and bursty , another hand in FDMA the channels
cannot be very close to one another. A separation in frequency is required, in order
to avoid inter-channel interference, as transmitters that transmit on a channel’s main

frequency band also output some energy on the sidebands of the channel[37].

2. TDMA is a technique that divides a single frequency channel into time slots instead
of frequency bands (FDMA) and configures these timeslots into a frame that repeats
periodically. Each node is allocated a timeslot and is allowed to transmit only in
the allocated timeslot in each frame. The major advantage of TDMA is its energy
efficiency because those nodes that do not transmit can be turned off. However, TDMA
has some limitations as compared with other MAC protocols. For example, TDMA
usually requires nodes to form clusters and it has limited scalability and adaptability to
network changes. It requires strict time synchronization for timeslots [38].

3. CDMA divides the shared channel by using orthogonal pseudo-noise codes, rather
than timeslots in TDMA and frequency bands in FDMA. All nodes can transmit in
the same channel simultaneously, but with different pseudo-noise codes. CDMA can
be understood by considering the example of various conversations using different
languages taking place in the same room. In such as case, people that understand
a certain language listen to that conversation and reject everything else in the other
language [39]. The major advantage of CDMA is that it does not require strict time
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Fig. 1.7 Various Conflict-Free Transmission Schemes

synchronization and avoids the channel allocation problem in FDMA. However, it also
has some disadvantages. For example, it introduces the energy consumption for coding
and decoding. The capacity of a CDMA system in the presence of noise is usually
lower than that of a TDMA system [40].

4. OFDMA divides a channel into multiple narrow orthogonal bands that do not interfere
with one another. These methods are widely used in current cellular radio systems with
other multiplexing techniques as mixed techniques.

In addition, the dynamic allocation of the channel can be done by various reservation schemes
in which the users announce their intent to transmit or a token is passed among the users
permitting only the token holder to transmit [36].

6.1.2 In contention-based MAC

All nodes share a common medium and contend for the medium for transmission. Thus,
a collision may occur during the contention process. To avoid collision, a MAC protocol can
be used to arbitrate access to the shared channel through some probabilistic coordination.
Both ALOHA (Additive Link On-Line Hawaii System) and CSMA (Carrier Sense Multiple
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Fig. 1.8 The hidden terminal and exposed terminal problem

Access) are the most typical examples of contention-based MAC protocols. In pure ALOHA,
a node simply transmits whenever it has a packet to send. In the event of a collision, the
collided packet is discarded. The sender just waits a random period of time and then transmits
the packet again. In slotted ALOHA, time is divided into discrete timeslots. Each node is
allocated a timeslot. A node is not allowed to transmit until the beginning of the next timeslot.
Pure ALOHA is easy to implement. However, its problem is that the channel efficiency
is only 10% . Compared with pure ALOHA, slotted ALOHA can double the channel
efficiency. However, it requires global time synchronization, which complicates the system
implementation[41]. CSMA differs from ALOHA in that it uses carrier sense; that is, it
allows a node to listen to the shared medium before transmission, rather than simply transmit
immediately or at the beginning of the next timeslot. However, CSMA cannot handle the
hidden terminal and Exposed terminal problem [42] (Figurel.8). To address this problem
several different versions of CSMA has developed. The most popular is CSMA/CA he was
developed and adopted in the IEEE 802.11 wireless LAN standard [43], where CA stands for
collision avoidance.

In CSMA/CA, a handshake mechanism is introduced between a sender and a receiver.
Before the sender transmits its data, it must establish a handshake with the receiver. The
sender starts the handshake by sending a request-to-send (RTS) packet to the receiver. The
receiver then acknowledges with a clear-to-send (CTS) packet. The sender starts transmitting
data after it receives the CTS packet from the receiver. Through such a handshake process,
the neighbors of both the sender and the receiver can know the transmission that is going on

and thus back off without transmitting its own data.
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Therefore, if a node receives an RTS or CTS to other nodes, it should back off and does
not send its own packet. In this case, collisions will mainly happen to RTS packets and can
thus be reduced significantly.

To improve the performance of CSMA/CA, a MAC protocol called multiple accesses with
collision avoidance (MACA) was developed for wireless local area networks (LANSs) [44],
which introduces an additional field in both RTS and CTS know how long they should back
off. To further improve the performance of MACA, another protocol called MACAW was
developed in [45], which makes several enhancements to MACA. For example, after each
data packet, an acknowledgment (ACK) packet is used to enable fast link-layer recovery in
the event of unsuccessful transmissions. The IEEE 802.11 distributed coordination function
(DCF) was mainly based on MACAW and adopted all the features of CSMA/CA, MACA,
and MACAW. More details on IEEE 802.11 in [43](Figurel.10).

6.2 WSN Energy efficient MAC protocols

A number of MAC solutions have been proposed aiming at energy efficiency. One

efficient method to reduce energy consumption is to reduce duty cycling and extend the
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sleeping time with a suitable MAC protocol design. These solutions can be divided according
to the nature of the channel access method: contention-free or contention-based, synchronous
or asynchronous and hybrids. Division can be continued according to the multiplexing
method used or as an energy-saving approach (collision avoidance, wake-up, redundancy,

duty cycling and staggering). see Figure 1.11.

6.3 Contention-free protocols

TDMA-based protocols are time-scheduled systems, where communication takes place
in fixed time slots. TDMA-based protocols have a built-in duty cycle that enables collision
avoidance and reduces idle listening time [46]. The disadvantage is that they require co-
ordination and synchronization for TDMA slot allocation, which consumes extra energy,
especially in cases where the network topology changes frequently as in multi-hop ad hoc
networks, the maintenance of slot synchronization causes overhead in the form of control
traffic. With unstable links and frequent change of topology, it will be hard to maintain
synchronization [47]. However, in one-hop or static networks and especially with regular
sampling, TDMA-based solutions show good performance [48]. There is no contention
between senders and the system provides a deterministic delay/reliability guarantee, which
is advantageous in delay-sensitive applications. CDMA and OFDMA are used in cellular
networks. The disadvantage of CDMA- and OFDMA-based solutions is that they will need
more complex hardware, which rices the cost of the hardware.
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6.4 Contention-based protocols

In contention-based methods, the bandwidth or channels are not assigned beforehand to
any user. In the simplest version (ALOHA), users may transmit whenever they have data
to send, i.e. random access (RA). If there are several users transmitting at the same time,
collision will take place, which ruins transmissions. Collisions increase as a function of
the number of transmitting users and will cause retransmission, which affects performance
in delays and energy efficiency [? ]. Several approaches for MAC that utilize collision
avoidance and reduce both contention and idle listening have been proposed to improve
energy efficiency. These approaches can be roughly divided into collision avoidance, duty
cycling, redundancy, wake-up, slotted and staggering methods, which are to be discussed in
the following sections.

6.4.1 Collision avoidance

CSMA-CA (Carrier Sense Multiple Access with Collision Avoidance) protocols listen
to a carrier to see if the medium is free for transmission. If it is not, then some collision
avoidance mechanism takes place. One such mechanism is a back-off mechanism where
users wait for a random back-off time before transmission. The disadvantage of CSMA-CA
is that when the network traffic increases, the contention will increase transmission delays
[43].
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6.4.2 Duty cycling and Slotted (synchronized)

When traffic has some interval patterns, the energy efficiency can be improved by coordi-
nating the listen/sleep schedules according to traffic intervals, like S-MAC (Sensor-MAC)
and T-MAC (Timeout-MAC). In order to make the schedules the system is synchronized by
periodically exchanging SYNC (synchronization) packets. Depending on how the synchro-
nization is set up, the schedules can be divided into centralized or distributed schemes. In the
centralized scheme, the whole network follows the same schedules and thus needs centralized
synchronization. If the network has some node or topology changes, the whole network
needs to be synchronized. Therefore, the scalability of the system is reduced. To improve
scalability and to avoid the synchronization of the whole network, distributed systems with
clusters have been proposed. In distributed systems, synchronization is made locally in
clusters where listen/sleep scheduling and updating can be done in clusters, as in OLS-MAC
(Overlapped Schedules-MAC) [49].

1. S-MAC [50]: Is one of the famous energy-efficient protocols for wireless sensor
networks. It is a contention-based random access protocol with a fixed listen/sleep
cycle and uses a coordinated sleeping mechanism by using a synchronization packet
(SYNC) between neighboring nodes. A time frame in S-MAC is divided into two
parts: listen period and sleep period. During the listening period, SYNC and RTS
(Request To Send)/CTS(Clear To Send) control packets are transmitted based on the
CSMA/CA mechanism for the purpose of synchronization, avoiding collision and an
announcement for the following data packet transmission. Any two nodes exchanging
RTS/CTS packets in the listen period need to keep in an active state and start an actual
data transmission without entering a sleep mode. Otherwise, all other nodes can enter
the sleep mode in order to avoid any wasteful idle listening and overhearing problems
(Figurel.12). In S-MAC, the duration of a listen period is always fixed and therefore
causes unnecessary energy waste. For solving this problem suggests the adaptive
listening scheme in Adaptive S-MAC [51] in which, in each transmitted packet there is
a duration field that indicates how long the remaining transmission will be, so when
a node receives a packet destined for another node, the node records this value in an
variable called the network allocation vector (NAV) and sets a timer for it. Every time
when the NAV timer fires, the node decrements the NAV value until it reaches zero.
When a node has data to send, it first looks at the NAV. If its value is zero, the node
determines that the medium is free and then tries to communicate with its neighbors
without waiting for the next listen/sleep cycle. Although adaptive S-MAC can provide

a solution for the latency problem but produce some disadvantage in the energy-saving
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because even nodes that do not participate in communication should wake up when

their NAV timers expire. this problem is called the "compulsory wake-up problem".

2. Timeout-MAC (T-MAC): Is a successor of S-MAC that has been proposed to enhance
the operation of S-MAC under a variable traffic load. T-MAC replace the fixed active

time with adaptive active time. The adaptation is based on a monitoring of the activation

events (like data reception and transmission) of a node. If no activation event has

appeared after the specified time, the node goes to sleep(Figurel.13). Therefore, all the

traffic must be buffered between activity periods and sent in bursts at the beginning of

the next active period [52]. The advantage of T-MAC is that very low duty cycles can

be obtained, but at the expense of high latency and a collapse under high loads[53].

6.4.3 Duty cycling and slotted (asynchronized)

To reduce and avoid collisions, several different methods have been developed such as
slotted ALOHA. In slotted ALOHA, the time space is divided into sequenced time slots. If a
node wants to send data, it starts transmission at the beginning of the next slot. If transmission

is not successful, the node waits for random delay to make a new attempt. One efficient

method to save energy with low traffic is duty cycling [54], where nodes go to sleep and wake

up in a regular rhythm, which does not depend on the rhythm of other nodes. So, every node
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has its own duty cycles and there is no need for synchronization between nodes, see B-MAC
[55] and X-MAC [56] as examples. B-MAC and X-MAC nodes periodically wake up, i.e.
they use low power listening (LPL) to sample the wireless channel to detect activity, 1.e.
preamble transmission. When the node has data to send, it starts the preamble before actual
data transmission. When waking up nodes detect the preamble, they stay awake to receive
data transmission or otherwise they go back to sleep. One shortcoming of B-MAC is the long
preamble, which consumes transmitter energy and causes overhearing of the nodes that are
awake. X-MAC improves energy efficiency by exchanging a long continuous preamble for a

shorter train of strobe preambles (Figurel.14).

6.4.4 Redundancy

The basic idea is that the system has redundant nodes, which do not need to perform
communication or measuring operations. These nodes can be put to sleep. To decide which
nodes may go to sleep and which nodes need to participate, measurement, traffic and routing
information etc. can be utilized. When routing information is used, then functionality is
implemented in the network layer. One example of redundancy utilization is ASCENT
(Adaptive Self-Configuring Sensor Networks Topologies) [57]. Initially, only some nodes
are actives. If there is a very high packet loss, the sink node starts to request help from
neighboring nodes. When the neighboring nodes receive the help request, they can decide to

change from a passive to an active mode and start to help in packet routing.
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6.4.5 Wake-up

The wake-up approach is utilized in an on-demand communication, where a node, which
requests information, can wake up others on demand. These systems are based on a wake-up
scheme where nodes have two radios: one low-power radio for waking up and one radio for
actual communication. Many studies are concerned with how to make an energy-efficient
wake-up radio [58]. The advantage of this kind of system is that it can be scaled for different
kinds of sampling rates and methods (event, interval and request) and can achieve low power
consumption. However, in terms of cost, the disadvantage is that it needs two radio chips. A

more detailed presentation about wake-up radio technology is given later in Chapter 2.

6.4.6 Staggering

The staggering approaches utilize the knowledge that data routes are structured like a
tree, where children and parent nodes can be defined. When the relation of the nodes to each
other is known, the nodes can be synchronized with each other according to defined, suitable
duty cycles. Examples of staggered protocols are DMAC (data prediction is used MAC) and
Duo-MAC (two-state asynchronous cascading wake-up scheduled MAC):

* DMAC is designed to allow packets to be forwarded continuously through a WSN from
node to sink. This protocol assumes that the data is formed in trees that remain stable
for a reasonable period of time. Because the data is gathered in trees, it is possible
to stagger the wake-up scheme so that packets flow continuously from a sensor to

a sink. The protocol also assumes fixed-length packets. To send multiple packets,
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more data flags are used to inform other nodes that there will be more packets [59].
The disadvantage of this protocol is that it can only be used in fairly stable networks;

otherwise extra control traffic for resetting the routing tree will waste energy.

6.5 Hybrid protocols

The idea of hybrid methods is to combine the best properties of different methods,
contention-based and contention-free (or synchronous and asynchronous), while reducing
their shortcomings [60]. From the WSN point of view, the disadvantage of these protocols is
increased software complexity compared to the basic contention-based or contention-free
protocols. Complexity increases the need for data processing and memory usage. It may also
lead to additional control traffic. Thus, even though hybrid protocols improve functionalities,
they also increase the needs for constrained resources, which may reduce their applicability.
In the following, we present examples of hybrids protocols:

* TRAMA (Traffic Adaptive Medium Access protocol) uses the random access method
for control traffic and scheduled access for data traffic. The main idea is to determine
time slots when the node is needed to communicate and when it can switch to idle
mode. The communication slots are defined on the basis of transmission schedule

information of two-hop neighborhoods [58].

* Z-MAC: To provide adaptive operation based on the contention level, the ZMAC
protocol, takes the advantages of each scheme in hybrid MAC. The communication
structure of the Z-MAC protocol depends on the time division scheme similar to
TDMA, which allocates time slots for each node. However, different from the TDMA
scheme, each time slot of the Z-MAC protocol can be occupied by other nodes when
the slot is not used by the owner node. The main feature of Z - MAC is its adaptability
to the dynamic contention level in the network. Under low contention, it behaves
like CSMA and can achieve high channel utilization and low latency. Under high
contention, it behaves like TDMA and can achieve high channel utilization and reduce
collisions among 2 - hop neighbors at a low cost. Moreover, it is also robust to time
synchronization errors, slot assignment failures, time-varying channel conditions, and
dynamic topology changes. The shortcomings are the initial configuration costs and
increased complexity [61].
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7 Routing Technologies in WSNs

A routing process is needed to select the best path(s) from the source node to the destina-
tion node. Routing may also be designed and optimized to support some specific requirements
of applications and networks. These requirements include energy and bandwidth efficiency,
quality of service, scalability, ad hoc support, throughput, mobility, and reliability. This will
cause wide variation in requirements, which cannot be fulfilled by a single routing protocol.
Based on the above, the routing protocols can be classified in several ways: network structure,
communication model, data delivery, architecture, and performance requirements, see Figure
1.15. In practice, the classification is not strict and the protocol can belong to many classes
[62].

7.1 Based on Performance

Sensing applications may have different requirements, which can be expressed in terms of
some quality of service (QoS) metrics, such as delay, reliability with good energy efficiency,
and fault tolerance.

QoS is an important issue when applications have strict requirements. For example,
time-critical applications have delay bounds to meet. For such applications, the sensed data
must reach the sink within a certain time. Also, the desired property of sensing applications
is fault tolerance which it is meant that a network should remain functional in the event of
sensor failures. Another desired property is reliability which it is meant that the sensed data
should be received by the sink as correctly as possible to ensure accurate decision-making by

the sink. Both fault tolerance and reliability require the deployment of more than necessary
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sensors so that the network can continue to function properly and deliver accurate sensed
data to the sink despite some sensor failures. However, the use of redundant sensors yields
additional energy consumption. Therefore, routing and data dissemination protocols should
be designed in a way to trade-off between energy, fault tolerance, reliability, and delay. Recall
that energy is a constraint that should be met by any routing and data dissemination protocol
in order to guarantee efficient usage of the amount of energy available at each sensor.
Numerous routing protocols for ad hoc networks have been proposed that have specific
aims such as scalability, robustness, real-time operation, and energy efficiency. Example In
[63] A survey of energy-efficient routing in a wireless multimedia sensor network (WMSN)
is produced. In the literature, these protocols are often classified according to the route

establishment: proactive, reactive, and hybrid protocols.

7.2 Based on route establishment

Routes can be formed either before they are needed “proactively” or when they are

needed “reactively”.

7.2.1 Proactive protocols

In proactive protocols, routing information is collected in routing tables and this informa-
tion is utilized as the routing takes place. When the network structure is quite stable, knowing
the possible routes in advance will speed up the routing. When the instability increases, the
need for route updates and control traffic increases, which ultimately render the proactive
approach inefficient. One example of a simple flat, proactive, source-initiated, ad-hoc proto-
col is AODV (Ad hoc On demand Distance Vector routing). In AODYV, the routing tables are
formed at the beginning before actual data delivery. First, all nodes broadcast a "HELLO"
message and identify themselves to neighboring nodes. The neighboring nodes save this
information in their routing table. When the node needs to transmit, it sends a route request
to the neighboring nodes, which forward the message to the destination node. When the
destination node receives the route request, it replies. This reply forms a route between the
source and the destination. When the node next transmits to the same destination, existing
routes can be used [64].

7.2.2 Reactive protocols

The reactive approach avoids the updating problem, but in that case new routes must
be established consecutively and all route information included in the transmitted packets,

which increases the packet size. Storing these routes for a specified time can help in avoiding
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unnecessary route establishment. There is a trade-off between route aging and refreshing.
Obviously, because the new routes are established on demand this will delay communication
compared with the proactive approach. Also, in the case of stable routes, removing the
working route as obsolete will cause needless control traffic. Therefore, the reactive approach
is preferable for an unstable route environment whereas, in a stable environment, the proactive
approach will perform better. One example of a flat, reactive, source-initiated, ad-hoc protocol
is DSR (Dynamic Source Routing). When a node wants to transmit, it first sends a route
request to its neighboring nodes. The neighboring nodes which receive the route request
forward it until it reaches the destination node. The route information is collected during
forwarding. The destination returns a copy of this route information in a route reply message
to the initiator [65]. [66] proposed a protocols to improve DSR energy efficiency, e.g.
approaches similar to AODV, where the energy level of the nodes affects whether they

participate in routing or not.

7.2.3 Hybrid protocols

Hybrid protocols aim to combine the advantages of both approaches and to avoid their
disadvantages. In many cases, they will be more efficient in routing than proactive or
reactive protocols alone, but with the added cost of increased complexity due to increased

functionality and source code.

7.3 Based on communication model

A communication model can be source or destination initiated.

7.3.1 In source-initiated protocols

In source-initiated protocols, route discovery is initiated by the source, and routes are
built upon the information needed. Reactive protocols are typically source-initiated, as the

routes are discovered when the route to the destination is required.

7.3.2 In destination -initiated protocols

In the case of destination-initiated protocols, there is typically a central device (sink),
from which a route graph is built. Which approach suits best depends on the overlaying
application. One example of a routing protocol that uses both the source and destination
methods for setting up routes is TUTWSNR (Tampere University of Technology Wireless

Sensor Network Routing). In the set-up phase, sinks use the destination-initiated method
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to establish the routes to the sink. If some new node joins the network, it can instantly
start source-initiated route discovery and does not need to wait for a sink to refresh the
route information. In the route set-up phase, sinks present the route advertisement message
(RADV), which is flooding the network. The RADV message includes information on sinks,
route cost and sink/interest pairs. The route cost value is calculated from information on
reliability, energy usage, available bandwidth and end-to-end delay. A node that receives
RADV compares the included cost against the old cost. If the cost decreases, the node
redirects its gradient and transmits the RADV with updated costs to its neighbours. If the
route advertisement contains a sink/interest pair that is previously unknown, the node sends
an interest request (IREQ). The IREQ is replied to with an interest advertisement (IADV),
which contains the application-specific description of interests, such as the type of data and
collection interval. Each node in the network broadcasts its RADV periodically or when a

route cost changes significantly in order to maintain routing and interest information [67].

7.4 Based on Architecture
7.4.1 Node-centric

The node-centric approach is used in traditional routing protocols for WSNss, also known
as address-centric protocols, the communication is based on node addresses (Equals the
current IP networks), where all network nodes have defined addresses, when transmission
takes place, the source and destination addresses will be known and routing will take place
between them. In addition, each sensor sends its data to the sink independently of all other

SENSors.

7.4.2 Data (information) centric

An alternative approach is the information-centric networking (ICN) approach, see the
survey by [68]. The actor who needs information requests that information from the network.
When this information is found, it will be supplied to the actor. Every node that forwards
information saves it in its cache memory. If some node needs the same information, it will
search for the nearest node which has that information in its cache. Thus, the information-
centric approach will enhance information distribution in two ways. No source addresses and
routes are needed and the same information will be found in many places around the network.
This speeds up information retrieval and balances traffic distribution. The drawback is that
information requests flood the network. This will become a costly process if many nodes

have to be woken up. Thus, in application cases where the nodes are in sleeping mode most
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of the time, routes are short and not many nodes/applications need the same information, the

traditional node centric approach with known routes will be more energy-efficient.

7.5 Based on Data delivery

Considering data transmission between source sensors and the sink, there are two routing

paradigms:

7.5.1 Single-path routing

In single-path routing, each source sensor sends its data to the sink via the shortest path.

7.5.2 Multipath routing

In multipath routing, to improve routing performance, each source sensor finds the
first k shortest paths to the sink rather than one route can be created. The Performance
can be improved through better throughput, faster routing, QoS support, enhanced load
distribution(among these paths), and reliability. Usually, one route is the preferred route,
based on the selected policy, and the others are backup routes. When there are multiple
routes available, data can also be delivered through multiple parallel routes and in this way,
improve the routing performance. The drawback of multiple routes is that the protocols
become more complex. When using multiple routers, there is a trade-off between protocol
complexity and improved performance. An example of multi-path, event-driven routing
is Bee-Sensor-C. This is based on a dynamic cluster and bio-inspired algorithm, imitating
the foraging behavior of a swarm of bees. The routing process is divided into three phases:
cluster formation, multi-path construction and data transmission. The cluster forms around
the event node and the other nodes decide to join the cluster according to the received "claim"
signal strength. When an event occurs, every node sends a claim to be the cluster head after
a specific delay, which depends on the residual energy of the node. The node which sends
the first claim will be the cluster head. When the remaining energy of the cluster head node
drops to 60% of the average energy of the cluster nodes, the cluster head is reselected. The
route paths explore and report in a similar way as in AODV, except that the route request is
called a forward scout and the route reply is called a backward scout. To limit broadcasting,
the route request has set up a hop limit and to save energy the intermediate nodes can decide
to join or refuse routing, based on their residual energy and the average residual energy of the
path. When routes are established, the selection of the route used is based on probability and
the quality of the route, which is analogous to the "waggle dance" of the honeybee, meaning

that the best performing routes will be selected. To maintain routes, the "swarm" operation is
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used to determine the validity and update routes. After a specific time, the destination node
(sink) will return the last "forager", data packet, to the cluster head "swarm". If no packets
are returned, the "forager" will come back within the specific time, the routes will become
invalid and a new route discovery process will start [69].

7.6 Based on Network structure

In terms of network structure, all routing protocols are classified in three sub-categories:

Flat, Hierarchical, and Location-based routing protocols.

7.6.1 Flat networks

In flat networks, all nodes have the same role, where routing protocols may form and
update routes by broadcasting route information through all the nodes in the network. When
the network size increases, wide broadcasting becomes inefficient. This means that these
protocols do not have good scalability and they are mainly suitable for small networks.
Some examples are: SEER (Simple Energy Efficient Routing), SPIN (Sensor Protocols for
Information via Negotiation), DD (Direct Diffusion).

SEER uses pre-created routing tables for data transmission, which are created during the
initiation process. The source transmits a broadcast message which is flooded through the
network in the initiation. The message includes information of the hop count and energy
level of the neighboring nodes, and this information is saved in the routing table of each
node. When the node wants to send data, it searches for a routing table neighbor which has a
smaller hop count than itself and sends the data to that node. If there are many neighbors
with a smaller hop count, then the node selects the neighbor which has the highest remaining
energy and sends the data to that node. The remaining energy is then decreased before
sending the message [70].

SPIN is an information-centric, source-initiated protocol where communication is based
on negotiation between communication nodes and there is no need for a central controlling
point. When the node has new information, it sends an advertisement message to its neighbors.
If some neighbor wants this information, it replies with a request message and the node that
has the information sends it to this neighbor. This avoids the flooding of data and ensures that
only useful information will be transmitted. Every SPIN node has its own resource manager,
which keeps track of resource consumption. If the energy level is low, the node can cut back
on activities to increase its lifetime [71].

DD is another information-centric approach, where named Information is stored (cached)

in network nodes. When some node wishes to have new information, it sends a request for
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information, "interest", to the network. In the first place where the information matches
the interest, the node replies to the request and the information is "drawn" down towards
the node that originated the interest request. Using the stored information will reduce the
need for retrieving information from the originator, which reduces the length of routes,
especially when many nodes/applications need the same information. Utilization of the
stored information will save the transmission energy thanks to shorter routes and a distributed

communication load due to multiple sources of information [72].

7.6.2 The location-based routing protocols

The main idea of routing protocols in this category is to utilize the advantage of the
locations of the wireless sensor nodes in the routing of the data. The address of each node is
determined, based on its physical location. The location of each node may be determined
by satellite through the Global Positioning System (GPS) technique or other positioning
techniques. The distance to the neighbors can be calculated depending on the signal strength.

The protocol GAF (Geographic Adaptive Fidelity) is concerned primarily with energy
awareness without affecting the routing dependability which divides the sensors of the
network into a fixed virtual grid zone. The nodes which belong to the same grid are
equivalent with respect to routing and decide which will sleep and for how long. Some of
these nodes can then be turned off without losing the routing fidelity thus saving more power;
but since GAF depends on GPS technique to determine the positions of the wireless sensor
nodes, this is not always available, especially for indoor applications. Moreover, this routing
protocol places extra overhead on the memory unit in order to save each node’s neighbor’s
address [73].

7.6.3 The hierarchical routing protocols

Hierarchical routing was originally proposed as a method to route data in wired networks.
However, it is also suitable for routing data in wireless networks with some enhancement
related to network scalability and the efficiency of communication. The main concept of the
hierarchical routing protocols depends on dividing the wireless sensor nodes into more than
one level. Most hierarchical routing protocols consist of two routing layers, the first one is
responsible for selecting the cluster heads, and the second is related to routing decisions. For
example, hierarchical routing protocols, that need to achieve very low power consumption,
can divide the sensor nodes depending on their energy level. The nodes with a high energy
level can be assigned to process and transmit data, while the nodes with a lower energy level

can be assigned only to sense events. The formation of clusters within the network nodes can
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improve the efficiency and the scalability of the sensor nodes. There are many hierarchical
routing protocols like LEACH (Low-Energy Adaptive Clustering Hierarchy) [74], which is
one of the earliest and has several successors [75]]. A more detail about LEACH is given in

next section.

8 Hierarchical Routings Protocols

The collaboration among sensor nodes is very important in WSNs, these sensor nodes
periodically monitor or sense the conditions of the targets, and process the data, All of these
nodes collaborate together for sensed and transmit reliable data to a base station. Where data
collected from multiple sensor nodes can offer valuable inference about the environment.
Additionally, The collaboration among sensor nodes can provide trade-offs between com-
munication cost and computation energy. Moreover, it is likely that the data acquired from
one sensor node are highly correlated with the data from its neighbors; data aggregation can
reduce the redundant information transmitted in the network. Additionally, when the base
station is far away, there are significant advantages to using local data aggregation instead of
direct communication. Thus, node clustering, which aggregates nodes into groups (clusters),
is critical to facilitating the practical deployment and operation of WSNs [15].

Hierarchical routing provides better energy efficiency and scalability due to its architec-
ture. In this type of protocol, the whole network is divided into clusters and some nodes are
chosen as special nodes based on certain criteria. These special nodes called cluster heads
(CHs) collect, aggregate and compress the information received from neighbor’s nodes, and

finally transmit the compressed information to the BS.

8.1 Cluster Head Election Algorithms

Properly selecting the cluster heads can lower the rate for refreshing clusters and therefore
reduce the overhead in the ad hoc environments. Most node clustering algorithms adopt
one of four cluster-head selecting algorithms. According to their specific situations and

applications.

8.1.1 Lowest ID Clustering Algorithm

The lowest ID (LID) clustering algorithm is a 2 - hop clustering algorithm [76]. While
executing this algorithm, a node periodically broadcasts the list of nodes that it can hear
(including itself). A node, which only hears the nodes with IDs higher than itself from the 1 -
hop neighborhood, declares itself as the cluster head. It then broadcasts its ID and cluster ID.
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A node that can hear two or more cluster heads is a gateway node; otherwise, it is an ordinary
node or a cluster head. Simulation results showed that the LID algorithm is more stable in an

environment in which the network topology changes frequently [77].

8.1.2 Highest Connectivity Clustering Algorithm

The highest connectivity (HCN) clustering algorithm elects the node with the highest
connectivity (degree) in a neighborhood as the cluster head [78]. The connectivity of a node
is the number of links to its 1 - hop neighbors. Each node broadcasts the list of nodes that it
can hear (including itself). In the case of a tie, the LID node is chosen as the cluster head.
A node, which has already elected another node as its cluster head, gives up its role as the
cluster head.

8.1.3 Least Cluster Change Algorithm

The least cluster change (LCC) algorithm is proposed to minimize the frequency of cluster
- head change, where cluster stability is a major consideration under certain circumstances
[79]. In the LCC algorithm, the cluster heads may change only under either one of these two
conditions:

* Two cluster heads come within the transmission range of each other.
* A node loses its membership in any other cluster and forms a new cluster.

When it needs to form initial clusters or reselect cluster heads, LCC will use the LID or HCN
clustering algorithm. Since the changes of cluster heads are minimized, the cluster structures
will not change frequently when nodes join or leave the clusters. The LCC clustering
algorithm is robust in an environment in which the network topology changes frequently, and
has low routing overhead and latency. However, the load distribution would be unfair for all
nodes.

8.1.4 Weighted Clustering Algorithm

The weighted clustering algorithm (WCA) is based on a combined weight metric, which
includes one or more parameters, for example, the node degree, distances with respect to a
node’s neighbors, node speed, and the time spent as a cluster head [80]. Each node broadcasts
its weight value to all other nodes. A node is chosen to be a cluster head if its weight is
the highest among its neighbors; otherwise, it joins a neighboring cluster. In the event
of a tie, the LID algorithm is applied. Basically, a node has to wait for all the responses



8 Hierarchical Routings Protocols 41

from its neighbors to make its own decision, and as a result, the latency and the overhead
induced by WCA are very heavy. None of the above heuristics algorithms leads to an optimal
election of cluster heads because each deals with only a subset of the parameters that can
possibly impose constraints on the network. Each of these heuristics is suitable for a specific
application rather than for generic wireless networks.

The CHs provides additional services to other nodes in the cluster, it is responsible for
coordination among the sensor nodes within their clusters and aggregation of their data (intra-
cluster-coordination), and communication with other cluster heads or external observers on
behalf of their clusters (inter-cluster communication). As a cluster head needs to perform
more load, it may consume energy at a much faster rate as compared to other nodes of the
cluster. So cluster rotation is a common method deployed to balance the energy dissipation
within a cluster.

The first hierarchical routing protocol was proposed by Heinzelman et al. [81] known
as LEACH (low energy adaptive clustering hierarchy). A number of hierarchical clustering
protocols have been developed by considering LEACH as the basic protocol and applying
different factors over it.

Popular clustering routing algorithms in WSNs include LEACH, HEED [82], PEGASIS[83],
EECS [84], EEMC [85], TEEN [86], PANEL [87] and T-LEACH[88].

8.2 LEACH (Low Energy Adaptive Clustering Hierarchy) Protocol

LEACH is a pioneer clustering routing protocol for WSN. The main objective of LEACH
is to increase the energy efficiency by rotation-based CH selection using a random number.
The LEACH protocol architecture is shown in Figure 1.16. The operation of LEACH consists
of several rounds where each round is divided into two phases: the set-up phase and the

steady state phase as shown in Figure 1.17.

1. During the setup phase. CH selection, cluster formation and assignment of a TDMA

(Time Division Multiple Access) schedule by the CH for member nodes are performed.

* In CH selection, each node participates in a CH election process by generating
a random priority value between O and 1. If the generated random number of a
sensor node is less than a threshold value T(n) then that node becomes CH. The
value of T(n) is calculated using Equation 3.1.
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Where P denotes the desired percentage of sensor nodes to become CHs among
all sensor nodes, r denotes the current round and G is the set of sensor nodes
that have not participated in CH election in previous 1/P rounds. A node that
becomes the CH in round r cannot participate in the next 1/P rounds. In this way
every node gets equal chance to become the CH and energy dissipation among

the sensor nodes is distributed uniformly.

* Once a node is selected as the CH, it broadcasts an advertisement message to
all other nodes. Depending on the received signal strength of the advertisement
message, sensor nodes decide to join a CH for the current round and send a
join message to this CH. By generating a new advertisement message based on
Equation 1, CHs rotate in each round in order to evenly distribute the energy load
in the sensor nodes.

e After the formation of the cluster, each CH creates a TDMA schedule and
transmits these schedules to their members within the cluster. The TDMA
schedule avoids the collision of data sent by member nodes and permits the
member nodes to go into sleep mode. The set-up phase is completed if every

sensor node knows its TDMA schedule.

2. In the steady state phase, transmission of sensed data from member nodes to the CH
and CH to the BS are performed using the TDMA schedule.

* Member nodes send data to the CH only during their allocated time slot. When
any one member node sends data to the CH during its allocated time slot, another
member node of that cluster remains in the sleep state. This property of LEACH
reduces intra cluster collision and energy dissipation which increases the battery
life of all member nodes.

* Additionally, CHs aggregate data received from their cluster members and send it
directly to the BS. Transmission of data from the CH to the BS is also performed
with the help of the allotted TDMA schedule. The CH senses the states of the
channel for sending its data. If the channel is busy i.e. it is being used by any
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8.3

other CH then it waits; otherwise it uses the channel to transmit the data to the
BS.

Advantages of LEACH

LEACH is a complete distributed routing protocol in nature. Hence, it does not require

global information. The main advantages of LEACH include the following:

1.

8.4

Concept of clustering used by LEACH protocol enforces less communication between

sensor nodes and the BS, which increases the network lifetime.

. CH reduces correlated data locally by applying data aggregation technique which

reduces the significant amount of energy consumption.

. Allocation of TDMA schedule by the CH to member nodes allows the member nodes

to go into sleep mode. This prevents intra cluster collisions and enhances the battery
lifetime of sensor nodes.

. LEACH protocol gives equal chance to every sensor node to become the CH at

least once and to become a member node many times throughout its lifetime. This

randomized rotation of the CH enhances the network lifetime.

Disadvantages of LEACH

However, there exist some disadvantages in LEACH which are as follows:

1.

In each round the CH is chosen randomly and the probability of becoming the CH is
the same for each sensor node. After completion of some rounds, the probability of
sensor nodes with high energy as well as low energy becoming the CH is the same. If
the sensor node with less energy is chosen as the CH, then it dies quickly. Therefore,

robustness of the network is affected and lifetime of the network degrades.

. LEACH does not guarantee the position and number of CHs in each round. Formation

of clusters in basic LEACH is random and leads to unequal distribution of clusters in
the network. Further, in some clusters the position of the CH may be in the middle of
the clusters, and in some clusters the position of the CH may be near the boundaries of
the clusters. As a result, intra cluster communication in such a scenario leads to higher

energy dissipation and decreases the overall performance of the sensor network.
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3. LEACH follows single hop communication between the CH and the BS. When the
sensing area is beyond a certain distance, CHs which are far away from the BS spend
more energy compared to CHs which are near to the BS. This leads to uneven energy
dissipation which ultimately degrades the lifetime of the sensor network.

LEACH protocol follows single hop communication which plays a major role in achiev-
ing better performance. If the network area is not very large, and useful due to minimizing
overhead and minimum delay. Due to direct communication, it is not necessary to communi-
cate/set up a path with other relay nodes or the CH, thus minimizing communication cost
and network delay and increasing network lifetime. But, When the sensing area is beyond a
certain distance, CHs which are far away from the BS spend more energy compared to CHs
which are near to the BS. This leads to uneven energy dissipation which ultimately degrades
the lifetime of the sensor network. So it has been improved using multi-hop communication,
where the CH sends its data via some intermediate nodes to the BS. Intermediate nodes are
either some relay nodes or other CHs which forward received data towards the BS, which
increases energy efficiency.

The successors of LEACH have mainly focused on improving inter and intra-cluster
communication, CH selection, cluster formation, and scalability. These improvements
achieve energy efficiency and scalability in WSN. Figure 1.18 summarizes all axis of these
improvements.

All the clustering protocols related to LEACH have the same common objective: to
reduce energy consumption and extend the network lifetime. However, the major goals for

proposing LEACH variants protocols for WSNs are the following:
» Energy-efficient communication in WSN.
* Improvement in scalability.
* Increasing the security in WSN.
* Minimization of network delay.
* Reduction of complexity.

* Assurance of connectivity under various scenarios.

Equal load distribution over the entire network.

* Improvement of the overall performance in WSN.
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The literature indicate that the design of a proper LEACH-related protocol mainly de-
pends on a user’s requirements and their applications. Although LEACH has been broadly
investigated by researchers in different domains, there still remain a number of issues of
LEACH to be explored in the future [75].

9 Conclusion

This chapter gave an introduction to WSNs and described the different architectures, and
protocol stacks with an emphasis on the fundamental concepts of the MAC layer. The chapter
also discussed the major challenges in MAC and the important role it plays in improving
energy efficiency and network performance of WSNs. Additionally, the chapter presented a
survey of MAC protocols for WSNs and a sample of existing routing and data dissemination
protocols for WSNs. The criteria that were considered were energy and bandwidth efficiency,
quality of service, scalability, ad hoc support, throughput, mobility, and reliability. The focus
was put on hierarchical protocols and a study LEACH as a sample because this thesis is

based on this type, and it can be considered as one of its successors.



Chapter 2

Cross Layer Design in WSNss

1 Introduction

The concept of WSNs has many applications in different areas such as the medical,
environmental, civilian and military domains. But always The routing of information, has
been a challenge for researchers in this field to find new protocols for data transmission by
saving energy and keeping the stability of this type of networks that are characterized by
the limited energy of the sensors and the difficulty of replacing their batteries. To overcome
these problems, many novel architectures and approaches have been proposed that implicitly
and explicitly violate the rules of strictly layered design, cutting across traditional layer
boundaries. And this with sharing of information between the different layers of the protocol
stacks to improve flexibility and increase inter-layer interactions. These many different
solutions and motivations for cross-layer design in WSNs are presented below.

In this chapter, we begin with the definition for cross-layer design, discuss the basic types
of cross-layer design and categorize how cross-layer interactions may be implemented with
examples drawn from the literature. The emphasis is on the use of protocols across layers on
two types of protocols: hierarchical protocols and protocols that you used as a novel solution
based on the use of wake-up radio (WuR). We show the different types and features taken

into consideration in their respective design.

2 Cross Layer architecture

A layered architecture, like the seven-layer open systems interconnect (OSI) model,
divides the overall networking task into layers and defines a hierarchy of services to be
provided by the individual layers. The services at the layers are realized by designing
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protocols for the different layers. The architecture forbids direct communication between
nonadjacent layers; communication between adjacent layers is limited to procedure calls and
responses. In the framework of a reference layered architecture, protocols can be designed
by respecting the rules of the reference architecture. such that a higher-layer protocol makes
only use of the services at the lower layers and is not concerned about the details of how
the service is being provided. Following the architecture also implies that protocols would
not need any interfaces not present in the reference architecture. Alternatively, protocols
can be designed by violating the reference architecture, for example, by allowing direct
communication between protocols at nonadjacent layers or sharing variables between layers.
Such violation of a layered architecture is cross-layer design with respect to the reference

architecture.

2.1 Cross Layer Design

The open systems interconnection (OSI) model organizes a networking framework
between them. Each layer is responsible for a well-defined function to offer services to the
higher layers without revealing the details of how the service was implemented. Although
the conventional layered structure offers the benefits of modularity, standardization, and
expandability, its firm and strict architecture make the layered structure inefficient to deal with
the problems arise due to the random nature of the wireless medium. As a result, the strict
boundary between different layers of network in the new designs is blurring and the so-called
cross-layer design has received popularity in wireless networks due to its high performance,
especially in data routing. In essence, today’s wireless networks and applications demand for
flexible interactions among different layers of network. As in any other case, these flexible
interactions also come at a cost of design complication [89]. Instead of solving the problem
in parts at Different layers, Cross-layer design problems extend to a broader region ranging
across multiple layers. This makes the process of obtaining global solutions more difficult. A
large number of Cross-layer designs have been proposed in the literature [90] [91] Figure 2.1

demonstrates some of these cross- layer design concepts.

A) Backward and forward information flow Cross layer design provides information
flow across layers via specialized interfaces. Information received from other layers
provides useful knowledge of network status and communication characteristics that

may be exploited in better decision making, parameters modification, etc.

B) In design coupling without new interfaces cross-layer method, multiple layers are
developed in a collaborative approach. The design of one is conducted by considering

another layer functionality, therefore dependency is created at the time of designing.
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The referenced layer is called fixed layer and the dependent layer is called designed
layer. Since the designed layer is developed based on fixed layer, an explicit interface
between them is not required.

In the merging of adjacent layers method a single super-layer is created by combining
the service and functionalities of the adjacent layer. In this method joint optimization
can be applied directly to the super-layer. Obviously, this approach does not involve
any additional interfaces. However, this method is uncommon due to the complexity it

introduces to the network.

Vertical calibration across layers. This method refers to parameter adjustment that
span across layers. Basically, the application layer performance is a function of the
parameters at all the stack layers. Hence, it is reasonable that jointly optimizing all
parameters of downstream layers can help to achieve better performance than individual
layer configuration.

For example transmission power and data rate are PHY physique layer parameters,

whereas delay is a performance measure at the data link layer (DLL) and transmission control

protocol (TCP), and packet loss may occur due to bad wireless channel condition (PHY), or

congestion (TCP), or queueing (DLL). Moreover, user-specified protocols demands lie in the

application layer (APP), therefore other layers need to get some details from the application

layer to adapt their parameters accordingly.
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2.2 Cross-Layer Interactions

Alongside the cross-layer design proposals discussed earlier, initial proposals on how
Cross layer interactions can be implemented are also being made in the literature. These can

be put into three categories:
* Direct communication between layers.
* A shared database across the layers.

* Completely new abstractions.

2.2.1 Cross-layer architecture based on direct communication

A straightforward way to allow runtime information sharing between layers is to allow
them to communicate with each other, as depicted schematically in Fig. 2.2(a). Practically
speaking, direct communication between the layers means making the variables at one layer
visible to the other layers at runtime. By contrast, under a strictly layered architecture,
every layer manages its own variables, and its variables are of no concern to other layers.
There are many ways in which the layers can communicate with one another. For instance,
protocol headers may be used to allow flow of information between layers. Alternatively,
extra interlayer information could be treated as internal packets. The work in [92] presents a
comparative study of several such proposals and goes on to present another such proposal,
cross-layer signaling shortcuts (CLASS). CLASS allows any two layers to communicate
directly with one another.

These proposals are good where just a few cross-layer information exchanges are to
be implemented in systems that were originally designed in conformance with layered
architectures. However, in general, when variables and internal states from different layers
are to be shared as prescribed by such proposals, a number of implementation issues relating

to managing shared memory spaces between layers may need to be resolved.

2.2.2 Cross-layer architecture based on indirect communication

The other class of proposals proposes a common database that can be accessed by all
layers, as illustrated in Figure 2.2(b) [93]. In one sense, the common database is like a new
layer, providing the service of storage/retrieval of information to all the layers.

The shared database approach is particularly well suited to vertical calibrations across
layers. An optimization program can interface with the different layers at once through the

shared database. Similarly, new interfaces between the layers can also be realized through
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the shared database. The main challenge here is the design of the interactions between the
different layers and the shared database.

2.2.3 Cross-layer architecture based on new abstractions

The third set of proposals present completely new abstractions, which we depict schemat-
ically in 2.2(c). Consider, for example, the proposal in [94], which presents a new way to
organize the protocols: in heaps, not in stacks as done by layering. Such novel organizations
of protocols are appealing as they allow rich interactions between the building blocks of the
protocols. Hence, potentially they offer great flexibility, both during design as well as at
runtime. However, they change the very way protocols have been organized, and hence may

require completely new system-level implementations.

3 Cross-Layer optimization

The cross-layer optimization takes advantage of information sharing between the different
layers especially the physical layer, link layer, and network layer play an important role
for energy-saving optimization in wireless sensor networks, so a cross-layer optimization
model in which those three-layer are considered as a whole based on a variety previous of
cross-layer protocols is presented as shown in Figure 2.3 [95].
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Fig. 2.3 Cross-layer optimization model

3.1 Physical layer optimization

MAC layer is mainly responsible for the accurate reception of data, the system can
achieve a higher gain in throughput and power saving by using physical layer information
to adjust the MAC layer’s control mechanism. The network layer uses information such
as channel state information (CSI), residual energy, geographical location, etc., and the
transmission power of the physical layer as the basis for its routing. The network layer can
transmit different rates and different priorities of data on different channels, according to
the channel status information using the routing function to select the best path. Energy
consumption in wireless sensor networks mainly involves sending and receiving channel

listener data.

3.2 MAC layer optimization

The characteristic of the physical layer can also be improved by the power adjustment
information and transmission control from the MAC layer. The error control mechanism of
the MAC layer is adjusted according to the state of the current radio channel and the number

of the physical layer to reduce the transmission error, and the collision of the data frame is
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reduced by adjusting the length of the data frame to improve the throughput. The MAC layer
can be used as the state of the radio channel reflected by the intermediary. The MAC layer
estimate the distance between nodes through received signal strength indicator (RSSI) [96]
and the network layer is divided by the distance information, LQI, PRR and other link quality
information can also be used as bases for the network layer routing. When the condition
of channel is poor, the retransmission mechanism of the MAC layer will introduce a long
transmission delay which will cause connection timeout for the transport layer, thus starting

the retransmission mechanism and reducing the transmission power.

3.3 Network layer optimization

The physical layer can calculate the optimal transmit power of neighbor nodes according
to the neighbor table information in the network layer, can calculate the optimal transmit
power for a certain node by routing the next information, and can send data with optimal
transmit power to reduce energy consumption. Two-channel usage modes of MAC can be
reasonably used through the design structure of network layer clustering. The inter-cluster
communication can improve the channel utilization by using competition mode. The intra-
cluster communication can use slot allocation mode to use channels and reduce the channel
SNR and BER. A reasonable routing protocol can also improve the service quality of the

application layer and the efficiency of the transport layer.

4 MAC Cross-Layer protocols

Large number of cross-layer protocols optimizes involving the MAC layer are proposed
in the literature. in this subsection these proposals will be briefly discussed, emphasizing the

considered technologies used for optimization.

4.1 Cross layer in Contention-free protocols

In [97] the authors propose a cross layer solution to the scheduling problem in clustered
wireless sensor networks (WSNs). The objective is to provide network-wide optimized time
division multiple access (TDMA) schedules that can achieve high power efficiency, zero
conflict, and reduced end-to-end delay. To achieve this objective, the author first build a
nonlinear cross-layer optimization model involving the network, medium access control
(MAC), and physical layers where a mathematical framework collects information on the
traffic load, the retransmission and modulation scheme, and the bit error rates to calculate the

optimal transmission powers and the flow rate used for each link. By the analysis of the trend
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of the calculations with the nonlinear optimization model, an algorithm for minimum delay
scheduling has been proposed. The algorithm has been tested on linear, grid, and random
topologies, proving to be energy-efficient.

In [98], the authors propose a cross-layer solution considering hybrid TDMA/CDMA
medium access method. First, inter-cluster interference is avoided by allocating different
super frames (sets of TDMA frames) to interfering clusters, medium access known as spatial
TDMA (STDMA). Thus, when nodes transmit in a cluster, adjacent interfering clusters will
not transmit at the same time. Second, CDMA scheduling is allocated to sets of sensors
inside each cluster according to a power and time control (PTC) in order to reduce power
consumption inside the clusters. Through the combination of those techniques, the network

lifetime is increased, according to their results.

4.2 Cross-layer ALOHA medium access method

This optimization of the medium access method studied by [99], combined with an
infinitely persistent automatic repeat request (ARQ). They have proposed a cross-layer power
control (CLPC) algorithm that is capable of calculating the best received power for each
node (and thus optimal transmission power can be calculated) by incorporates a physical
layer model that uses knowledge of the MAC layer algorithm to accurately model multiple
access interference (MAI). Simulation results have shown energy savings of up to 74% when

compared to noise CLPC.

4.3 Cross Layer Carrier sense multiple access with collision avoidance
(CSMA/CA)

CSMA/CA is the medium access technique used by IEEE 802.15.4. [100] have considered
this technology in their cross-layer activity management scheme. The sensors duty cycles
(sleep and listen/ transmit time) are calculated in order to achieve a determined event sensing
reliability. This is done according to the packet loss probability, calculated with physical
layer measurements, and packet collision probability, packet blocking probability, and service
time probability distribution, measured at the medium access layer. Two scenarios were
considered for duty cycle calculations—centralized and distributed. For the centralized
scenario, the sink node determines the duty cycles and transmits them to the other sensor
nodes. This method achieves the required reliability, but it can deplete the coordinator node
energy faster.

On the distributed case, the coordinator only sends the number of alive nodes to the
sensors, and then each of them can calculate its own duty cycle to keep the reliability above
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the predefined limit. Thus, the coordinator node consumes less energy and the network event

sensing reliability is kept at the same level.

4.4 Cross-layer Duty cycling and slotted (asynchronized)

Express MAC (EX-MAC) designed by [101] considers CSMA/CA as multiple access
method. When multiple sensors sense an event, event data reservation (EDR) is used to
schedule transmissions along the path to the sink with the use of a short length preamble
scheme in order to reduce end-to-end delay. EX-MAC has also proven to be more energy-
efficient than previous multiple access proposals, achieving up to 15 times less energy
consumption than X-MAC.

4.5 Cross-layer Duty cycling and Slotted (synchronized)

In order to overcome the main disadvantage of S-MAC, where all nodes are woken
up when their NAV values expire. MAC-CROSS [102] a cross layer protocol exploits the
interaction between MAC layers and the routing layer to minimize energy consumption in
WSNs. The basic idea is to minimize the number of nodes that are expected to wake up when
their NAV value expires, the routing information in the network layer is used for the MAC
layer so as to maximize the sleep duration of each node. The set of nodes that are not part of
the routing path can remain in their sleep mode until the beginning of the next duty cycle. To
decide which node is on the routing path, MAC-CROSS uses the routing information through
a Cross-Layer approach. A state can change dynamically each time the data is transmitted
and the RTS / CTS control packets are slightly modified from their original formats in the
S-MAC protocol family with an address conversion program such as ARP [103], by adding a
new field (Final Destination Adress) for the RTS packet, by which the receiver routing agent
can look up the address of next hop, and adding a new field (UP Adress) to the CTS packet
to inform it which node is to be awakened among these neighbors.

CL-MAC [104] same as MAC-CROSS protocol exploit the interaction between adjacent
layers (Mac and Network) to minimize all sources of energy wastage, uses a similar routing
table mechanism adopted by the MAC-CROSS, with the difference that MACCROSS protocol
acts on three types of consecutive nodes on the other hand CL-MAC acts on all the nodes
included in a routing path from the source to the destination. At the beginning of duty cycle
the nodes in the CL-Mac protocol exchange the same messages (RTS / CTS), each node
receive the CTS message it interprets it as RTS of previous node and forwards it directly
to the next node in the routing path at the base of the information of the routing layer until

arriving at the destination always in the same duty cycle. CL-Mac forces all other nodes



4 MAC Cross-Layer protocols 57

I Sleep period I I Wake up period | | I Transmit |:| Receive

[ ] ] | | 1
| ot
[l [oata] M| |1 [oaa]

SlTCTS ACKT RnslTCTS TACK
o e o o B

| LCTS | l TS TACK
| O] ﬂl o] [Joaa] []

|
| : l CTS AC KT

] | | [oara][][]

S-MAC MA-CROSS CL-MAC

[ [pATA]

RTﬂTCTs ACKT
[1 [oaTa][]

| CTS

R

39

o €& |0 €| €& |>
1 R I N R O R

Fig. 2.4 Main features of S-MAC, MAC-CROSS and CL-MAC

that are not selected in the routing path to enter sleep mode, which eliminates all sources of
energy wastage (Figure2.4).

4.6 Cross-Layer Staggering protocol

[105] Propose an enhanced cross-layer protocol for energy efficiency (ECLP) by integrat-
ing medium access control and routing protocol. ECLP utilizes a synchronous medium access
control scheme by using the adaptive duty cycling technique to improve energy efficiency
and solve long end-to-end delay problem. The network is presented as a tree-based graph
G(V, E), where V is the number of sensor nodes and E is the number of links in the network.

in the setup phase, ECLP uses SYNC and SYNCreply packets,for synchronization
and configuration of the routing tree, where the SYNC packet is used to determine the
optimal path based on a r_cost function (which is a ratio between the residual node cost
and the transmission cost) between two neighboring nodes from Sink to the leaf node. The
SYNCreply packet is used to validate the configuration of this path and to determine the total
number of hops from a node to the sink on each branch of the network tree (Figure2.5).

Once the routing tree has been built, the node that has data to the end node is just sending
it to its parent node, and the data is finally delivered to the end node through the constructed
route tree. If the residual energy of a node is below the threshold of its state of danger,
it simply ignores the request received and changes its state to danger. Then it sends an
SYNCreply packet to Sink telling it that it become a leaf node. Afterward, a recovery
algorithm is lanced for creating a new path and retrieving the lost path. The tree-based
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energy-aware routing algorithm proposed by ECLP can minimize overhead cost and lengthen
the network lifetime (Figure2.6).

4.7 Cross Layer Roactive protocols

In [106], the authors propose SNR/RP cross-layer routing algorithm design to achieve
a reliable data transmission and improve end-to-end performance in WSNs, based in DSR
(Dynamic Source Routing). SNR/RP present mechanism that allows the network layer
to adjust its routing protocol dynamically based on SNR and Received Power along the
end-to-end routing path for each transmission link.

In DSR source node generates a route request packet when it has a new route to a
destination. The route request is flooded through the network until it reaches some nodes
with a route to that destination. When the route request packet arrives at the destination or an
intermediate node with a route to the destination, a route reply packet will be generated. This
reply packet is then sent back to the source node following the reverse route contained in the
route request packet, when current route breaks, destination seeks a new route.

SNR/RP protocol change route selection mechanism. where is define a signal to noise
Ratio and received power parameters as new metrics in which those values are added to the

route reply packet. Given those features, source node can select the best and more stable
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Fig. 2.6 The service cycle in ECLP

route out of various available routes based on Signal to Noise Ratio (SNR) or Received
Power (RP).

4.8 EFS-C (efficient flooding scheme with Cross-Layer)

In some circumstances flooding must be used to propagate information or disseminate
requests through a wireless sensors network, but due to the high nodes density and stringent
constraints on the energy consumption, designing energy efficient flooding scheme with
high reachability is critical for the operation and the lifetime of sensor networks. EFS-C
[107] a cross-layers approach (between the network layer, MAC layer, and physical layer)
is proposed to achieve efficient flooding. EFS-C uses the strength of the received signal
to estimate the distance between the transmitter and the receiver, with the use of the free
propagation model in space as a reference model [108] and basing at the idea of the most
advanced forwarder (MPF) [109], in which the farthest node of the sender retransmits the
packet and a novel MAC layer access-deferring scheme based on the received signal power
and use of the neighborhood information of the previous senders. Each node can decide
how long to defer or if it should retransmit by considering if its retransmission can help the
reachability and reduce the collision possibility and broadcast redundancy. Although EFS-C
can record redundant broadcasts, it provides good performance in terms of accessibility, and

energy efficiency compared to other flood systems.
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4.9 Cross Layer Data (information)-centric

To address the energy-efficiency issue in Information Centric Networking (ICN), [110]
proposes a novel ICN design, which adapts the power consumption of network nodes to the
optimized utilization level proportionally. Learning over the consumers’ interactive data
traffic pattern/behavior, it introduces a new concept of cross-layer power adaption conducted
through dynamically adjusting link rate corresponding to content popularity to reduce the
wasteful power consumption of Content Routers (CRs). Also, It develops a controlling policy
for each content provider to map its status to the most suitable operating mode to diminish
power consumption. Moreover, it proposes a smart Selective Caching Scheme (SCS) so that
the caching portion in a CR’s cache memory is adjusted according to content popularity and
available caching space. This scheme can further decrease the power from caching since it is
diminished when the traffic load is reduced via the proposed CRs’ adaptive mechanism. The
evaluation results with practical insights in several distinct scenarios show that the proposal
can provide considerably higher energy efficiency and network performance at the same

time.

4.10 Cross Layer with Qos

The goal of QoS provisioning in layered and cross-layer protocols is to provide the
desired QoS level to applications and users while maintaining the overall WSN parameters
unchanged. The main difference between traditional layered and cross-layered approaches
is that traditional approaches investigate the optimization of protocols in individual layers,
leading to the achievement of the required QoS provisioning in a specific layer, while cross-
layer approaches provide QoS by jointly optimizing the interactions among all layer protocols
to achieve an individual objective. In other words, cross-layer approaches for the QoS models
in WSNs group resource parameters and performance metrics associated with protocol layers,
1.e., the application, transport, network, MAC, and physical (PHY) layers, then maps them to
data classes.

The primary advantage of cross-layer approaches is in the optimization of overall per-
formance of the WSNs and providing overall QoS provisioning. The main disadvantage of
using cross-layer approaches is the lack of flexibility due to the coupling between layers. If
changes in one layer need to be made, all the other layers with which the former has cross-
layer interactions also need to be adapted. However, in condition monitoring applications,
timeliness and reliability constraints have significant importance thus the necessity of using
cross-layer approaches to achieve these goals is reasonable. Most of the published work

on QoS provisioning in WSNs focuses on achieving the desired QoS in individual layers.
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However, recent work on QoS provisioning in WSNs consider cross-layer interaction to
achieve the desired QoS provisioning [111].

In [112], a route protocol called Qos-AOMDV is proposed which considers two criteria.
Both the balance of the route and power conservation is considered. Qos-AOMDYV is based on
cross-layer design, which could cooperate in sharing network-status information in different
layers while maintaining the layers’ separation to optimize overall network performance.
Both the information in network layer and data link layer are combined to make a general
criterion, so that it could satisfy the dynamics ofad hoc network. In the path selection phase,
the destination nodes do not reply route request (RREQ) immediately. Route reply (RREP)
is carried out based on the general cost criterion. In transmission phase, data is transmitted in
multiple paths one by one to balance the energy and the traffic loads in multiple paths. It is
shown by simulation that QoS-AOMDYV could achieve remarkable improvements in terms of
end to end delay, throughput and lifetime as compared to AOMDV.

Recent advances in microelectronics have encouraged the implementation of a wireless
sensor network (WSN) in Intelligent Monitoring Systems (IMSs). The event data traffic in
IMS applications requires timely and reliable delivery in order to react immediately with
the appropriate actions. To cope up with the multi-constrained routing problem introduced
by event data traffic in IMS, a multi-objective ant-colony-optimization based QoS-aware
cross-layer routing (MACO-QCR) [113] protocol has been proposed for inter-cluster com-
munication in WSN-based IMS (The interaction between routing and medium access control
(MAC) layers that enables relay node selection by considering node’s queue status as the
cross-layer parameter). The ACO algorithm is improved to be a multi-objective routing
algorithm with considering the energy consumption cost and the end-to-end delay cost of a
routing path as two optimization objectives. MACO-QCR determines the optimal routing
path for event data transmission with the multi-pheromone information and the multi heuristic
information. An external archive method based on fuzzy membership function in MACO-
QCR assigns fitness values to non-dominated solutions to obtain Pareto optimal solutions.
The consideration of queue length as cross-layer parameter in MACO-QCR balances the

traffic load in the network by avoiding paths with high traffic load.

S Cross-Layer Optimization In Hierchical Protocols

In the majority of hierarchical routing protocols based on a cross-layer architecture,
The physical layer, link layer, and network layer play an important role for energy-saving
optimization in Wsn, so a cross-layer optimization model in which those three-layer are
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considered as a whole based on a variety of cross-layer protocols is presented as shown Here,

the specific optimization mechanism of the model is as follows:

* The network layer can design the gradient of the monitoring range through the topo-
logical information provided by the physical layer, calculate the distance between each

gradient, and divide the nodes into ranks in the monitoring range.

* The network layer selects the nodes with higher residual energy and good distribution
position as the cluster head nodes according to the residual energy information and the

node density information provided by the physical layer.

* The network layer makes the nodes reasonably clustered according to the signal

intensity between the nodes provided by the link layer.

* The link layer can reasonably use the link layer protocol according to the node clus-
tering structure information of the network layer. The inter-cluster communication of
the nodes uses the link layer protocol based on competition to improve the channel
efficiency. The intra-cluster communication of the nodes uses the link layer protocol
based on scheduling to reduce competition within the cluster.

* In routing selection, the network layer uses the residual energy information provided
by the physical layer and the link quality information provided by the link layer to

make the routing choice and select the best path.

* During routing, if the member node is used as the relay node when the link layer is
allocated the time slot by the cluster head node, it needs to allocate more time slots to

the member node to reduce the delay of the routing.

* The routing information can only be forwarded when the sensor node obtains the time

slot or acquired the right to use the channel through competition.

* Before forwarding data, the network layer will inform the physical layer of the next
hop node’s ID through routing, the physical layer calculates the optimal transmission
power through the power-control technology and transmits the data using the minimum

transmission power on the basis of ensuring the connectivity of the entire network.

* The link layer uses the error-control technology, which refers to the channel state and

link quality to ensure the correctness of transmission.
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5.1 CCBE

A clustering cross-layer algorithm, in order to minimize energy consumption in WSNs,
CCBE][114] distributes sensor nodes into different groups of hexagonal shapes with equal
sides that will help select optimal CHs. Each CH allocates time slots based on the residual
energy of CMs with the TDMA method, where the CM having the least energy will get the
first transmission slots at the CH, with the same TDMA method the Sink will allocate time
slots to the CHs. The sleep states of each CH vary according to the location of the CHs.
CHs at the end (far from sink) have more sleep time compared to CHs near Sink. The data
aggregated by the CH will be transmitted to the Sink or the neighboring CH node to the
Sink according to the hexagonal structure. The CH uses the maximum distance between two
adjacent nodes in a hexagonal structure in order to send the neighbors’ information to all
possible CH candidates in the Sink direction. In addition, the CHs create a route to the Sink
and choose a final CH to bring the information to the Sink. The results of the simulations
show that the CCBE protocol gives a good energy efficiency and increases the life of network.

5.2  FAMACROW

Fuzzy and Ant Colony Optimization Based Combined MAC, Routing, and Unequal Clus-
tering Cross-Layer Protocol for Wireless Sensor Networks [115]. FAMACROW encompasses
the following:

1. A novel cluster head selection algorithm that uses fuzzy logic with residual energy,
number of neighboring nodes and quality of communication link as input variables for

cluster head selection.

2. An unequal clustering mechanism that avoids hot spots problem by partitioning nodes
into clusters of unequal size, with clusters closer to MS having smaller sizes than those
farther away from MS.

3. An ACO-based reliable and energy-efficient mechanism for inter-cluster routing from
cluster heads to MS. The relay node for inter-cluster routing is selected on the basis
of (1) distance from current cluster head and that from MS (which represents energy
required for communication) (ii) residual energy (for energy distribution across the
network) (iii) queue length (for congestion control) (iv) delivery likelihood (which
represents the reliability of communication link).

In FAMACOW Use of LQI for cluster head selection and delivery likelihood for inter-
cluster routing increases the reliability of protocol. A comparative analysis of FAMACROW



64 Cross Layer Design in WSNs

with protocols in the same family shows that FAMACROW is more energy-efficient, network

lifetime, and more throughputs.

5.3 LEACH-CLO

[116] Proposed a ring CLO model along with a novel routing framework termed Leach-
CLO. This presented work was formulated on the basis of the traditional Leach approach,
with cross-layer optimization, combining the design of physical layer, link layer and network
layer to construct the cross-layer optimization model of wireless sensor network, and the op-
timization model of each layer is given. In LEACH-CLO, The ring isomorphism monitoring
area is constructed, and the optimal cluster nodes forwarding mechanism is put forward by
using the optimized hierarchical strategy, and the research results show that the multiple-hop
cluster communication mechanism can save energy more than the single-hop communication
under certain conditions. and LEACH-CLO routing algorithm is based on how much of
the remaining energy is used to control the priority of the node campaign cluster head, to
avoid a large number of cluster heads too concentrated, according to the size of the detection
range, the number of nodes and the size of the node communication radius to calculate the
number of optimal cluster heads, so that the selection of cluster head and the establishment
of cluster is more reasonable. The simulation was carried out that proved the superiority of

the presented model in terms of energy saving and adaptability.

6 Ultra Low Power Wake-Up Radios

As we mentioned earlier chapter, "Duty-Cycling" approach includes sleep mode periods,
which increases network latency. In fact, when using a lower duty cycle i.e. increasing
sleep periods, the energy consumption will be reduced at the cost of an increased latency
[117]. On the other hand, increasing duty cycle i.e. decreasing sleep periods leads to idle
listening and overhearing problems [118] [119]. Additionally, in distributed scenarios, duty
cycling MAC protocols need synchronization to schedule the periodic wake-ups of nodes in
the network. This synchronization causes control message overhead, which can affect the
energy efficiency In the case of asynchronous duty cycling MAC protocols, to ensure the
good reception of a packet, the latter must be transmitted continuously or several times until
the crossing of the listening period of the receiver. This process induces energy consumption
increasing [120].

In order to ensure low latency and long operating time in WSNs and to overcome the

energy/latency trade-off of duty cycling approach, [121] propose an Ultra-Low Power Wake
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Table 2.1 Acronyms for Wake-Up Radio Technology

WuR | wake-up radio

WuRx | wake-up receiver

WuTx | wake-up transmitter

WuS | wake up signal, the message sent by the WuTx

up Radio (WuR) that allow continuous sensing of the radio channel. The principle of WuR
consists on activating the main radio only when there is data to communicate.

The introduction of wake-up radios aims to provide a novel hardware solution with listen-
ing power consumption orders of magnitude lower than that of low-power radios, promising
results towards eliminating the aforementioned problems of idle listening, overhearing,
continuous transmissions, and data latency.

In a WuR architecture, as shown in Figure2.7 [8], an ultralow power, secondary radio
module with a receiver consuming a few micro watts of power is alongside the primary, low
power radio. Since its power consumption is several orders of magnitude lower than that of a
traditional low-power radio, the WuR can be kept always-on, leading to a use in contrast to
the duty cycling operation descried earlier for the main radio.

The figure 2.8 illustrated comparison of the data transmission using the normal duty
cycle and the use of a node with a second radio for wake-up (Wur). In this setting, the main
radio is kept in a deep sleep, or off mode, until it is needed. Instead, when a node has a
data packet to send, it sends a special packet known as a wake-up signal (WuS) using its
wake-up transmitter (WuTx). The always-on wake-up receiver (WuRx) detects this WuS,
and generates an interrupt to the main node’s micro-controller to switch it from sleep to an
active mode. Subsequently, the main micro-controller turns on the main radio transceiver to
exchange data packets with the other node in a conventional manner.

Table I summarize the key terminology of the wake-up technology.
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Fig. 2.8 Comparison of protocol-based duty-cycling and wake-up duty-cycling

6.1 Requirements Technologies of WuR

The technology and design considerations for the WuR play a key role in determining
the efficiency of low-power sensor networks. For the WuR to operate effectively, it should
consider the following design points:

1. Power consumption: The most important feature of the WuR is its low power con-
sumption in active mode. Specifically WuR’s active power should be below that of the

main radio’s sleep power to provide a positive balance between power saved and used.

2. Time to wake-up: The node attached to the WuR must wake-up with minimum latency
upon reception of WuS to avoid latency incurred from multi-hops toward the sink and

to increase the overall responsiveness of a purely asynchronous network.

3. False wake-ups and interference: If all nodes in a sensor network rely on the same
wake-up strategy, when the WuTx tries to wake-up a node, it will trigger all the
nodes in the neighborhood causing significant energy waste. This causes unnecessary
activation of many nodes that should be avoided. There are two possible sources of
false wake-ups:

* Nodes waking up when receiving a WuS intended for another node.
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* Interference from nearby devices operating at the same frequency.

To tackle the first, the WuR can employ a node addressing and decoding capability
to trigger only the intended node. This allows the WuRx to avoid generating an
interrupt if the WuS was not intended for it, however it introduces complexity and often
consumption at the WuRx. Second, interference and background noise that can result
in erroneous wake-ups must be filtered. A WuRx must have enough local processing
capability to differentiate a WuS from ambient interference, without using the main
node’s processor. In addition, the WuS must not be missed by the targeted node, as

retransmissions are costly in terms of power consumption and latency.

4. Sensitivity and range: In WuR design, receiver sensitivity is an important parameter as
it provides the lowest power level at which the receiver can detect a WuS. WuR designs
target tens of meters of communication range to support many application scenarios
[122]. Very short communication ranges make WuR impractical as high node densities
would be required to cover a short distance in a multi-hop fashion increasing node and
energy costs. Another side effect of a short communication range is the increase in the
hop count messages must traverse to reach the sink, increasing the overall data latency.
The wake-up range that can be achieved with most current WuR designs is typically
around 30m a value that can be improved by using techniques such as antenna diversity
[123] and directional antennas [124].

5. Cost and size: To integrate the WuR into existing sensor nodes, it should be cost
effective. To make the WuR feasible [125], the cost of this additional hardware should
be in the range of 5-10% of the cost of the complete sensor node. This is, nevertheless,
a loos requirement, as some applications can support higher costs if gains are sufficient.
Further, standard off-the-shelf components can be used to speed the development and
to reduce the overall cost as compared to designing a single chip solution.

6. Frequency regulation: Finally, WuR designs should adhere to frequency regulations in
industrial, scientific and medical (ISM) bands. It must also comply with communication
standards such as the maximum allowed effective radiated power (ERP) used to
transmit WuS.

6.2 Usage and operation of WuR

For using the wake-up radio (how and when it is powered). There are three power
management techniques that can be applied: always-ON, duty cycling the WuR, or energy

harvesting.
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1. Always-On WuR: Typically, due to the low consumption of the WuRx technology,

it can be constantly powered, waiting for a trigger signal. In a transmitter-initiated
scenario, this minimizes the latency, as the receiver is immediately aware of the

transmitter’s need to initiate communication.

. Duty Cycled WuR: To further reduce power consumption, the wake-up radio itself can

be duty cycled (Figure2.9), meaning the WuRx is periodically put into listen mode
to monitor the channel for a wake-up signal. To compensate for the sleeping times
of the receiver, the WuTx must send the wake-up signals more than once, until a
wake-up acknowledgment (Wu-ACK) is received from the target WuRx. When the
WuRXx listening period coincides with the wake-up signal transmission, the receiving
node switches on its main transmitter and the main data transmission is initiated. If
no Wu-ACK is received, the initiator node can re-transmit the wake-up signal. To
avoid overhearing by the non-targeted nodes, the wake-up signal carries the destination

address.

. Energy Harvesting WuR: In energy harvesting WuR system (EH-WuR), the WuRx

is only woken up when “sufficient” energy is harvested from the wake-up signal.
Figure2.10 illustrates the transmitter-initiated scenario where the energy from the WuS
is utilized for powering up the trigger circuitry. In this scenario when there is no
communication going on, the WuRx is completely switched OFF.

6.3 Wireless spectrum in WuR

There is two cases use of the wireless spectrum:
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Fig. 2.10 Energy Harvesting WuR System

1. In-Band of data transceiver: Few published MAC protocols address only in-band
(single channel) communication i.e, both the trigger and the data are exchanged over

the same channel or frequency.

2. Out-of-Band of data transceiver: Multiple channels, can reduce interference and
increase bandwidth, but at the expense of additional coordination between senders
and receivers both in time, and also across the space of the channels. In most of the
WuR-MAC protocols, the bandwidth is divided into two channels: one used for control
and the other for wakeup signals. Another is the data channel with higher bandwidth
allocated for the main radio. For channel reservation, normally RTS/CTS handshake
mechanism is performed over the control channel. The RTS/CTS frame includes a
preamble, sender/receiver address, channel information for the main transceiver, and

packet length.

Use of out-of-band approach has following advantages. Firstly, using different chan-
nels appropriately can lead to higher throughput. Secondly, communication on different
channels or frequency does not interfere with each other allowing multiple transmissions

simultaneously, leading to fewer collisions.

6.4 Information exchanged over the WuR

Two type of data can be exchanged over the WuR radio:

1. Trigger-only: The most typical use of the WuR is to trigger a higher power radio used
for communicating data. This minimizes WuR hardware complexity. The trigger can
be broadcast, waking up all neighboring nodes, or unicast, with the trigger containing

the address of the intended recipient.
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2. WuR as main data radio: As an alternate, the low-power WuR can be responsible for
all communication i.e., for sending the wake-up signal and the data packet. However,

there is no main high-power transceiver.

6.5 Taxonomy of Wake-up Radio based MAC protocols

We can classify the Wake-up protocol under the conflict-based asynchronous MAC access
method (CSMA) that uses WuR as a secondary radio. Instead of MAC protocols using a
single radio, ho they suffer from long periods of idle listening and standby times, which
increases power consumption and leads to high latency. This is exactly what asynchronous
MAC protocols avoid with WuR, as the main radio is activated only when a connection is
needed [126]. WuR based MAC protocols can be divided into protocols that address only the

MAC layer and protocols that rely on interactions between different layers (cross layer).

* Only MAC: The access decision is done in the MAC layer independently from other
layers [127].

* Cross layer: "Cross layer based MAC approach" exploits the interaction between layers
to optimize MAC layer performances (energy efficiency, latency, throughput, QoS,
etc.). For example, it exploits “routing information” at the network layer, “multimedia
and security information” at the application layer [128], "modulation and coding infor-
mation" at the physical layer [129] to achieve the best Cross layer optimization[130].

Based on the type of their wake-up circuits, these protocols were classified broadly into two
categories namely: duty cycled and non-duty cycled.

* Duty cycled: In this category, instead "duty-cycling" the main radio (as in traditional
duty cycling MAC protocols), the sensor node use a "duty-cycled" WuR, which is

activated periodically to sense the radio channel and send WuS [109].

* Non-duty cycled: In this case, WuR’s circuit can be always-on to continuously control
the channel and send a WuS to power on the main radio when needed. The WuR can

also be a low-power active circuit or totally passive, which harvest the energy from the
WusS.

By identifying the communication initiator, the previous classes were subdivided into

three classes: Transmitter Initiated, Receiver Initiated and Bidirectional.

* Transmitter Initiated: In this approach, when there is data to send, the transmitter first

sends a WusS to activate the desired node and then sends data.
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* Receiver Initiated: In this mode, the receiver starts the communication by sending a

WusS to another node in order to get back data from this node.

* Bidirectional: In this category, either the transmitter or the receiver can commence the

communication.

By Addressing scheme used to trigger intended nodes. In this case, two classes were

found: range-based and identity-based protocols.

* Range-based: In this scheme, the WuS is received by all the neighboring nodes of the
sender. Then, each node decodes the received WusS to check whether it is addressed to
it; if so, the destination wakes up. In some cases, after waking up all the neighboring
nodes, a filter packet will be sent to indicate the intended node and to permit other
nodes to return back to sleep.

* Identity-based: In Identity-based wake-up, only the desired next hop node is wakening

up. In other words, each node processes only the WuC intended to itself.

6.6 Cross layer Wake-Up Radio based routing protocols
6.6.1 EECP (Energy Efficient Cross-layer Protocol)

wake up based cross-layer routing protocol [131], allow the interaction between the
physical, the MAC and the network layers for energy conservation in wireless sensor networks.
where addresses many sources of wasted energy: the energy cost of the routing path, the
collisions, the idle listening and the overhearing. In Initial phase, EECP broadcasts the RSSI
to calculate the distances with her neighbors in neighbors table, in Routing phase EECP
selects paths dynamically by wake the best neighbor node taking into account his energy and
his distance to the sink, who provides a load balancing for all the network nodes that could
participate in the routing (figure 2.11)

6.6.2 STEM-B

(Sparse Topology and Energy Management-Beacon)[132], In this protocol each node
is equipped with two radios with two different frequencies f1 for wakeup and f2 for data
transmission. In routing phase A stream of beacon messages are sent by the sender on band
flto wake up the desired node. Upon receiving this beacon by the desired node, its main
radio is turned on and an ACK packet is sent in band {2 in respond to the sender. The MAC
address of both the target and transmitter node is included in the beacon packet. Once the

data transmission is ended, the target node turns off its radio in band f2 and the initiator
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Fig. 2.11 EECP duty-cycling

node still listen the channel periodically to verify if any another node wants to communicate
with it. The non-target nodes, that decide to wake up due to beacons collision, returns to the

control state if they don’t receive data in band f1 after a predefined time.

6.6.3 GREENROUTES

[133] Is a routing protocol that combines WuR with Energy Harvesting solutions. In this
protocol, each node executes channel access and next hop relay selection simultaneously for
data communication. The cross layer forwarding used by protocol provides with a practically
costless way of updating neighboring nodes based on hop count and residual energy. To
ensure data transferring, the node diffuses a "wake- up sequence" to activate all its neighbors
within one hop. Then, it sends an RTS packet to all the wakeful neighbors and waits to
acquire CTS from them. The first node that returns a CTS is picked as the next forwarder.
Aiming to reduce the relay selection process delay, and to further improve protocol efficiency,
the node i stores the ID of its last successful relay j for a predefined amount of time. All
packets that node i needs to transmit within this time will be transmitted directly to j, without
any new relay selection phase. In this case, node i will wake up node j directly, i.e., by using
its ID as wake-up sequence. The packet is rejected if no ACK is received or if no relay is
found.

6.6.4 WHARP

(Wake-up and Harvesting-based energy-Predictive forwarding)[133] is a cross-layer
strategy similar to the GREENROUTES protocol, and it performs the same process to
forward data packet where the selection of neighboring nodes is based on their distance (in

“wake-up radio” hops) from the sink, and on their available energy. However, in WHARP
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Fig. 2.12 WHARP duty-cycling [105]

protocol, when receiving a WuB, the receiver makes decision about whether to activate or no
its main radio based on “ Markov Decision Process” . Then, after receiving an RTS packet,
the receiver node transmits a CTS to the source. It then calculates a delay used as indicator
to determine the performance of the receiver. The data packet is then transmitted to the first
node that sends CTS. At the end of data transmission, an ACK is sent to the source. After
successfully receiving this ACK, both the sender and the receiver return back into sleep mode.
The forwarding principle of the WHARP protocol is shown in Figure2.12.

6.6.5 Zippy

[134]uses an asynchronous rendezvous scheme to perform on demand flooding. In this
approach, an initiator node sends a preamble to wake up a node B. Upon detecting this
preamble by its always-on ultra-low power WuRx, the node B is activated and it will transmit
a wake up preamble to its neighbor node (Figure 2.13). This process will continue until all
nodes in the network are awaked. To ensure neighborhood synchronization, the initiator
will propagate a bit of synchronization after completing preamble transmissions. For data
propagation, Zippy protocol uses a “ bit-level” scheme where each bit is relayed through a
multi hop network. Using ZIPPY reduces the entire network flooding time while maintaining
end-to-end latency of only a few microseconds. ZIPPY does not address the false wake-ups

making it susceptible to erroneous network-wide wake-up.
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7 Conclusion

In this chapter, we addressed protocols based on cross-layer design: a unified scheme
that merges common protocol layers functionalities into a cross-layer module through the
exchange of information between different layers of protocol stack such as transport, routing,
medium access and physical (wireless channel). We showed that it is helpful in improving the
efficiency by providing more resistance to data losses which often occur in wireless networks.
As a result, the approach increases the network lifetime of WSNs and minimizes the traffic
load by exchanging information between non-adjacent layers to satisfy the demands of WSNs
applications.

We also discussed the protocols and design features used for the WuR, based on the
equipment of the node with a second low-power WuR to wake the node whenever there is
data to be received. This is done in order to achieve highly reliable communication with
minimal energy consumption, adaptive communication decisions, local congestion avoidance
and distributed duty cycle operation.



Chapter 3

Contribution : Clustering Multi-Hop
Cross-Layer Protocol (CMH-CLP)

In hierarchical or equivalently cluster-based routing, the operation of routing data from
the Cluster Heads (CHs) to the Sink remains the major source of wasted node energy. As a
remedy, MAC protocols using a wake-up radio (WuR) have been used to address this issue.
Based on the idea of letting the CHs and other nodes in the network on a sleep mode for the
longest possible period, in this section we proposes a new protocol the so-called Clustering
Multi-Hop Cross-Layer Protocol (CMH-CLP) [12]. The various simulation results of the
proposed protocol on the basis of some standard network performance metrics show that
the proposed protocol improves the WSN performance as compared with some well-known

protocols.

1 Overall description of CMH-CLP

In this Section, we give an overall description of the the proposed protocol. In the
architecture, we use two radios and we adopt the cross-layer approach to minimize the nodes’

energy consumption, based on some assumptions.

1.1 Assumptions

In our protocol, the following assumptions are considered:
* CMH-CLP is designed for hierarchical network architectures with a single Sink.

* Each node has a unique identifier; here the sequence number or the MAC address.
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* Each node is equipped with two radios (as in Figure2.7, in Chapter2); one radio for
a wake-up with a small transmission radius r and low energy consumption, and a
second radio for data transmission with a large transmission radius R. Radios have two

different transmission frequencies in order to avoid messages collision [11].

¢ The nodes are distributed around the Sink, located in the center. Each node i has at
least one neighboring node j in its waking radius. This means that the distance between

the two nodes is less than r.

* Each node has a processing unit with low energy consumption that works with the

WuR without relying on the main processing unit and the main transmission radio
[135].

1.2 Initialization

Initialization phase represents the network configuration step. The objective is to classify
all the nodes of the network into clusters. The network configuration steps are described
below.

Step 1: The Sink broadcasts a high signal strength message into the network capable of
reaching all nodes in the network. Using a two-ray ground radio propagation model,
each node i receiving this message calculates its own distance (dist_BS(i)) from the
Sink [136].

Step 2 CHs Selection: Nodes make autonomous decisions to become CHs. This is done
using the Mamdani-based Fuzzy Inference (FIS) system model [137].

1. The inputs are the following:

Residual energy: The energy consumption in the node is mainly due to: data
acquisition (sensing, analog to digital conversion, preprocessing, storing);
transmitting (processing for address determination, encoding, framing, queu-
ing, supply for the baseband and RF circuitry); receiving (low noise amplifier,
down converter oscillator, filtering, detection, decoding, error detection, ad-
dress check); switching from sleep (significant parts of the transceiver are
switched off) to idle mode and vice-versa. RES_ENERGY is energy remain-
ing in the node. For a node to take part in any network activity it should have
more RES_ENERGY. The node with the maximum energy is elected as CH;
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Neighborhood density: (represented by NB_PROX): NB_PROX (i) of a node i

is defined as

1 N
NB_PROX (i) = — dist (i, j 3.1
_PROX(i) N(j_; (i, ) (3.1)
Where:
* N is the total number of neighboring nodes of node i (can be reached by
his R radio).

* dist(i, j) is distance between node i and its neighboring node ;.

To become a cluster head, a node should have more neighboring nodes to
reduce its intra-cluster communication cost and accordingly should have a
lesser value of NBR_PROXIMITY . Each node calculates NBR_PROXIMITY
using equation 3.1.

The link quality indicator (LQ/): Link Quality Indicator (represented by LQI):
characterizes quality transmission of a packet through a link. More specifi-
cally, measurement studies in [138] show that signal-to-noise ratio (SNR) of
a link is roughly linear to its LQI. The minimum and maximum LQ/ values
(0 and 255) are associated with lowest and highest quality signal reception
and values in between are distributed between these two limits.

LQI is the average of LQI of links between a node and neighbors in its
neighborhood. Deterioration in the quality of reception of the packets is
marked by a decrease in LQI. Hence, for a node to become a cluster head it
should have a high NBR_LQI.

Note: In our simulation, we used values between O and 1 for the LQI
parameter. To get these values we divide the different values in the range
[0,200] by 200 which represents the highest value in real LQI. As a result, 0
represents the lowest value and 1 the highest value of the new LQI values..

2. The Output variable for FIS: It represents the proficiency for becoming a cluster
head (represented by PROFIC): A large value of PROFIC indicates a large
possibility of a node becoming a cluster head. Linguistic variables representing
RES_ENR, NB_PROX, and LQI of the node are: Low, Medium, and High. For
PROFIC of the node they are: Very Small, Small, Rather Small, Medium, Rather
Large, Large, and Very Large.

3. Defining membership functions: Triangle membership functions are used to
represent fuzzy input sets Medium, and trapezoid to represent Low and High.

Similarly, triangle membership functions are used to represent output sets Small,
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Table 3.1 Fuzzy rule base for cluster head selection

N° | RES_ENR | NB_PROX LQI PROFIC
1 LOW LOW LOW SMALL
2 LOW LOW MEDIUM | RATHER SMALL
3 LOW LOW HIGH MEDIUM
4 LOW MEDIUM LOW SMALL
5 LOW MEDIUM | MEDIUM | RATHER SMALL
6 LOW MEDIUM HIGH MEDIUM
7 LOW HIGH LOW VERY SMALL
8 LOW HIGH MEDIUM SMALL
9 LOW HIGH HIGH RATHER SMALL
10 | MEDIUM LOW LOW RATHER LARGE
11 | MEDIUM LOW MEDIUM | RATHER LARGE
12 | MEDIUM LOW HIGH SMALL
13 | MEDIUM | MEDIUM LOW SMALL
14 | MEDIUM | MEDIUM | MEDIUM | RATHER LARGE
15 | MEDIUM | MEDIUM HIGH SMALL
16 | MEDIUM HIGH LOW RATHER SMALL
17 | MEDIUM HIGH MEDIUM MEDIUM
18 | MEDIUM HIGH HIGH RATHER LARGE
19 HIGH LOW LOW RATHER LARGE
20 HIGH LOW MEDIUM SMALL
21 HIGH LOW HIGH VERY LARGE
22 HIGH MEDIUM LOW SMALL
23 HIGH MEDIUM | MEDIUM | RATHER LARGE
24 HIGH MEDIUM HIGH SMALL
25 HIGH HIGH LOW MEDIUM
26 HIGH HIGH MEDIUM | RATHER LARGE
27 HIGH HIGH HIGH SMALL

Rather Small, Medium, Rather Large, Large, and Trapezoid Membership func-
tions to represent Very Small and Very Large. Application of fuzzy operators and
fuzzy rule evaluation: With three input variables and three levels for each, there

are 3°=27 possible combinations for rule base.

Table 3.1 shows fuzzy rule base for cluster head selection.

The Fuzzy Logic Designer of MATLAB allows the design and test fuzzy inference

systems for modeling complex system behaviors. Using this app, we can:

* Design Mamdani and Sugeno fuzzy inference systems.
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Add or remove input and output variables.

Specify input and output membership functions

Define fuzzy if-then rules.

Select fuzzy inference functions for different operations (And, Or, Implication,

Aggregation and Defuzzification).
* Adjust input values and view associated fuzzy inference diagrams.
* View output surface maps for fuzzy inference systems.
» Export fuzzy inference systems to the MATLAB workspace.
The FIS output is the node’s competence to become a CH; calculated for each node.

This latter uses a non-persistent MAC CSMA (Carrier-Sense Multiple Access) protocol

to advertise its competence to neighboring nodes within its transmission range.

The node with the greatest competence becomes a CH.

Step 3 Clustering: To reduce the intra-cluster traffic between CHs, no cluster is formed for
nodes that are close to the Sink (nodes where dist_BS(i) < R). In other words, these
nodes react like CHs and pass the data directly to the Sink.

The rest of the CHs advertise their role by broadcasting a message within a transmission
range using the non-persistent MAC CSMA protocol [139]. Each node receiving the
announcement message, adds its CH identifier, and calculates its distance from the CH
based on the Received Signal Strength Indicator (RSSI) [96].

Step 4 Search for neighbors within the wake-up radius r: Let us adopt the following no-
tations.

Wu_adver: wake-up advert message;

id_CH: cluster head ID;

id_node_wkup: 1D of the wake-up node;

nbr_hops: number of hops;

Each node in a cluster searches for neighbors within the wake-up radius r, according to
the following steps:

1. First, the CH sends a Wu_adver message containing (Id_CH ,Id_node_wkup,Nbr_hops =

0) to all the neighbors within the wake-up radius .
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. Second, each node that receives Wu_adver, increments the number of hops

(nbr_hops) and sends Wu_adver to neighbors within the radius r.

. If a node receives several times Wu_adver with different nbr_hops, it takes the

Wu_adver with the smallest value of nbr_hops.

. Each node outside the cluster receiving the Wu_adver, adds the sending node as

a direct neighbor with the number of hops and the identifier of its CH. However,
it does not have the right to broadcast this message to its direct neighbors in its

own cluster.

. This process is repeated for all nodes of the cluster.

. At the end of the detecting step of direct neighbors, each node completes its

neighbors’ table that serves as relays with the following information:
(id_node,id_CH ,nbr_hops,comp_intra,comp_inter);

where, comp_intra and comp_inter define the intra-group and inter-group com-
petencies, respectively, as defined below.

These two parameters are calculated for each node and for each simulation round
so as to choose the best node of all direct neighbors as a wake-up relay for
intra-group routing (from node to its CH) or for inter-group routing (from CH to
the Sink).

B Intra-group competence is given by the following formula:

(enrg_res)
((nbr_hops xdistcy))

(3.2)

comp_intra =

Where:
— dist_CH is the node distance from CH;
— enrg_res is the residual energy.

The node with the greatest energy and smallest distance from CH and the
fewest number of hops is chosen to wake up for intra-cluster routing. In the
case where the number of hops is equal, the chosen node is the one with the
greatest residual energy and with the smallest distance from CH.

B The inter-group competence is given by the following formula:

(enrg_res xnbr_hops)

((dist_SB* dist_CH_SB)) (3.3)

comp_intra =

Where:
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— dis_BS is the distance between the node and the Sink;
— dis_CH _SB is the distance between the CH and the Sink.

This choice favors to wake up the nodes far from CH towards the nodes
belonging to outer clusters with CH closest to the Sink, to achieve inter
cluster routing.

B For nodes near to the Sink, the competence is given by:

€NnrLres 1

+(1—2)

enrginit dis_SB

comp_CHyeyrsp = 7% With 0<z<1 (3.4)

To ensure the rationality of the awakening of the selected node, the weighted
average is used, which combines the ratio of the energy of the node to the
initial energy and the distance to the sink.

7. The nodes which have no direct neighbors within their waking radius are consid-
ered isolated nodes despite being within the transmission radius of a CH. Thus,

they are considered as CHs.

Step S Stabilization of the network: Once the network is stabilized, all the nodes finally
know their CH, their direct neighbors (for waking-up) in the cluster and their compe-
tences (Figure3.1).

In order to decrease the network energy consumption, all the nodes including the CHs

are initially putt on the sleep mode.

2 Cross-layer approach for routing data to the Sink

The cross-layer approach for routing data to Sink begins after the detection of an event
by the node. This operation is divided into two stages:

* intra-cluster routing which is used to send the data captured by the CMs to their
corresponding CH;

* Inter-cluster routing which is used to send the data aggregated by the CH to the Sink.

2.1 Intra-cluster routing

Figure 3.3 shows how the cluster members send the monitored data to the CH.
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Fig. 3.1 General view of the network
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Fig. 3.2 Wake-up message format

1. Whenever an event occurs, the node wakes up and sends a wake-up message (WuM) to
the direct neighbor with the greatest value of comp_intra, calculated using Equation
3.3. Figure 3.2 shows the modified wake-up message format. This message contains

(id_eme_org,id_node_wkup,nbr_hops), where:

* id_eme_org is the identifier of the original sender node (event detector);

* id_node_wkup as above, is the identifier of the wake-up node. In one case, it
is the event detector identifier and in the other case, it is the identifier of the

wake-up node (used as a relay).

2. On receipt of this wake-up message by the direct neighbor node, this latter is partially
woken up, i.e., without powering the main radio; this being guaranteed by the cross-
layer approach between the Application, the MAC and the Physical layers. This
latter node wakes up the node with the highest value of compt_intra, calculated using
equation3.2 and made available in its neighbors’ table.



2 Cross-layer approach for routing data to the Sink 83

, Event capturé .
@ Active node
O Half-active node (only active Wur radio)

: Sleep node

\ 4 |@ ActivecH

\ R A = wake-up message (beep)

N % Intra-cluster data routing

Fig. 3.3 Intra-Cluster Routing

3. If the requested node exists, then it is woken up by the same wake-up message, by
changing the id_node_wkup in its identifier, and it sends an acknowledgement of the
wake-up message (ACK_Wu) to the sending node.

4. Otherwise, after a certain time T, the neighbor node is considered faulty and the
nbr_hops and is assigned the value 255. Wake-up message’s sender node moves to the
next neighbor in the neighbors’ table. This partial wake-up process is repeated until
reaching the CH.

5. After receiving the WuM, the CH wakes up completely and sends a CTS (Clear to
Send) message to the original sending node, identified in WuM. After receiving CTS,
the node sends the data directly to the CH which sends an acknowledge (ACK) message
to the original sending node of the message.

To save the energy and to avoid the CH state transition between active and sleep mode
each time it receives a WuM from a CM, the CH remains awake for a time T to send
the CTS to these CMs upon the reception of each WuM. This time T is proportional

to the size of the cluster, i.e. the number of CMs. After removing the redundant data,
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the CH node aggregates the resulting data and sends it to the Sink with an inter-cluster

routing process.

2.2 Inter-Cluster Routing

Since the distance between the CHs and the Sink is usually large, a high energy consump-

tion is needed if the data is sent directly to the Sink. For avoiding this energy consumption,

we base on the multi-hop routing between the CHs and the Sink considering the two following

steps:

Step1: the nodes are far from the Sink (dist_BS(i)>R) :

After collecting the data from the CMs, the CH sends a WuM in the same format
as the message used in intra-cluster routing but with no hops (Nbr_hops=0). This

is done in order to distinguish between the intra- and inter-cluster WuM.

After the reception of the WuM by the direct neighbor node with the greatest
value of Comp_inter, (calculated using Equation 3.3), this node is partially woken
up, without powering the main radio. Since Nbr_Hops=0, this is therefore an

inter-cluster routing. This node repeats the same process with all direct neighbors.

If the receiving node is outside the current cluster (known by checking the
sender’s CH identifier in its direct neighbor table), it wakes up completely and

sends a CTS message to the current cluster’s CH to receive its data (Figure 3.4).

After its complete awakening, the relevant node of the neighboring cluster trans-
mits the message received by the CH of this neighboring cluster, to its CH by
an intra-cluster routing as seen previously (3.3). This is done by waking up the
direct neighbor with the greatest value of Comp_intra and with the replacement
of nbr_hops of the WuM message (which is equal to 0) by the new nbr_hops.
Additionally, the identifier of the sender id_eme_org is also replaced by the new
identifier.

After receiving the data message by CH - here used as inter-cluster routing relay -
and based on the size of this message (the merged data message is larger than the
message sent by a node to its CH after the capture of an event), the CH knows
that it is an inter-cluster routing. So, it nullifies the number of hops and wakes up
the direct neighbor node with the larger Comp_inter value (the same procedure
as for the inter-cluster routing). The identifier of the original CH which ensured

the data aggregation is stored in the data message to be sent to the Sink.
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Fig. 3.4 Inter-Cluster Routing (CH far from the Sink)

Step2: the nodes are close to the Sink (Dist_BS(i) < R) : All these nodes perform the role
of CH, i.e., they transmit the data directly to the Sink. When a node A, for instance
(A), receives the data, it compares its inter-cluster competence (given by Equation
(3.4)) with direct neighbors (Bi). If their competences values are better, it wakes a

node B with the best competence. Otherwise, it transmits the data directly to the Sink.

The neighbor node that will receive the data does the same to route the data to the Sink
(Figure 3.5).

The flowchart of Figure 3.6 shows all the communication process of the CH.

When the CH receives a Wakeup message, it switches to the Active mode (turns on the
main radio) and sends a CTS message to the original sender. After receiving the data, it can
distinguish between the data monitored from CM (intra-cluster routing) and the data sent
from other clusters (inter-cluster routing), depending on the size of the packet (the packet

sent from external clusters is larger). There are two main scenarios:

1. If the CH receives the data monitored from CM, it waits for a period T to ensure
receiving data from a large number of its members in order to remove redundancy, and
sends the collected data to the best cluster neighbor to reach the Sink (inter-cluster
routing) described in Section 6.4. If the CH does not find a suitable node from the
neighboring cluster, it tries to send the collected data directly to the Sink based on its

energy. Otherwise, the transmission process fails, and the CH turns to the sleep mode.
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2. If the data are sent from external clusters, the CH searches for the best neighbor node

using the comp_inter parameter in the neighbor’s table. When finding the node, it
sends the Wakeup and waits for an ACK.

* If the ACK is received, the CH waits for CTS from the relay node of the best
neighboring cluster towards Sink and then sends the data to the relay node and

turns to the sleep mode: the intermediate node sends the data to the CH of its
cluster via an intra-cluster routing.

* If the ACK is not received, the CH chooses the next node in the neighbor’s table.
If any neighbor node is found or the CH does not receive a CTS, it tries to send

the data directly to the Sink based on its energy. Otherwise, the transmission
process fails and the CH turns to the sleep mode.

The flowchart of Figure 3.7 shows all the communication process of the CM node. The
node wakes up in two scenarios:

1. Monitoring an event: it completes awakening (the main radio is on) and tries to send
the data to the cluster CH (intra-cluster routing) by searching the best neighbor node
(i.e., the greatest comp_intra) in the neighbors’ table. The CM waits a CTS from the

CH (the Wakeup message is sent hop by hop towards the CH). If the CM doesn’t find
any neighbor node in the neighbors’ table, it is considered an isolated node and it turns
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Table 3.2 The different cases of awakening a node

Partial awakening of the node Complete awakening of the node

Reception of a WuM by a CM from a node of the

same cluster regardless of the number of hops. Capture an event by the node.

Reception of a WuM by a CM from a node

Reception of a WuM by a CM from its CH with of another cluster with no hops.

no hops. Reception of a WuM by a CH regardless

of the transmitter.

to the sleep mode. When receiving the CTS from the CH, the CM sends the data and

turns to the sleep mode.

2. Receiving Wakeup from the neighbor node: we have two cases:

(a) If the number of hops in the Wakeup message is 0 and the original sender is the
CH of an external cluster (inter-cluster routing), then:
* It wakes up completely: it is considered a relay node between two clusters;
¢ It sends the CTS to the external CH and receives the data;
* It further sends the data to the CH of its cluster using intra cluster routing

(Scenario 1);

(b) If the number of hops in the Wakeup message is different from O or the original

sender is a node of the cluster, then:
* It partially wakes up;
¢ Jt sends an ACK to the sender;

* Itresends the Wakeup to its best neighbor node (This partial wake-up process
is repeated until reaching its CH using intra-cluster routing or a relay node

between two clusters using inter-cluster routing).

3 Simulation and results

We consider a data collection WSN where "N’ homogeneous sensors are randomly
deployed in an area of 1000m x 1000m. We used the MATLAB™™ environment to simulate

the proposed protocol. For scalability purposes, and in order to allow a more precise
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Table 3.3 The simulation parameters

Parameters Values
BS coordinates x_BS=500m, y_BS= 500m
Total number of nodes 200,500 and 1000
Data packet length 512 bits
CH data packet length 2560 bits
Control packet length 120 bits
Wake-up packet length 48 bits
Initial energy of a sensor node 0517
Data packet aggregation energy SnJ/bit
Energy dispersed per bit(Eelec) 50 nJ/bit
Transmitter amplifier if d>=d0 0.0013 pJ/bit/m2
Transmitter amplifier if d<d0 10 pJ/bit/m2
Power consumption switch on main radio | 42.3mW.
dO break point distance 87 m
Radius of main radio 80 m
Radius of WuR 30 m

comparison of the proposed protocol, we increased the number of sensor nodes from 200, to
500 and 1000. We provide the simulation results with detailed analysis as compared with
two state-of-the-art protocols from the same family, namely [115] and [116].

The evaluation of the results is based on parameters such as the sum of the residual energy
of all the nodes, the average energy of the CHs in the network, the energy of the CHs close
to the Sink, the number of nodes completely exhausting their energy at each round and the
number of successfully delivered packets to measure the latency.

We based on the so-called Dynamic Hyper Round Policy (DHRP) as a distributed energy-
efficient scheme to cluster a WSN, which schedules clustering-task for extending network
lifetime and for reducing energy consumption. Using the DHRP in our simulation, the
clustering operation is performed at the begin of each hyper round instead of each round, to
reduce the overload of re-clustering. The energy threshold of the CHs for re-clustering is
defined by the formula 3.5 [140].

enrg_th_CH < RF x Ecy; 3.5)

where: Ecyy; is the average energy of cluster members (CMi) and 0 < RF <1.

The parameters used in our simulation are summarized in Table 3.1
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3.1 Energy Efficiency

Energy efficiency can equivalently be described by the sum of the energies of all nodes.
We can see from Figure 3.8 that our CMH-CLP protocol has the best energy efficiency
compared to its competitors. In fact, CMH-CLP outperforms the other two protocols by a
maximum factor of two, despite the increase in the number of nodes (up to 1000 nodes).
Additionally, CMH-CLP maintains network stability and connectivity throughout the 2000
rounds. This is due to the enhancement of the wake-up system, where each node wakes up
only when there is data to be received. In addition, the CHs perform more tasks than the
CMs as shown in Figure 3.9 representing the average energy of the CHs at each round.

Thus, we notice that the hot spot problem is greatly reduced in our protocol. The hot
spot problem occurs since the nodes closer to the Sink quickly consume their energy ; which
is a major drawback in hierarchical routing. On the basis of the enhanced wake-up system
used, we also notice that the nodes which are close to the Sink still keep their energies for
approximately up to 200% as compared to the other two protocols (Figure3.10).

3.2 Dead nodes over rounds

The number of dead nodes at each round is shown in Figure 3.11.

* The node death is reduced by 78% compared with LEACH_CLO and by 50% compared
with FAMACOW for 200 nodes simulation.

* This node death is reduced by 90% compared with LEACH_CLO by 60% compared
with FAMACOW for 500 and 1000 nodes simulation.

Once again, this is so, because all the nodes spend most of their time in sleep mode.

3.3 Network Lifetime

To make an fair comparison between protocols in terms of network lifetime, base our

experiments on standard metrics such as:
* First Node Dead (FND), describing the round when the first node dies;

* Half Node Alive (HNA), describing the round when half of nodes are still alive (or,
equivalently, dead);

* Last Node Dead (LND) specifying when the last node dies.
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Fig. 3.12 Network lifetime metrics of the 3 protocols for 200, 500 and 1000 nodes

Figure 3.13 shows that our protocol provides a network lifetime better than the competitor
for 200 nodes case. When increasing the number of nodes (500 and 1000 nodes), CMH-CLP
achieves even better results in terms of network lifetime.

Table 3.4 summarizes the chosen metrics and their values for all the three protocols. It is
required that all metrics have maximum values for better network lifetime performance. It is
clear that CMH-CLP gives better results, as shown in Figure 3.12.

Table 3.4 Lifetime network metrics

Metric | #Nodes | CMH-CLP | FAMACOW | LEACH_CLO
200 350 150 150
FND 500 350 100 100
1000 350 100 100
200 1500 1200 400
HNA 500 1200 400 200
1000 1100 500 200
200 2400 1600 800
LND 500 2400 1000 400
1000 2400 100 350
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3.4 Data transmitted to the Sink

Figure 3.14 shows the total number of data packets transmitted to the Sink over time. We

clearly see that the CMH-CLP protocol ensures an efficient packet transmission.

* For 200 nodes, CMH-CLP protocol successfully delivers at least 100% more packets
than FAMACOW and 400% more than LEACH-CLO.

* For 500 nodes, CMH-CLP protocol successfully delivers 200% more than FAMACOW
and 600% more packets than LEACH-CLO.

* For 1000 nodes, the successful packet delivery of CMH-CLP is even better than the
two previous cases. Indeed, CMH-CLP delivers 400% more than FAMACOW and
900% more than LEACH-CLO.

The obtained results are due to the stability and the connectivity that the CMH-CLP protocol
provides. In addition, the formulas used for choosing which nodes to wake-up in the routing
process always ensure that at least one valid routing path exists. This minimizes packet loss
and increases the number of packets successfully received by the Sink.

4 Conclusion

In this chapter, a new hierarchical routing protocol based on the cross-layer architecture
has been designed to enhance existing systems in many ways. The performance evaluation
of our WuR-based protocol has been compared to two state-of-the-art protocols under three
real-world network deployments, with increasing degree of complexity and using network
standard metrics, such as first node death, half node death, and last node death.

The proposed protocol presents many benefits and provides an essential contribution to
WuR-based protocols. Using the advantage of the wake-up radio, the proposed protocol
has shown clear advantages over similar protocols in terms of increasing network lifetime,
reducing energy consumption; in particular, by improving the solution of the hot spot problem,
as well as the number of successfully delivered packets.

Moreover, the energy efficiency of CMH-CLP improves the other two protocols by
200-300%, despite the increase in the number of nodes (up to 1000 nodes). Additionally,
CMH-CLP maintains network stability and connectivity throughout experiments. The node
death rate of our protocol is 50 to 78% less than that of its competitors. As for successful
packet delivery, our protocol allows 200-900% more successful packets than its competitors.
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Conclusion and future work

This thesis focused on cross-layer routing protocols analysis in WSNs. An introduction
to WSNs was provided, and a number of relevant works on radio frequency communica-
tion energy efficiency improvement were reviewed, concentrating on hierarchical protocols,
taking LEACH as a model. An explanation was given for the cross-layer design, with a
presentation of some types of protocols highlighting their advantages and drawbacks. Special
attention was made on the protocols with wake-up radio and the contribution of the latter in
the performance of the WSNs.

In particular, this thesis presented a contribution to the area of energy-efficient routing
protocols based on cross-layer design WSN. The so-called called Clustering Multi-Hop
Cross-Layer Protocol (CMH-CLP) was proposed as a new routing protocol. Our contribution
took advantage of the wake-up radio of the sensor and the cross-layers design to improve
the hierarchical routing protocols in WSNs as it would enable CHs and other nodes in the
network to remain in sleep mode for as long time as possible. Two levels of routing were

considered:

* Intra-cluster routing: after sensing an event by a particular node, the protocol relies on
wake-up radio to wake the CH using wake-up message and wake neighboring nodes
as relays; the latter partially wakes up to transmit the wake-up message to their best
neighbor towards the CH. This procedure contributes to saving cluster energy using
time slots instead of classic hierarchical protocols that forces nodes to wake up even if

there is no information to send.

* Inter-cluster routing : the CH uses a multi-hop wake up to wake the relay node of the
neighboring cluster towards the Sink. This node sends information to the CH in the
same way as intra-routing, allowing the CM and CHs return to sleep as soon as data is

sent.
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We concluded that CMH-CLP presents many benefits and provides an essential contri-
bution to WuR-based protocols. Using the advantage of the wake-up radio, the proposed
protocol has shown clear advantages over similar protocols in terms of increasing network
lifetime, reducing energy consumption; in particular, by improving the solution of the hot

spot problem, as well as the number of successfully delivered packets.

Besides the described contributions, we believe that this thesis opened new vistas for
future works that can possibly enhance and extend the actual proposal, and provides more

energy-efficient solutions for WSNs. The following lines of research would be useful:

* Another study of the effectiveness of this protocol can be carried out in terms of delay
time.

* The density of wakeup neighbors can also be used as parameter to select the CH.
* This contribution can be implemented on mobile sensors and drone networks.

» Use of type-2 fuzzy methods and study trade-offs between complexity and potential

improvements.
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