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Abstract

Abstract:

The main objective of this thesis is to design a novel robust controller based on Artificial
intelligence to improve the stability and robustness of system against matching
disturbation and uncertainties. SC-PSO a Synergetic Control (SC) based on Particle
Swarm Optimization (PSO) algorithm is being presented to ensure the robustness of
industrial systems. The PSO technique has been exploited to adjust the SC parameters.

This novel controller has been used for the first time to control the following two
systems: one an Unmanned Aerial Vehicle (UAV) Quadrotor for trajectory tracking
which has a Six-Degree-Of-Freedom (6-DOF) and need six controllers for full control,
the second is the Single-Phase Shunt Active Power Filter (SP-SAPF) to improv the
power quality (THD<5% respect the IEEE519 Standard).

Although this proposed SC-PSO approach has not been previously applied for the
quadrotor and the SP-SAPF, but it showed good robust characteristics similar to Sliding
Mode Control (SMC) theory and without introducing steady state chattering effect which
can cause wear and tear in actuating system, giving a significant advantage over
conventional controller [Proportional Integrative Derivative (PID), Hysteresis
Controller (HC or HY), SMC(]

This thesis apparatus consists essentially of two parts: In section one, using
MATLAB/Simulink® environment; a comparative study based on three control
techniques: PID, SMC and SC-PSO, is proposed to illustrate the behaviors of the
controllers against work hard conditions. The obtained results demonstrate the high
performances of the quadrotor based on the SC-PSO controller in transient and steady
states, a Hardware-In-the-Loop (HIL)Real-Time testing method was used to prove
results of the proposed technique SC-PSO. The teste has been proved by two PC
(MATLAB/Simulink® environment) and two dSPACE 1104 card for several operating
conditions. In the second section, a comparative study based on HC, SMC and SC
controllers to demonstrate the outstanding performance of SC-PSO for single-phase
active power filter (current control). The effectiveness of the suggested SC-PSO approach
has been proved by simulation and finally real time experimental tests executed
successfully using PC (MATLAB/Simulink® environment), dSPACE 1104 card and
electrical elements for several operating conditions.
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0.1 Briefreview:

The pace of development and adoption of new technologies in the industry has
accelerated in recent decades. At 2020, the market size for industrial automation and
control system worldwide was estimated at 146.79 billion USD. It is expected to expand
from 2021-2028 at a Compound Annual Growth Rate (CAGR) of 8.90% [1], thus this
increase will affect the global distributed energy generation market size, this market was
valued in 2019 at 242.6 billion USD and is expected to expand at a CAGR of 11.50% from
2020-2027 [2].

The COVID-191 crisis has changed the way companies operate in all sectors and
regions. So that the number of jobs has been reduced to the maximum in order to achieve
physical distancing, to avoid transmission of the virus, which prompted the world to use
many Automatics machines (robot, drone, unmanned vehicles ... etc.) [3].

In the same context, automation (control system) is an essential part of the
industrial field, because industrial systems need a robust controller to operate smoothly
and make production processes easier as well as saving time and money for factory
owners. It is an inter-disciplinary field of engineering and mathematics that focuses on
the behavior of dynamic systems. One of the main goals of the automation engineer is to
design a system, called a controller, which is able to control a physical system (also called

a physical process), in other words, to influence it so that it behaves in a certain way. The

1 COVID-19: COronaVirus Disease appeared in 2019. Disease caused by the coronavirus SARS-CoV-2.
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idea is to obtain auto-regulated processes that require a minimum of human intervention
to function [4].

In practice, the automation engineer is faced with two problems:

« The problem of evaluating whether a corrector ensures the desired behavior of
the system: this is the analysis problem.

« The problem of designing a corrector ensuring the desired behavior of the system:

this is the synthesis problem.

To solve these problems for a given system and properties, engineers use generic
methods developed by scientists. The conventional control laws give good results in the
case of linear systems with fixed parameters. Unlike systems that are non-linear or have
non-stationary parameters, the results of these classical control laws can be
unsatisfactory because they are not robust, especially when the requirements for
accuracy and other dynamic properties of the system are stringent. It is necessary to
demand control laws which are insensitive to changes in parameters for disturbances and
non-linearities. Robust control solutions like the Backstepping method [5], robust Linear
Matrix Inequality (LMI) switched controllers [6-7], Sliding Mode Control (SMC) [8-9]
have been illustrated and designed to control such systems.

However, there are severe difficulties in the design of the SMC with respect to: (i)
the vector synthesis procedure; (ii) chattering reducing or elimination problem and (iii)
the closed-loop stability analysis. To overcome these difficulties, Professor A.A.
Kolesnikov developed a new technique of control called Synergistic Control (SC) [10], it’s
technique solution for nonlinear uncertain systems. Indeed, SC is well known for its
robustness against perturbations and uncertainties.

The principle of the synergistic control strategy is similar to the principle of SMC
but it is devoid of the chattering problem. This robust approach is based on the concept
of forcing a system under control to operate according to a preselected designer
constraint. Based on a continuous control law and a macro-variable that can be a simple
combination of state variables, synergistic control is more suitable to a real-time
implementation. The main benefit of this approach is that once system states reach the
attractor, the system dynamics remain insensitive to a class of parameter variation and
external disturbances [11-12]. Thanks to the high performance of the synergistic control

technique, several research articles were published in the literature. However, in much
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of this research, the synergistic control law was designed on an asymptotic stability
analysis where the trajectories of the studied system evolve towards a specified attractor
reaching equilibrium in an infinite time [12-13].

The recently introduced synergistic control has been widely accepted by the control
community as well as by the industrialists. The success of its implementation has been
proven in several areas such as: the battery charging system [14].) have used the
synergetic approach for the local control of the power converters; the flexible satellites
with a desired attitude achievement have been presented in [15]; the output voltage
control of the DC/DC buck converter system with an approximation of the unknown
parameters has been studied by [16-17]; the speed control of the PMDC motor has been
proposed [18]; the hydraulic turbine regulating system with a stable frequency for small
and medium-size power stations has been treated by [19] present the design of
Synergetic control theory scheme for asynchronous generator based dual-rotor wind
power [20] presents a fast and accurate frequency tracking method for ultrasonic cutting

system via the synergetic control of phase and current.

0.2 Thesis motivation:

This thesis consists of two main parts, which discuss both the control of aircraft and

power filter system as follows:
e Part one: Quadrotor

The global commercial drone market size was valued at USD 13.44 billion in 2020.
It is expected to expand at a compound annual growth rate (CAGR) of 57.5% from 2021
to 2028. In terms of volume, the demand was recorded at 689.4 thousand units in 2020
[21].

The drone is one of Emerging Technologies for Battling Covid-19 [22] ready to take
to the skies to provide help. Some are able to quickly delivering essential, notify medical
professionals to attend to those at risk, while energy companies use it to decrease the risk
of serious injury or death [23] and to prevent outages electrical energy because Holding

the power on is a dangerous business

The drone type quadrotor is an aircraft that has certain advantages compared to

conventional helicopters. Because of its symmetry, this vehicle is dynamically sleek, easy
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to model and build. Despite these advantages, the quadrotor is classified as one of the
most complex flying systems since it is underactuated and highly nonlinear. This
complexity induces a great difficulty in the design of the control.

The quadrotor has two sets of identical propellers powered by DC brushless
motors to provide the necessary thrust and perform maneuvers while in flight. The
quadrotor has the advantages of a lightweight configuration and inherent instability,
which improves its maneuverability in flight compared to fixed-wing drones. Most
importantly, quadrotors have the ability to perform VTOL and hover in mid-air.

We often have to generate trajectories to allow a drone to move from an initial
state to a final state. Trajectory tracking is a subject that is often dealt with. There are
many different algorithms to perform such a process as PID [24] and sliding mode control
[25], LQR controller [26], H1 [27]. The authors in [28-29] have developed controllers
based on the linear dynamics model and neglected inherent nonlinearity of attitude
dynamics. The synergetic control it is efficient for handling systems with large

uncertainties, time-varying properties, and nonlinearities [30].

e Part two: Shunt Active Power Filter (SAPF)

This crisis caused a disturbation in power quality (Harmonic currents) which
would, in turn, create a systemwide blackout, this effect due to massive use of nonlinear
loads connected to the distribution system [31], examples of non-linear loads include
transistors, electrical motors, variable speed drives and the non-ideal transformer [32].

According to the publisher's latest market study on “Power Quality Equipment
Market Forecast to 2028 - COVID-19 Impact and Global Analysis - by Equipment, Phase,
and End User,” the market is expected to reach US$ 45,531.9 million by 2028 from US$
28,499.6 million in 2021; it is estimated to grow at a CAGR of 6.8% from 2021 to 2028
[33].

Harmonic currents have adverse consequences for the proper functioning of
electrical devices and have immediate and long-term effects. It is therefore important for
a given facility to know how to identify, analyze and measure harmonics, and given the
seriousness of the problems caused by propagation of harmonics, research has focused
on developing techniques to reduce these disturbances. Therefore, several solutions exist
and others are still being tested. Use of filtering devices this solution consists of installing

a filter between the nonlinear load and the electrical network in order to filter the



General Introduction

harmonics generated by the nonlinear load globally or by selective action, we will present
three filter structures, which they are the passive filter, active filter and the hybrid filter
which combines the active filter with the passive filter [34].

Nowadays, Single-Phase Pulse Width Modulation (SP-PWM) inverter-based Shunt
Active Power Filter (SAPF) plays a vitally important role to generate the required
harmonic components to minimize harmonic distortion currents and compensate
reactive power in low or medium voltage distribution networks [35]. Single-Phase Shunt
Active Power Filter SAPF (SP-SAPF) is characterized by simple control design, small size,
high energy efficiency, stable output voltage, improved safety, energy security and great
ability to adapt with various forms of linear and non-linear loads. Moreover, the standard
SP-SAPFs do not need high-voltage components that are typically required in specially
designed three-phase SAPFs [36-37].

These SAPF systems can be used not only as Static Var Generators (SVGs) to
stabilize and improve the voltage profile in power systems, but also to compensate the
harmonic contents, reactive power and unbalanced load current with a fast-dynamic
behavior and flexibility during load variations [38-40]. One of the key factors for the
establishment of the SP-SAPF system is the control mechanism. Faced with the variability
over time of SP-SAPF systems, conventional deterministic strategies are not sufficiently
resistant to ensure better performance required at the same time in the dynamic and
permanent conditions [41], the control of the DC link voltage and the harmonic current
of SP-SAPF, voltage and current controllers of the Proportional-Integral (PI) type have
been used. However, this kind of controller requires exact linear mathematical model of
the SP-SAPF system, hardly achievable under nonlinearity, parameter variations, and
load disturbances [42-43].

Hysteresis controllers have been introduced in the published works and generated
a great deal of interest [44] in SP-SAPF applications [45-46]. This type of controllers
provides over-current protection capability for versatility and simplicity of practical
implementation. To validate practically the hysteresis controller, the digital signal
processor guarantees a good and fast dynamic response compared to other types of
digital controllers [47]. Despite the excellent performance of the hysteresis controller,
the latter suffers from the problem of the switching frequency which is variable and high.

This phenomenon increases power losses and produces severe Electro-Magnetic
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Compatibility (EMC) noise in the single-phase APF and also complicates the selection of
the coupling inductor in hysteresis current controllers [48].

To fix the switching frequency of SP-SAPF system, in [49] the authors have
proposed an adaptive feed-forward control scheme that varied the hysteresis band in the
hysteresis modulator in the event of any change of the current error. The adaptive
hysteresis modulator is an efficient method for adjusting the switching frequency. The
disadvantage of this modulator lies in the extra input voltage feedback which can lead to
an increase in the total cost and the complexity of the employed control system. For these
reasons, the adaptive hysteresis modulator is not suitable for SP-SAPF system. In their
turn, [50] the authors have limited the switching frequency of SP-SAPF with calculation
of any time interval while maintaining the switching action.

The Finite Control Set Model Predictive Control (FCS-MPC) scheme is suggested in
[51] for the harmonic current regulation of the SAPF system. The natural switching action
of SP-SAPF is compatible with FCS-MPC feature. This strategy is well recognized for its
stability, robustness, fast dynamic reaction, and good regulation properties in a wide
range of operating conditions.

Furthermore, this method does not require the use of internal current loops, Pulse
Width Modulation (PWM) or Space-Vector Pulse width Modulation (SVPWM) for the
control of the single phase APF. According to the FCS-MPC theory, the main objective of
the SAPF control is to predict the behavior of this system for all admissible switching
states over the prediction horizon in order to solve the optimization problem and
guarantee the filter current regulation with low Total Harmonic Distortion (THD) in
different conditions. However, this control technique is more effective than the hysteresis
controllers but its performances are dependent of the accurate prediction of the future
behavior of the SAPF system [52]. Using incorrect parameters for the predictive
controller may result in an inaccurate prediction of future behavior due to the incorrect
system model. This situation can lead to the incorrect choice of switching states resulting
in a deterioration of the performance of the applied control, even endangering the
stability of the system. Building an exact system model with precise parameters is thus
important to avoid these serious anomalies. To estimate the uncertain parameters, an
FCS-MPC current control with model parameter mismatch and a fuzzy adaptive control

law have been proposed for the governance of the SAPF system in [53-54].
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0.3 The main objectives and contributions:

The main objective of this thesis is to design a robust controller to improve the
stability and robustness of industrial systems against matching disturbances and
uncertainties. To ensure the robustness of the controller, the proposed approach was
tested on two different industrial systems as follows:

- Unmanned Aerial Vehicle (UAV) Quadrotor.

- Single-Phase Shunt Active Power Filter (SP-SAPF).

Non-linearity, variable coupling and the parametric uncertainties and external
disturbances of our industrial systems are the major challenges faced in this study.
Therefore, our approach is being to be proposed in order to overcome these obstacles.

The core contributions of this thesis are as follow:

- Original research work based on a comparative study using conventional
controllers such as: PID: Proportional-Integral-Derivate, SMC: Sliding Mode
Control) for or UAV system in order to enhance the drone’s tracking path.

- Original research work based on Hysteresis Controller (HC) and Sliding Mode
Controller (SMC) is applied for SP-SAPF system to improve the power quality
(THD<5% respect the IEEE519 Standard).

- Synergetic Control (SC) technique has been applied for the both systems.

- Application of the Artificial Intelligence (AI) algorithm based on Particle Swarm
Optimization (PSO) has been proposed to adjust the various parameters of SC
technique.

- Experimental validation for SC-PSO technique under MATLAB/Simulink®
environment based on Hardware-In-the-Loop (HIL)Real-Time testing method has
been applied for the quadrotor, using two dSPACE 1104 cards for many hard-
operating conditions.

- Experimental investigation of the suggested SC-PSO approach under
MATLAB/Simulink® environment for SP-SAPF using dSPACE 1104 card for
several operating conditions.

0.4 Thesis structure:

After a general introduction to the undertaken work, the main body of the thesis is
structured as follows:

In the first chapter, some of the basic notions of the SMC, SC theories, and PSO

algorithm are given.
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The second chapter focuses on modeling of a quadrotor-type autonomous aircraft.
A set of nonlinear equations representing the motion of the quadcopter vehicle are
extracted.

In the third chapter, different control techniques namely PID, SMC and SC-PSO
have been applied for a quadrotor, in order to improve accuracy tracking performance in
the fully actuated subsystem, and under-actuated subsystem against difficult path. The
obtained results of the suggested SC-PSO algorithm guarantee all system state variables
converge to their desired values (trajectory tracking) in short time and demonstrate the
high performances of UAV in transient and steady states. The HIL Real-Time testing
method was used to prove the high robustness of the proposed technique SC-PSO.

In the fourth chapter, a brief introduction of power quality problems has been
presented in the first part. Then, the second part is devoted a general presentation of
power quality mitigation problems. Moreover, a literature research study is proposed for
the SP-SAPF Control in the third part.

In the fifth chapter, several control techniques: HC, SMC, SC, and SC-PSO have been
applied for the SP-SAPF. In the first part, a comparative study is presented to show the
system behavior in transient and steady states. In the second part, PSO algorithm is
proposed for the variables tuning of the SC. In the third part, to give more practical aspect
to our research work, the suggested SC-PSO approach has been experimentally proved

under dSPACE1104 card.

0.5 Scientific production:
0.5.1 Scientific Articles
e GHEROUAT, 0., HASSAM, A., AISSA, 0., et al. Experimental evaluation of single-

phase shunt active power filter based on optimized synergetic control strategy for
power quality enhancement. J. Européen Systémes Automatisés, 2021, vol. 54, no 4,
p. 649-659.
Doi: 10.18280/jesa.540415

e AISSA, Oualid, GHEROUAT, Oussama, BABES, Badreddine, et al. Experimental
validation of advanced SP-SAF based on intelligent controllers for power quality
enhancement. Energy Reports, 2022, vol. 8, p. 3018-3029.
Doi: 10.1016/j.egyr.2022.02.067
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MATOUK, Djihad, ABDESSEMED, Foudil, GHEROUAT, Oussama, et al. Second-
order sliding mode for Position and Attitude tracking control of Quadcopter UAV:
Super-Twisting Algorithm. In : International Journal of Innovative Computing,
Information and Control ICIC 2020. 2020.

Doi: 10.24507 /ijicic.16.01.29

GHEROUAT, 0. MATOUK, D., HASSAM, A, et al. Sliding mode control for a
quadrotor unmanned aerial vehicle. Journal of Automation & System Engineering,
2007, vol. 10, no 3, p. 150-157.

Doi :10.5281/zenodo0.6369884

0.5.2 Conference papers

IEEE , 8th International Conference on Modelling, Identification and Control
(ICMIC), 2016 (Quadrotor position and attitude control via backstepping
approach).

IEEE, 2 International Conference On Electrical Sciences and Technologies October
26th - 28th, 2016 Marrakesh , Morocco (Combined Backstepping and Enhanced
PD Control Design for Position and Attitude Stabilization of an UAV
Quadrotor).

International Conference on Technological Advances in Electrical Engineering
(ICTAEE’16.), October 2016 , Skikda , Algeria (Robust Control of a Quadrotor
Unmanned Aerial Vehicle).

NCEEE'16 : National Conference on Electronics and Electrical engineering, Bouira,

Algeria. Sliding Mode Control for a Quadrotor Unmanned Aerial Vehicle

0.5.3 Book chapter

L ]

Type-2 Fuzzy Logic Control for Quadrotor, Chapter 5, Advances in Engineering
Research. Volume 30, ISBN: 978-1-53616-092-5
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1.1 Introduction

The studied objects in control theory are systems (linear and nonlinear). A system
is a set of elements connected to each other by information links within certain delimited
system boundaries. Control theory has made considerable progress, with new
mathematical techniques, as well as advances in power electronics and computer science,
making it possible to control much more complex dynamic systems. Control methods
applications have been useful in making space travel and communication satellites, safer
and more efficient aircraft and cleaner car engines possible and electric power systems.

The conventional control laws give good results in the case of linear systems with
fixed parameters. Unlike systems that are non-linear or have non-stationary parameters,
the results of these classical control laws can be unsatisfactory because they are not

robust, especially when the requirements for accuracy and other dynamic properties of
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the system are stringent. It is necessary to demand control laws which are insensitive to
changes in parameters for disturbances and non-linearities. Robust control solutions such
as the backstepping technique [32] and robust LMI (Linear Matrix Inequalities) switched
controllers [33-34], Sliding Mode Control SMC [35-36] have been designed to control such
systems.

Another control solution for nonlinear uncertain systems is Synergic Control (SC).
Indeed, SC is well known for its robustness against matching disturbation/uncertainties.

It is also known for its finite time convergence and relative simplicity for application.

1.2 Sliding mode control

1.2.1 Principle of standard sliding mode Control
The concept of SMC is to forcing the system trajectory to achieve a domain, known
as the sliding surface, in a finite time. As soon as the system's trajectory reaches the sliding

surface, it will stay confined to it in spite of perturbations/uncertainties and need only be

considered as sliding along this surface.

In summary, a sliding mode control law U_,_ has two parts:

U.S‘?HC = U.S"H-" + Ueq (1.1]
a) The switching component control U, :

The discontinuous character of the control is due to the discontinuous component

U_, consisting of the sliding surface function sign multiplied by a positive constant &
which represents the gain of the switching control. It is determined in order to guarantee
the attractiveness of the variable to be controlled towards the sliding surface and to
satisfy the convergence condition. In non-linear control, its importance lies in its ability
to eliminate the effects of model inaccuracies and to reject external disturbances.
b) The equivalent control U,, :
It is the continuous component U, , its role is to maintain the state of the system
on the sliding surface. It depends on the model of the system and is determined by

considering that the derivative of the surface is zero.

The design of the stabilizing control is carried out in two stages:
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= Sliding variable definition: the control objective is the basis for this step. The
sliding variable is in general expressed as a function of the system output and
eventually a finite number of its consecutive time derivatives. The sliding variable
is defined such that, once it is equal to zero, the control objective will be reached,
i.e. The output reaches the target.

= The system output function in general is an expression of the sliding variable the
sliding variable and eventually a finite number of its consecutive time derivatives.
The sliding variable is defined such that when it is equal to zero, the control
objective will be achieved, i.e. The output reaches the target.

= Designing a discontinuous control law: The system is obliged to achieve the sliding
surface at a finite time and to keep it there despite the uncertainties and

perturbations due to the control law.

1.2.2 Sliding variable design

First of all, consider the following system

{j:f(x,t)+g(x,r)u [12)

v =h(x,t)
where x€ X c R" is the state vector, u € U — R the control input (X and U being
bounded subsets of R"and R respectively), f and g uncertain sufficiently smooth
functions, and ythe output function (sufficiently smooth). The control objective is to

constrain the output y to track a sufficiently differentiable reference trajectory y, . (7), i.e.

to force the tracking error e, = y -y, (7) to “0” in spite of uncertainties/perturbations.

Assumption 1.1.

" n

m” is the relative degree! of Eq(1.2) with respect to the tracking error e, is
constant and known i.e.2
e_f_,'") =a(x,t)+b(x,t)u (1.3)

with b(x,t)#0 and >0 .

! The relative degree is an integer equal to the minimum number of times that ey should be differentiated
with respect to time in order to make u appearing explicitly [6].

2 € denotes the m" time derivative of e,. This notation is used throughout the thesis for all the

variables/functions.
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Now, consider a smooth function o(x,t) as a virtual output for system Eq(1.2) and

referred “sliding variable”. The sliding surface S is given by

s:{xeX,r20|J(x,r):O} (1.4)

Definition 1.1. [37]. There exists an ideal sliding mode (or called sliding motion) on S if, after a finite

time 7, , the solution of system (1.2) satisfies o(x,t) =0forall 7>, .

Now, a sliding surface can be viewed as a hypersurface in the state space. The
dynamics of the system is determined by the definition of o once the trajectories of the
system Eq(1.2) evolve on S . Moreover, the choice of § and o will ensure that the output
y of the system converges to the control target. This is why ¢ must be defined such that,
when o =0, then e, >0. Then, a usual relationship between o and g, is defined in
Eq(1.5):

o(x,t)= e“,("’_l) +itgé +ce (1.5)

Where the coefficients ¢, >0 (1<i<m—2)are chosen such that the polynomial is

Hurwitz.

m(A) ="'+ c A’ (1.6)
i=0
Moreover, given Eq(1.3) and Assumption 1.1, the sliding variable has a relative
degree equal to 1; it yields
6 =a(x,t)+b(x,t)u (1.7)
Assumption 1.2

a(x,t)and b(x,t)are unknown but bounded functions such that there exist positive

constants a,,,b, and b, such that Vxe X,1>0.
a(x,0)|<ay , 0<b,<b(x,1)<b, (1.8)
The second step, once the sliding variable is selected, consists in designing the
control input U_ stabilizing the system Eq(1.7) in a finite time, and in spite of
uncertainties and perturbations.

1.2.3 First order sliding mode control
V. Utkin [38] was the first to suggest the SMC, it can be applied to systems with

relative degree equal to “1“ with respect to the sliding variable as Eq.(1.7). Then, this
controller can also be called a First Order Sliding Mode Control (FOSMC).
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Note that 1t 1s important to design the control input U_ to force the system trajectories

to achieve and evolve on the sliding surface S in spite of the uncertainties and perturbations.

In other words, it must make the sliding surface locally attractive. Then, the design of the

control law must verify a condition that ensures the stability of o(x,7) =0. A solution is to

use the Lyapunov approach to obtain a stabilizing controller.

A very popular approach to study the stability of an equilibrium point (o(x,7)=0

)is the Lyapunov function technique [39] and will therefore be used in the following.

Definition 1.2. A function V' :R" — R is a Lyapunov function candidate if

o V(0)=0 ;

e VxeX-{0},onaV(x)>0.

Given zero is the equilibrium point and the above definition, then the sign of the time
derivative of the Lyapunov function candidate gives the information about the system
stability. Considering the sliding variable o Eq(1.5), a Lyapunov function candidate
satisfying Definition 1.2 takes the form Eq(1.9)

V(o)= %c:r2 (1.9)

The time derivative of /" must be defined negatively, i.e., in order to guarantee the
asymptotic convergence of the sliding variable o .
V(c)=06<0 (1.10)
The inequality Eq(1.10) is referred the sliding condition in the context of SMC, it
guarantees that the sliding surface o is attractive i.e. once the system's trajectories reach
o, they remain on it despite the perturbations and uncertainties. Note that in order to
obtain the finite time convergence of o towards “0”, a stricter condition called n -

attractive condition [36] must be satisfied and reads as follows

o6 <-qlo], n>0 (1.11)
It means that
V <-nJ2V (1.12)

Integrating of Eq(1.12) gives
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2V (1) =2V (0) < —nt (1.13)
Then,
nt < | (0)| o @) (1.14)
Consequently, o reaches “0” in a finite time 7, with

|o(0)
n

< (1.15)

rF
Hence, a control U satisfying Eq(1.11) drives the sliding variable to “0” in finite
time. Such control U, takes the form
U,, =—k sign(c) (1.16)
The gain k of the controller U_ must be chosen large enough to ensure the n-

attractive condition Eq(1.11). It is the case if the gain & verifies

ka0t (1.17)
b(x,1)
From Assumption 1.2, a sufficient condition reads as

m

Then, with the control input Eq(1.16) and the gain k checking Eq(1.18), the

convergence of o to “0” is ensured in a finite time ¢, verifying Eq(1.15). The parameters

of the definition of the sliding variable Eq(1.4) i.e determine the dynamics of the system
once the trajectory of the system evolves on the sliding surface.
e‘,.('"_l) +..+cé, +ce, =0 (119])
Then, the tracking error will asymptotically converge to "0" despite the
perturbations and uncertainties, due to the characteristic Eq(1.6).
1.2.4 Summary of the controller

The behavior of the closed loop system Eq(1.2) controlled by Eq(1.16) with the
satisfaction of Eq(1.18) can be split into 2 phases:
= Reaching phase: this phase corresponds to the time interval [O,IF[where the

trajectories are not evolving on the sliding surface; nevertheless, they are

converging towards it. Note that during this phase the system is still sensitive to
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uncertainties and perturbations. Following Eq(1.15), the duration of this phase, ¢,
, can be reduced by increasing 7;; this corresponds to increase the gain .
= Sliding phase: this phase corresponds to the time interval [rF, +w[ during which the

trajectories are evolving on the sliding surface §. If the gain & is well tuned
Eq.(1.18), the system is insensitive to uncertainties and perturbations, and the

tracking error e, converges to “0".

oA
Sliding Reaching phase
surface
o=0 |&e—
.
N T
Sliding phase [« |
M

Figure.1. 1: Example of system trajectory in the phase plane (x1, x2)

1.2.5 Phenomenon of chattering

An optimal sliding regime requires a controller that can switch at an infinite
frequency. Obviously, for practical use, only switching at a finite frequency is possible,
which causes a delay between the output measurement and the control calculation, which
can be amplified if the system naturally has delays or neglected dynamics. This leads to
the system leaving the sliding surface without the control being able to respond, and then,
once the sign of the control has been reversed, to return to this surface and pass to the
other side, and so on.

In practical applications of SMC, an undesirable phenomenon known as chattering
can appear: high frequency oscillations that may lead to low control accuracy, high wear
of moving mechanical parts, and high heat losses in power circuits [40]. There are two

main reasons which can cause the chattering:
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« neglected dynamics in the model of the system [41];

« the use of digital controllers with finite sampling rate [42]. Indeed, the “ideal”
sliding motion o = 0 requires the switching of the control input at an infinite frequency.
There are several methods that have been proposed to reduce the chattering effect.
Notably, the SMC boundary layer method consists in replacing the sign function with an
approximate continuous one, in a vicinity of the sliding surface S [43], The sliding mode
isnolonger confined to S, but to a vicinity of it. Then, the system is said to have a “pseudo”

sliding motion [44]. Among the used continuous functions, one can cite.
12

as | u | |
| ]

' 'J‘ Il lJ (i '|!1 o m m

g o g

Time (seconds)

Figure.1. 2 : Phenomenon of chattering
1.2.5.1 The saturation fonction
a) The sign function : The function sign(c) (Figure 1.3 (a)) is replaced by a straight
line with slope equal to 1/ 6(0 < 6 <1)ata vicinity of the origin whose width is 26

(Figure 1.3 (b)). Its expression is given by
sign(@) i |o|> 5

sat(o,0) = o if ‘J‘Sc‘}' (1.20)
)
b) The atan function
It is given by
v(a,é‘):gat‘av(g) (1.21)
Vg o

This function (see Figure 1.3 (c)) gives a good approximation of the sign function

for sufficiently small o .
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c¢) The tanh function

Another solution is to use the hyperbolic tangent function (see Figure 1.3 (d))

v(o,0) = tanh( ] (1:22)

o

5
With 0<&<1.
Notice that, in the previous approximation approaches, 0 strongly influences the slope
of the function at a vicinity of S : the smaller the value of ¢, the greater the slope. Notice
that replacing the sign function by its continuous approximation reduces the chattering,
but also reduces the robustness of the controller.

sign(o) sat(o,0)
57 ) 7 (o]

] —
1

-1 1

arc tanh(o) tanh(o)
1 ghales
o o

Figure.1. 3 : Sign function and some approximate functions

1.3 Synergetic control theory

Synergetic control theory was first introduced by a Russian researcher “Kolesnikov”
in 2001 [45]. This approach has started to take its place in the field of control systems.
This technique is often referred as " stabilization and control by system restriction and
manifold invariance [46]. Confining motion or paths of a system onto the manifold (or
hyperplane) in case it is not on the manifold already this is the main idea of the approach
concept.

The problem of control discussed in this work is essentially stability (i.e., damping
of any oscillation that may occur due to a disturbance in the system) and since the
synergetic controller forces the system to take on the characteristics of the manifold, the
manifold must be constructed in such a way as to ensure that the behavior of the system
in closed loop is stable. Thus, the design approach can be described as consisting of two

main steps: the construction of a stable manifold (or hyperplane); and the synthesis or
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design of a controller so that the system's trajectories are forced onto the hyperplane and
subsequently remain there. The controller objective can be considered as the one that
makes the manifold stable and attractive.

The synergetic control technique is similar to sliding mode control (SMC) in the way
the manifold is constructed [48-49]. However, this technique differs from the SMC
technique in the way it forces the system to achieve the manifold. In the SMC case, there
is a finite period of time in which the system is forced to reach the manifold, which
introduces a certain form of discontinuity in the control action and thus creating
chattering on the manifold. However, this chattering can cause wear and tear in the
system's actuating components. But with synergistic control, the system is driven to the
manifold exponentially, which eliminates the chattering effect and allows the system to

reach the manifold in a more efficient manner.

1.3.1 Design of synergetic control law
Suppose that the system to be controlled is delineated by a set of non-linear Eq(1.2).

The basic procedure of synergetic control synthesis for the system model Eq(1.2) is
shown below. The choice of function of the system state variables (macro-variable) is the
first step to design the synergetic controller’s synthesis as shown in Eq(1.23).

v =y(x1) (1.23)
The main focus of the controller requires the system to have the attractor )=0. The
characteristics of the macro-variable according to performance and control specifications
can be selected by the designer. Also, the desired dynamic evolution of the macro variable

is usually chosen by the Eq(1.24).

T‘;—“:w:o, T>0 (1.24)

T is a positive constant to be imposed by the designer. In our paper, its value is
optimized by Particle Swarm Optimization PSO algorithm.
The designer chooses speed convergence to the target equilibrium point. Equation

(1.25) is given by the chain rule of differentiation as follows:

d_t;/ F oy (x,t) dx(t)

1.25
dt ox dx ( )
By replacing the macro-variable from Eq(1.25) to Eq(1.24) leads:
Sy (x,t
12750 f 0 +p(an =0 (1.26)
ox
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The law of the proposed SC can be found by solving Eq(1.26) as follows.
U = U {x, 1,0 x).T) (1.27)

From Eq(1.27), it can be see that the control is not only dependent on the state
variables of the system, but also on the macro-variable and the chosen time constant T. In
other words, the designer can choose the characteristics of the controller by choosing an
appropriate macro-variable and a specific time constant T. In synthesis of the controller,
each domain introduces a new constraint on the state space field and reduces the order
of the system by one degree, while going in the direction of global stability. In the
synthesis of the synergetic controller shown above, it is clear that the synergetic
controller operates on the nonlinear system and a linearization or simplification of the
model is not necessary as when applying traditional control theory.

Through the appropriate choice of macro-variables, the designer can obtain the
following interesting characteristics for the final form of the system such as [47]:

e Overall system stability

e Invariance to parameter changes

e Noise reduction

It is interesting to note that the law of synergetic control guarantees global stability
on the selected domain. This means that once the hypersurface is reached the system is
not supposed to leave it, even in case of quite large variations of the parameters. This
property of invariance to perturbations is shared by the sliding mode control technique

when sliding the trajectories on the sliding surface.

1.4 Particle swarm optimization

Particle Swarm Optimization is an evolutionary algorithm developed in 1995 by “J.
Kennedy” & “R. Eberhart” [50] as a technique for solving non-linear continuous variable
optimization problems. From social behavior and the movements of birds, insects or fish,
this technique was inspired. The search algorithm relies on the two behaviors of
(cooperation and disagreement) between members of the community. The objective is to
get optimal regions of a complex search space by the interaction of singles in a group of
particles. As a first step, the algorithm creates a "population” of random solutions (also
called candidate solutions or particles). Every candidate solution has an adaptable

velocity, based on which it moves through the search space. In addition, each candidate
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has the ability to remember the best position (or fitness) in the search space that it has in
fact never visited. Its movement is a conglomeration of acceleration toward its best
previously visited position. The other best value followed by PSO is known as ‘global best
value’, which is the best value or fitness that has been found so far via any of candidate in
the neighborhood of the candidate. The main concept is that at each time step the position
and velocity of each candidate is changed towards the local and global best locations.
Consequently, after a certain number of time steps, it is found that the particle between
populations has gathered around one or more of the optima and tends to locate the global
optima among all.

The PSO has a good balanced and flexible mechanism to enhance the ability to locate
the bestlocal and global positions in contrast to other evolutionary algorithms such as the
Genetic Algorithm (GA) [51-52].

Some of PSO advantages when compared to other optimization techniques are [53]:

» The quality of the solution obtained from this technique is independent of the
initial population.

« It has more effective memory capability (local and neighboring best).

e It can overcome the untimely convergence problem and improve the search
capability.

« It has less parameters to adjust.

« It is more flexible, robust and easy to implement.

« It is less vulnerable to getting trapped on local minimal.

1.4.1 The terminologies of PSO

The PSO is used throughout this study for a unmanned aerial vehicle (UAV) active
power filter (APF) system to achieve the optimal parameter value of the synergistic

controller. An illustration of the PSO terminologies is given below:

Particle Q (7) : A candidate solution (controllers’ parameters) at iteration. Each particle's
size is a summation of the controllers' parameters. In the case of the synergistic controller
designed in chapter 3 the parameter number of the i” controller is 12 and in chapter 5
?-ﬁ: o 2

Population: A set of m particles {Ql(t);Qg(t);.............Qm(r)} , where m is the number of

candidate solutions.
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Objective function J (7): function use to determine the fitness of i" controller at 7"

iteration.

Individual best Q" (¢) : Also referred by local best. It' s the greatest value of fitness which

this particle has achieved up to ¢ iteration.

Q' ()={Q,®):J(Q ) <J(Q,())}, 7=t (1.28)

(1) = T (1)) (1.29)
Global bestQ " () : The best position (or fitness) for all particles among all individual

local best positions.
Q") ={Q, (1):J(Q" (1) <J(Q, (r))i=1,.......n} (1.30)

The PSO technique steps are described below:

« Initialization

1) Set the time counter ¢ , performance evaluation counter ¢ , and their

maximum values,t __.c

2) Generate arbitrarily m particles and velocity for each of these particles.
These values are generated from the following given information: the size of

each particle p, the population size m, the admissible range for controller

max

parameters ¢/, ¢

g < g <P Suiee ST RN by O (1.31)

and the admissible range of velocity

S (1.32)
Where
o by by (1.33)
' Jz

and y is the number of interval in ji” dimension.

3) Find the fitness for every particle, , then investigate for the best values among

all the fitness values and define this value as the global best fitness J () and the
particle that offers this fitness value as the global best position Q7(r) i.e.
J (1) =J.(1),Q, (t)=Q,(t) and J”(t,c) =min[J ", (), Ty (1)s.orccs T, ()]

4)Set t=t+lLc=c+l
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« Use the following equation to update the velocity

v, =y, (- +en(@d, ,(t-D-¢, ,(t-D)+en(f, ,(t-D=¢, (t-1)  (1.34)

Y

2
2—x—\/x2 —4x

= (1.35)

where

X8 4,%‘1},(0 and ;zij_ﬂ"(t)are local best and global best parameters of
controller.

Updating the position

Due to the update of the velocities, every particle will change its positions

according to the equation below:
$.5O=¢,,C-D+v, , @) (1.36)

Update the position Q, (7) =[g, (1), ,(?),........ @)] forj=1.2,...p

Individual and global best update
By using the updated position, every particle evaluates its objective function and

new individual best J () and associated Q,"(¢) for every i are defined from Eq(1.28)
and Eq(1.29). Eq(1.30) is utilized to find the global best i.e. to find.
JGEy=K o))

J eyt (E-1,c-1) (1.37)
then the fitness has enhanced, and the parameters are updated, defined c=c+1
and proceed to the next step. Otherwise, update J (f,¢),Q" (r) and set c=0. Then

proceed to the second step.

» Stopping criteria
The scanning process will complete if one of the following conditions is meet:

1) If the counter has attained its maximum number, ¢=¢_,. and the best global
solution J~ (t,¢) can no longer be improved. The optimal solution is considered to

be the current Q" (7).

2) If the maximum allowable iteration is reached,r =¢__ .

The main optimization steps of the SC-PSO strategy are illustrated on the

flowchart illustrated by Figure (1.4).
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Set parameters of PSO ¢4/ t; , ci

8

1. Randomize each particle.

2. Randomize velocity of each particle.

3. Initialize each o (;)equal to the current position of each particle.
4. Q" (¢) Equal to the best one among all Pipest.

Yy

Y

Update iteration count

A4

Update Position and velocity

Y
Get the new particle position

Y

Update best position if the new is better than the previous one

A

Update global best position if the new is better than the previous one one

No

Repeat for each
particle ition

No

save the best solution

[ Results ]

Figure.1. 4 : Flowchart of SC strategy optimized by PSO
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1.5 Conclusion

The objective of the controller is to force the output system in order to track the
reference signal. This follow-up is achieved by minimizing the approximation error on the
one hand and by assuring the stability of the system on the other hand.

The application of the sliding mode control will cause oscillations with a switching
frequency that tends to infinity (chattering phenomena) which may be unacceptable if the
control signal has a physical meaning like force. Then, a new control technique adopted
to solve the control problems of nonlinear systems was presented, it can be concluded
from several scientific research that the synergistic control law shows a good tracking
performance and guarantees the asymptotic stability of the system with a reduction of the
interference problem. Also are proved that by using Particle Swarm Optimization to

optimum tuning of the controller’s parameters can obtain good results.
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CHAPTER 2

Modeling of an UAV Type Quadrotor
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2.1 Introduction

Modeling is an important step for any design work on control law. It consists in
finding a representation of the state of the physical system, more or less precise. This
representation in the form of mathematical equations makes it possible to describe the
behavior of the system according to its inputs. Thanks to these equations, it is possible to
define and predict the attitude and position of the quadrotor reached in space, by studying
only the control inputs.

In general, constant parameters appear in the equations of state (such as the mass
or moment of inertia of a body, the coefficient of viscous friction, the capacitance of a
capacitor, etc.). In such cases, an identification step may be necessary. Nevertheless, we
will assume that all the parameters are known and we invite the reader to consult [54]

for a panoply of identification methods.
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A quadrotor is a rotary-wing drone consisting of four fixed-pitch propellers
mounted at the ends of four cross-shaped arms. The propellers are coupled to DC or
brushless motors.

Different formalisms are presented in the literature to model the dynamics of a 6
DOF aircraft, such as the quadrotor vehicle. The Euler-Lagrange and Newton-Euler
formalisms are common methods used extensively for this purpose.

In this chapter, the notations and the frames used in the quadrotor model will be
defined, and the transformations between the different frames will be discussed. Then,
the kinematics and dynamics of the quadrotor are presented, and then the nonlinear
equations of its motion are extracted based on the kinematics and force-moment
dynamics. Next, the overall structure of the quadrotor model is described and discussed.
Finally, the quadrotor model used in this work is presented with its state representation.
Like any modeling, we make use of assumptions as follows:

e The structure of the quadrotor is rigid, with constant kinetic parameters, and
perfectly symmetrical;

e The center of mass of the system and the center of symmetry coincide;

e The ground effect is neglected;

e The terrestrial frame is considered inertial.

The notations and the frames used in the quadrotor model will be defined in this
chapter, and the transformations between the different frames will be discussed. In the
following, the kinematics and dynamics of the quadrotor are presented, then the
nonlinear equations of motion are extracted. In the last sections, the overall structure of
the quadrotor model is described and discussed, and finally the quadrotor model used in

this work is presented with its state representation.

Figure.2.1: The quadrotor (drone).
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2.2 Preliminary and general considerations

2.2.1 Solid concept

Among the set of physical bodies, we consider as a rigid solid anybody which does

not deform during its evolution in space, i.e. the distances between any two points M,

and M, of this body are independent of the time variable.
d (M, (1), M, (1) = [M,(OM, (@) = Cre (2.1)

The bases of classical mechanics present separately the study of the motion of rigid
solids and that of deformable solids. The actual motion of any solid of course involves
deformations, but in a number of cases these deformations can be considered negligible.
Under the assumptions that we mentioned previously, the dynamics of the quadrotor can

be considered as being the dynamics of a rigid body.

2.2.2. Identification and parameterization of a solid

We are interested in the movement of a solid S in space in relation to a reference

frame of inertia £ = (O, x,,,,z,) related to the earth. In order to characterize the location

of the solid S in relation to the reference frame £, it is necessary to know in the general
case:

e The position of a particular point of the solid S relative to E.

e The orientation of the solid S with respectto E£.

To do this, we first attach to the solid S a reference frame B =(0',x,,y,.z,), said to

be related to S'. In the need to limit the associated calculations, the origin and orientation

of the axes of this coordinate system must be chosen judiciously. It is often the reference

of the main axes of inertia that causes the inertia matrix to be diagonal. The study of the

movement of the solid § with respect to the earth, will therefore amount to studying the

movement of the reference frame B in relation to the reference frame E figure (2.2).
a) Position study

The position of ,with respectto E , at each moment, is defined by the position vector

OO’ : coordinates (X, ¥,2) of the point O’ in the dihedron (O, Xs VirZ,)-
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00 =| y (2.2)

L

E
These are the translation parameters of the solid that also represent its degrees of

freedom in translation.

(S

0! 1 'Yb

E

Figure.2.2: Solid in motion.

b) Orientation study

The orientation of the solid S does not depend on the choice of O’ origin. By analogy
to translation, rotational parameters or degrees of rotational freedoms, depending on
time, are necessary to determine the orientation of the solid. In analytical mechanics, the
use of Euler angles is the most common technique for parameterizing this orientation. It
is based on the use of three angles defining three successive rotations from the fixed
coordinate system when arriving at the moving coordinate system, and respecting the
rule of the right hand. In the case of the ZYX convention that we adopt here, a first rotation

around the axis =, of angle called yaw angle y transforms the coordinate system
(O0,x,,y,,z,) into a temporary coordinate system (O,x,,y,,z;). The corresponding

rotation matrix is:

X = CW X, +S¢;ye Cyz _S',ff
yl = _Sr,vxe +Cw-ve =t R: ('JV) — S;gr Cy; 0 [23)
=g 0 & 4

=l

e

It is customary to note: and cos(x) =c, sin(x) =s,
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Figure.2.3: Rotation about the Z axis of the angle Y (yaw)

A second rotation around the axis y,, of an angle & called the pitch angle turns the
base (x,,),,z,) into a temporary base (x,, y,,,). The corresponding rotation matrix is:
X5 =05 X—8gZ ¢, D &,

Y, =¥ = R(@)= 0 1 0 (2.4)

Iy =85 +Cﬂ31

Figure.2.4: Rotation about the Y1 axis of the angle 6 (pitch)

A third rotation around the axis x,, of angle called roll angle ¢ transforms the base

(x,,5,,z,) into a base (x;,y;,z;) . The corresponding rotation matrix is:

X.=8 1 0 O
Vo =C¥a+8,2, = R (4)=|0 C, —S, (2.5)
Iy =TS G5, 0 s, ¢

Figure.2.5: Rotation about the X> axis of the angle ¢ (roll)
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The three successive coordinate system changes and in ZYX order lead to the

coordinate system change matrix R that allows the passage from B (mobile) to E
(fixed).

R(m)=R.(y) R, (0)-R.(¢) (2.6)

CiC;  SE0 O, CiSC, RS,
R(n)=|css, 54505, +c,c, €;545,—54, (2

iy 54Co C4Cy

Figure.2.6: Euler Angles

with: —£<¢<£—£<9<£—x£w£z
2 2 2 2

Rotation matrices belong to the special orthogonal group SO(3) . They check the

following properties:

SO(3) = {R e R

R'R=RR" =1,,det(R) =1} (2.8)

Thus, the matrix R(77) having as inverse its transposed R(I}‘)_l =R(n)" and I,is the
identity matrix.

Like any three-parameter representation, Euler angles can show singularities of

orientations. In order to counter the singularity problem, it is important to restrict roll
and pitch angles such as: || <§ and |6 < % This avoids extreme values +2 for which

the behavior of the quadrotor is upset.
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2.3 Quadrotor mathematical model

Before describing the mathematical model of a quadrotor, it is necessary to

introduce the reference coordinates in which the structure and its location are described.

For the quadrotor, it is possible to use two reference systems. The first {3 =3 Z}
is fixed and the second {#& = G x;, ;. z;} is mobile. The fixed coordinate system, also

called inertial, is a system where Newton's first law is considered valid.
F; F>

Q,

Figure.2.7: Structure of the quadrotor.

2.3.1 Kinematic modeling of the quadrotor

Kinematics is the part of mechanics that aims to mathematically describe the
movements of different physical systems. Nevertheless, the causes of these movements
are not taken into account. These causes are included as part of the dynamic.

The present modeling of the kinematics of the quadrotor vehicle consists in
establishing the kinematic vectors of its translation as well as its rotation. Since the
sensors are installed on the vehicle, the measurements provided are expressed in the
moving coordinate system. For this purpose, it is convenient to give the vectors expressed
in the inertial frame of reference according to those expressed in the local coordinate
system.

Either:

& =(x y 2)" : the linear speed of the quadrotor expressed in E
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V=WV, V.)" : the linear speed of the quadrotor expressed in B

17 =(4 0 y)" : the angular velocity of the quadrotor expressed in E

Q=(Q,Q, Q. ) : the angular velocity of the quadrotor expressed in B

A vector A expressed in the coordinate B linked to the vehicle can be expressed

in the inertia frame £ ,bya vector© A , using the rotation matrix R as follows:
FA=R(n)-°A (2.9)

However, the relationship between angular velocities is much less clear than the

relationship between linear velocities and difficult to perceive. The derivatives of the
vector 7= (4O y)" are all expressed in different coordinate systems. Using the passage
matrices, everything will be brought back to the local coordinate system.

Q| || 1 0 070]| [co 0 —s@8][1 0 o]0

Q, [=|0[+|0 cg sp|[@|+|0 1 0 [[0 cg sg|0 (2.10)
Q. 0 0 —s¢ cg|l 0 s@ 0 cO ||0 —s¢ co||ly

Thus, the relationship between the angular velocities €2 and 77 can be expressed

using the matrix Q() given by:

1 0 —sd
O(m=0 cg s¢cb (2.11)
0 —s¢ cgch

Using matrices R(n7)and Q(77), the motion of the quadrotor in space with respect to
a fixed reference frame and thus characterized by the Kinetic equations of translation and
rotation
&=R(p)-V
n=0"(1)-Q

It should be noted that for small values of angles, the matrix O(17) can be

(2.12)

approximately simplified to the identity matrix. Thus, the Euler angle velocities are

identical to the angular velocities in the moving coordinate Q~17.
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2.3.2 Dynamic modeling of the quadrotor

Dynamics is the other major part of mechanics that is interested in describing the
causes of motion based on kinematic study.

The movement of the quadrotor having been characterized previously, it now
remains the analysis of the mechanical actions likely to be exercised on the latter in order
to produce this or that movement. This step makes it possible to establish the
mathematical equations linking the accelerations of the quadrotor to the forces and

moments exercised.

2.3.3 Mechanical actions
The figure (2.8) illustrates the diagram of a quadrotor. Despite the possibility of the
plus shape (+), the remainder-shaped configuration (x) is preferred [55] Figure (2.8).

The control of the rotational speeds of the blades allows the manipulation of movements
of the quadrotor. It can be set in vertical motion (ascending/descending), propelled
horizontally or laterally. Hover position control is achieved by maintaining a constant
value of the total thrust force. The direction of rotation of each rotor is very unique. Two
rotors of the same arm rotate in one direction while the other two rotate in the opposite
direction. This involves cancelling the reactive moments and creating the desired yaw
movement.

The maintenance in equilibrium or the production of the movement of a solid are
mechanical phenomena that result from the mechanical actions exercised. In order to
study the dynamics of the quadrotor, these actions acting on the structure of the machine

will be classified into forces and torques.

0

CHSS
CR0

frame + frame x

Figure.2.8: Quadrotor (+) Configuration and (x) Configuration.
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a) Force of gravity
The weight of the quadrotor is the force having as its point of application its center

of gravity, carried on the axis z,and points towards the center of the earth. It is

proportional to the value of the weight as follows:
P=—-mgz, (2.13)

Where: m is the total mass and g is the intensity of gravity.
b) Lift force

Each of the four actuators produces a lift force proportional F, to the square of its
angular velocity @,. This force is perpendicular to the plane of the appropriate i propeller,
and oriented in the direction of z,. The figure (2.7) shows the four lift forces generated

by the actuators of the quadrotor. According to Hamel and Mahony [56], F, is given by:

16 = kfwf:b (2.14)
with: : kf > 0 coefficient of lift.
@, the rotational speed of the rotor 7,(i =1,2,3,4).

The total lift T, responsible for the movement of the quadrotor according to the
different axes, is the sum of the four lift forces produced by each rotor. Taking into account

the assumption that all actuators are identical, this force T is given by:

4
T=k;> o z, {2:15)
i=1

c) Drag force
It is a coupling between two forces acting on the system:
= The drag according to the three axes which is a force of aerodynamic resistance to

the translation of the quadrotor:

Hi = —kdaé S(a=x,9,2) .k, >0 (2.16)

= The air resistance on the blades produces a drag force in the propellers. It opposes
the rotation of the blades and parallels their plane of rotation. To this drag force

correspond a moment of drag M, . This anti-rotating moment therefore causes the
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quadrotor to rotate around the axis z, in the opposite direction to @, . The sign of

M, therefore depends on the direction of rotation of the actuator ;.

M, =—k,o, |a),

m-i

Z (2.17)

With:

k, > 0: the aerodynamic coefficient of drag in translation.

k, >0: the aerodynamic coefficient of drag depending, mainly, on the aerodynamic

properties of the propellers and the geometry of the blade.

d) Active couples
The vector of the active torques results from the sum of the moments of lift and drag
generated by the rotors by the action of the area on the blades. It is therefore expressed

as follows:

.| [[(F-F)
n=Y(IAR)+YM, =1,=|1, |=| I(F-F) (2.18)

Z. being the position of the center of the rotor 7, in the coordinate B and / are the arm of

a rotor.

The active roll 7, and pitch torques 7, are responsible for rotating the quadrotor
around the axes x, and y,, respectively. They result from the difference between two lift

forces of the same arm (F,,F,) and (£}, F;), respectively. Thus,
7, =1(F-F,)=lk (o, - ;) (2.19)

7, =1(F,—-F)=lk (o} - ) (2.20)

The active yaw torque r_makes it possible to rotate the quadrotor around the axis
=, - This torque results from the combination of drag moments of the four rotors. We have
chosen a counter-clockwise direction of rotation for the rotors 7 and r,, therefore they
produce moments M, and M,negatives resistant to yaw movement. On the other hand,

the rotors r, and r, rotate in the opposite direction which is the negative direction of yaw
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(=) and produce moments M, and M, positive drive the quadrotor in rotation in the
positive direction of yaw (+i). According to the positive direction of the yaw chosen on

the figure (2.7), the couple 7, is written as follows:

¥ = iM,. =k, (i} ), — Z: @3_,) (2:21)
Which is like writing:
4 o
z. =k, 2 D)o [2.77]
e) Aerodynamic resistance torque to rotation:

When it comes to rotary motion, rotational resistance torque 7, is the analogue of

aerodynamic resistance in translation. It is given by:
1, =k, Q° ,(b=¢,0,p) (2.23)
with, &, is the coefficient of aerodynamic friction.

f) Gyroscopic couples

Each rotor 7, is considered to be a rigid disk rotating at speed @, around its vertical

axis z,, = z,. The rotor undergoes the rotations of the fuselage which induces the change
in the direction of its axis of rotation. To resist this change, the rotor exerts a torque called

gyroscopic torque. The sum of these four gyroscopic couples gives the torque 7,, exerted

on the quadrotor. It has the expression [57]:

4
Ty = ZL(Q NZ; )(—l)”la),. (2.24)
i=1
with: 7 the inertia of the rotor.

Indeed, there is also another gyro torque applied to the quadrotor. This second type

of gyroscopic effect is due to the angular movements of the vehicle body 7, .

Ty =QAIQ (2.25)
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2.3.3.1 The dynamics of translation and rotation
As detailed in [58] the dynamics of a rigid body subjected to external forces and

couples can be expressed by applying the Newton-Euler formalism.

mV+QamV =F
IO+QAIQ=71 (2.26)
R(1) = R(17)-sk(Q)

F and 7 are respectively the forces and torques applied to the center of mass of the
quadrotor and expressed in its local coordinate system B. 7 € R* is the inertia matrix
around the center of mass and also given in the local coordinate system B. It characterizes
the difficulty of putting the body in rotational movements.

The first equation in Eq(2.26) represents the dynamics of translation. This dynamic
equation of Newton is independent of the rotational motion of the quadrotor because we
use its center of mass to determine its position.

By deriving the first kinematic equation in Eq(2.12) and replacing the expression of

the derivative of the rotation matrix R(7) from (2.26), the vector of linear accelerations
£ is written as:
E=R(n)-sk(Q)-V +R(n)-V (2.27)

By replacing ¥ with its expression deduced from Newton's equation in (2.26), we

obtain:

mé =R(n)F (2.28)

The term R(7)F transforms the forces expressed in the moving coordinate system into

forces expressed in the inertial frame of reference. What amounts to writing

mé =R(n)T + P+ F, (2.29)

By replacing the forces with their expressions (2.13), (2.15) and (2.16), the
translation dynamics of the quadrotor expressed in the reference frame is given by the

following differential equations: 7

¥ C455C, +5,5, 0 KX
. ]
1= ; cﬁbe?Sr;f _Sécw U: nk _; kﬂ’,\‘y [2'30]
z ae, g k.2
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Similarly, equations describing the dynamics of rotational motion can be derived
using the second equation given by Eq(2.26). One of the main characteristics of the

quadrotor is its symmetry, therefore, the inertia matrix is diagonal with. I_ =1

1

M~

P

(2.31)

o o
SN e

0
0
I_'

Note that the gyroscopic moment due to the rotational movement of the quadrotor
is included in the Euler equation describing this dynamic. By replacing the given moments

with their expressions Eq(2.18), Eq(2.23) and Eq(2.24) in this same equation, the rotation
dynamics is formulated as follows:

Q (1,-1)QQ 19w [U,] k02
Q, :} (I, -1,)QQ r —1Qwm (+—| U, 7 kdﬂg)yg

(2.32)
Q (L —1)800 0 U, kaf
Where:
4 _
ZD- = Z(—I)H—la)f
i=1
U,=1, (2.33)
Ut‘) = r}
B =%
It is also worth noting:
U, =cy8,,+85,8
9=0"y "y (2.34)
u

y = €565y 7546,

These two equations represent the coupling between longitudinal/lateral
displacement and quadrotor orientation.

After calculation of the vector €,  _, it can be written in the form:

Q| |4
Q,.=5, =0 (2.35)
Q| |¥

By combining the dynamic relationships Eq(2.30) and Eq(2.32) previously

established and applying the approximation of small angles, we derive the complete
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dynamic model at 6 DDL from a quadrotor with configuration (+) having two planes of

symmetry (x,,z,) and (y;,5,).

U, —Je;it)

X

(u\U ~k,y )

(
! (

cycU, —kyi— mg)

[(f‘ ~1)0y ~Lab+U, ~k, ¢ | (2.36)

¥

(I.~1)dy +1Lop+U, k0" |

""'-||._. _""""|r—t ,<L""'|h--«

7l
[(Ix ~1,)$6+U, k" |

2.4 State representation
Considering the nquadrotor state variables collected in the vector
X=[x% 551, XeR,
Either:
X=[xxyyz:¢900yy] (2.37)
Therefore, model Eq(2.36) can be represented in the state space

X = f(X,)+g(X,0)U(¢) as follows:

-

X, =X
x, = LX) re, (X 1,
X; =X,
X, = fo(X,0)+ g, (X, D)u,
X =

8 el R R (2.38)
Xy iy
X =X 0)+ g,(X, DU,
Xy = X9
X0 = S0 (X,0) + 2,0 (X, )U,
X —Xs

(X2 = -fiﬁ (X, 2) + g5 (X, U,
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Where functions f(X,#) and g (X,t) , i€(2,4,6,8,10,12) can be easily identified

from (2.36). U € R” is the vector that represents the control. We come back to this control

vector in the next chapter.

1 1
-f:l(X'z‘r):__kdxe gE(X'z‘r):_U:
m m
1 1
_)‘;(X,t):——kd‘,x4 g4(X,f):—U:
m m
1 1
.f;s(Xsf):_;(kd:xﬁ"‘mg) gﬁ(X,t):;%Cg
1 ; 1 (2.39)
= 1—[(1}, ~E)usk Twa—E% | &(X,1)=—
1 > 1
So(X,1)= I_[U: —I)xgx, + 1w, _km?xw] 810 (X,1) = T
1 ) e O
S (X, 1) = I_‘:(Ix —1I,)x,%, _kdwxlz} g,(X,1) = T

2.5 Conclusion

In this chapter, two main parts have been discussed. Firstly, an overall description
of the operation principle of the quadrotor was presented. Also, the physical phenomena
acting on his behavior were studied. Next, the Euler-Newton formalism was used for the
purpose of establishing a complete dynamic model of the quadrotor. This model showed
a non-linear, coupled and under-actuated nature. The main objective is to give a
mathematical description concepts to obtain the dynamic model of the quadrotor vehicle,
in the last decade most research’s in robotics, especially in drones, have rely on the
convention of Euler Angles. Moreover, this modeling of the quadrotor dynamics will
enable us to design a controller, the synthesis of control laws will be discussed in the next

chapter.
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3.1 Introduction

There is always a difference between the mathematical process model and reality.
This difference is due to neglected environmental phenomena during modeling and errors
in the precision of model parameter values. With the complexity of new industrial
installations, conventional controllers become powerless and usually give less efficient
results. To overcome this problem, the current research trend is towards robust nonlinear
controls that give acceptable results in large operating domains. Among these techniques,
we find sliding mode control, which has long been the subject of several research works,
alone or in hybridization with other control techniques. Sliding mode control contains a
discontinuous term that can cause chattering. The main reasons for this phenomenon are
actuator limitations or switching delays at the control. This drawback theoretically does
not affect performance in any way, but it can be harmful to certain system components

(actuator, mechanical elements, etc.) such as drone quadrotor. Thus, the main
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contributions on sliding mode controls in recent years concern the reduction of
chattering. Control by synergetic, is another non-linear control technique which is also
considered robust, the stability of the synthesis control is done based on the approach of
Lyapunov. To further enhance the performance of the system, a particle swarm

optimization (PSO) technique is used to optimally tune the controller's parameters.

In this chapter a comparative study between non-linear controller strategies the
PID, SMC and the proposed method SC-PSO) to overcome the quadrotor plane tracking
path problem in the workspace (Empty three-dimensional 3D room). the comparisons
about these control strategies are done by MATLAB/Simulink environment to evaluate
the results of PID, SMC and SC-PSO controllers against each other, The effectiveness of
the suggested SC-PSO approach has been proved by a Hardware-In-the-Loop (HIL)
Simulink Real-Time testing method using two PC (MATLAB/Simulink® environment)

equipped with two dSPACE 1104 card for several operating conditions.
3.2 Control design of quadrotor

The X4-flyer is an under actuated system with four inputs vs six outputs, and
strongly coupled. So, the control of the position and the attitude is achieved through two
cascade loops and a correction block. The inner loop is designed in order to ensure the
asymptotic convergence of the attitude and altitude motions to their desired values ¢*,
0% y* and z*. On the other hand, the outer loop is devoted to the control of the
longitudinal and lateral motions. The outer loop has as inputs the desired positions x* and
y*chosen directly by the user as well as the altitude controller Uz. It provides the
corresponding desired controllers Ux and Uy. These latter serve as inputs for the
correction block that adjusts the desired roll and pitch rotations ¢p* and 8* according to
the desired yaw ¢ * (Figure (3.1)). The obtained values of the desired roll and pitch angles
are used as inputs for the inner loop where the desired yaw and desired altitude remain
as assigned.

Let us define Ux and Uy as virtual inputs Eq(3.1).

{Uﬁ = (c¢s€cw + S;és;u)

U, = (cpsOsy —spcy ) 500

48



CHAPTER 3

Then, the correction block aims at finding ¢p* and 8* corresponding to Ux and Uy

by using Eq(3.1) as follow:

( ¢ = 4:11’651'11([]1r sin(y/d ) — U},COS(I//d ))

‘ o cos(t//d)+Uy s:’n(y/d) (3-2)

07 = arcsin s (¢ d)

“

The scheme in Figure (3.1) shows the control strategy for
(Ux,U},,UZ,U¢,U9,UW)and Figure (3.2) demonstration the correction block in

simulink.

The differential equations form of nonlinear dynamic for quadrotor (UAV) system

is given by the Eq(3.3). Considering the n quadrotor state variables collected in the vector

X=[xx % .x ., X=[xtyjz2¢000yyl . XecR"

xy
U:
l l Internal loop
Desired x !Xdi x position E '-'--------------'--:-. Us
trajectory -t control - Roll ¢ control o
: \'45 i : ;e
Desiredy |- ! » position : '__:__ .. Pitch 8 control L. -
trajectory | ! | control : : :
""""" Extemal loop | y¢ | :
=) | % Uy
DY;S:::? - '~ Pitch s control ‘F__: -
i — U
Dateda ) 2 i z position | :
2 p——r— control ' —a
trajectory \ .| H
= s’ e e e e i
T v
Figure.3. 1: Synoptic scheme of the adopted control system.
E 1) >
Ux >
@ g sin Phi2
Uy cos Phi1

Psi-d

cos Psi

t. - . hi-d
ePhil sin Phi3 ™

Figure.3. 2: The correction block
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’551 =i
X, = XD g (X D,
X3 =X,
32‘4 = fa(Xsr) -+ g4(X,f)U‘1,
Xy = X,
% = f (X 0) +u (X U,
X7 = Xg
xg = fo(X,0) + g5(X,0)U,
Xy =Xy
X109 = S1o(X, 1)+ 810(X, 1)U,
X1 =X
X, =i (D) gz (X O,
|12 Jo(X.H)+g,(X.0U, (33)
1 1
X D)=k g, (X, 1)=—U,
m m
1
f;I(X,f):—;kd:vxdt g4(X’f):;UZ
1 1
FAX:D= —;(kdzx6 +mg) A= ;c¢cg
1 g 1
fs(Xsr):[_[(]y —1,)x,0x, = I, @ x4 _kd¢xs] gs(X,1) -
1 5 1
Fo0 =—| (L = L) + Laxg ko | Zio(X0)=—
v y
1 5 1
S (X.0) :I_|:(1x —1,)xgx,, _kdyxxll:l g (X,1) = 7

z

3.2.1 Classic control by PID

In robotics, the PID regulator represents the basis of control, even if other
algorithms offer better performance. The reasons for this success are mainly the simple
structure, the good performance for a wide range of processes and the fact that it is
adjustable even without a specific model of the controlled system. Due to its simplicity,
PID controllers can be manufactured with a variety of technologies: electronic,

mechanical, pneumatic, hydraulic, analog and digital. This implies high commercial
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availability, which enables the realization of complex control schemes in a short time and

at low cost.

3.2.1.1 PID Regulator Model

PID is a linear system control method. Traditionally, its structure is introduced on
the basis of empirical considerations that the control variable u should be generated as
the sum of three control terms which are: the proportional, integral and derivative
component. Each controller has a different task to improve the dynamic response of the
controlled system.

The relationship between the control law ¥ and the deviation € is as follow

u(t) = kpe(t) + krj.e(’[)d’[ £y ety (3.4)
. dt

Where e is the error between the reference value and the output of the process.
u is the control signal. kp, ki and kp are positive or zero constants. The coefficient Kkp is
called the coefficient of the proportional action, while ki and kp are respectively the
coefficient of the integral action and the coefficient of the derivative action.

Using the PID controller requires the parameters to achieve the desired response.
Some tuning methods can be used, such as: Trial-Error and Ziegler-Nichols. Optimization
methods are also developed to obtain the optimal value of the PID constants: fuzzy logic,
genetic algorithm and optimization by particle swarm.

The first contribution (P) of the PID structure, intuitive in meaning, operates the
system proportionally to the error between the actual operation (process variable) and
the desired setpoint. In fact, the relative simplicity of control is not without flaws. If the
relative gain is set too low, the system response becomes slow. Conversely, if the gain is
too high, the system will react quickly to errors, but will experience oscillations around
the desired point. The introduction of two additional contributions, the integral action (I)
and the derivative action (D), allows us to more completely define the desired properties
of the control system. The integral part examines the global error in steady state. It varies
with the integral of the error. Although this component increases overshoot and
stabilization time, it has a unique property: it eliminates steady-state error. The derivative
part (D) varies according to the derivative of the error. This component reduces overshoot
and stabilization time. Together, these gains make up the extremely popular PID

(Proportional, Integral, Derivative) controller.
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By using the Laplace transform to the equation (3.1), we can easily determine the

classic PID transfer function as follows[22]:

v

1/s

v
~
—

v
y

S 'kD

Figure.3. 3: Structure of the conventional PID

The noted reference r is in fact the desired value for the process variable y (system
output). This reference signal is compared via negative feedback to the measured output.

The result of this comparison is the error signal (e), which is the input to the
controller. The controller takes care of forcing this error signal to zero by use of the
proportional, integral, and derivative controls described earlier (or by other mechanisms
if a different controller architecture is used). The controller then outputs an appropriate
signal u as input to the system u with the idea that y will conduct more towards r, thus
decreasing the amplitude of e.

A different representation of the PID than eq(3.1) can be more used

u(s):kp[1+i+TDS}e(s) (3.5)
15

and in winch, 7, = ky et T, = kp )
T kI D kP

3.2.2 Synthesis of the sliding mode control law for the quadrotor

The basic idea of the SMC is first to attract the tracking errors of the system’s state
variables into a suitably selected region O'(X, r) =0[7,8], then design a control law Usw
that always maintains the system in that region. In summary, an SMC consists of two parts
like in Eq(1.1). The equivalent control Ueq is determined by the model of the system. It is

designed with the equivalent control method, whose principle is based on the

determination of the system behavior when it is on the sliding surface S.
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Take, for example, the altitude equation:
o=

O T L W (3.6)
m m

The control objective is to force the output Z towards a reference trajectory Z°.
The relative degree with respect to the error e, =z — z'is equal to 2, satisfying

Assumption 1.1. Then, following Eq(1.5), define the sliding variable as:

o,=¢,+c,e, (3.7)
with ¢, > 0. Then, the sliding surface is given by:
S:{xeX ‘ O‘Z:éz+czezz0} (3.8)
We start by determining the equivalent order Uzeq , it is calculated when:

O-ZZO andd_Z:O (39)

The relative degree of the altitude equation Eq(3.6) with respect to ¢ is equal to 1 and

has the following Equation

d-z — éz + Czéz = j6 E '555* £ Czéz (310)

By replacing Eq(3.6) in Eq(3.10) we find

o, = Fi(x)— %, Feé e (xOU,

. i = |
o, =a(x,t)+b(x,t)u L
which is of the form of Eq(1.7) satisfying Assumption 1.2.
From Eq(3.8) and Eq(3.9) we find
5‘:6_5&5 +Cz(x6_i'5 ):0 (312]
Uzeq it is calculated when &, =0 , From Eq(3.11) we obtain
1 . ) .
UZeq :—|:x5 _fé(l,r)_cz (xﬁ_xs ]:l (313]
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m

« Kk ;
IF = =% bR coocdeae e @ bE.. o
! cosx, cosxg[ S om Es ( R )} (3.14)

As previously indicated Eq(1.1), the control law is formed by two terms, the

equivalent control law and the switching control law:

UZ = UZS'“' + UZ(?(} [3.15)

The equivalent part is a continuous control law deduced from

0o, (e,t :
L) =0,(e,t) =0 and the second control part us has a discontinuous U __,
6t & Z5W

feature defined as in chapter 1:

Uzsw = _kSSZ'gn(o-z) (3.16)

where K3 is a positive constant and sign is the sign function.

Consequently

U, =—k,sign(c,)+ $[3€5* —fs (D) —c, (x6 —565* ﬂ

(3.17)

. m . :
U,=-ksign(c,)+—| % +—%x, +g—c, (x6 — x;]
COS X, COS X, m

Considering the sliding variable o Eq(3.7), a Lyapunov function candidate

satisfying Definition 1.2 takes the following form
o8 L o,
T(xsf)ziaz(h,l‘) (3.18)

In order to ensure the asymptotic convergence of the sliding variable & _, the time

derivative of V has to be negative definite i.e. Therefore, the derivative of the function

Eq(3.18) is:
I"’(x,t) :O'Z(.X',f) d'z(x,f) (3.19)

In order for the function V( x,1) to decrease, it is sufficient to ensure that its derivative

is negative. This is only true if condition Eq(3.19) is satisfied.
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o (x,f) oulx1)<0 (3.20)
By emplacing Eq(3.11) in Eq(3.19) we obtain
V(x,t)=0,(x,t) [ fi(x,D) =i +ce + g (x, t)UZ] (321)
By emplacing Eq(3.17) in Eq(3.21) we obtain

_fﬁ(xat) ] j":5).( + Czéz
V(x,1)=0,(x,1)

+g4(x,1)| —kysign(o,) +

_ - [5&5* — (%, 0) =~ Czéﬂ

P =0 [ fumt) =5 +e6, +5 — fulx) —c.é— go(xDkssign(as) | G2

V(x,t)=0,(x,1) [~gs(x.0)kysign(c)]
—gs(x,t)kysign(o,) <0 = V(x,r) <0

Note that
m T
gs(x,t)=——>0, m>0 and 0<¢p,0<—=>cos¢g cosd >0
cos¢ cost Z
and k;>0

—sign(o,) < 0= —‘c:rz‘ <0

Therefore, under the controllers, the subsystem state trajectories can reach, and,

thereafter, stay on the manifold S=0 in finite-time.

The equations Eq(3.18), explains that the square of the distance between a given

point of the phase plane and the sliding surface expressed by O'_f (x,t)decreases all the
time, i.e. the state system will be attracted to the sliding surface, hence the name of

attractivity.

Form Eq. (3.22) it can be found that V(x, t) < 0. On the basis of Lyapunov theory,
the stability of the quadrotor system is assured via the SMC control law. The same

procedure must be followed in order to extract ux,u}__,UWUH and UW ,

the errors of etch state variables are defined as below:
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(3.23)
&= —x; —0-6
[y =301 i =¥ W
the sliding variable are chosen as follows:
(O'_\_ =e, t+ce,
05— é}, +ce,
104 =€ €48 (3.24)
Oy =€y +Chey
&, 244,85,
with C1>Cy2Cy:CysCy > 0. The controllers are designed as follows:
m | ..« k ] Lk
u =—ksign(o,)+—| ¥ +—Ex, +c, (x, % )
3 . U. " x|\ *2
. mi .= kdy L
W, =S Y| % £—3; 1€, (x4 — xs)
E - UZ m e
I * £ _Iz I.o k - ]
Uy = —k4sz'gn(0'¢,) Lo lu) o, —7( ! )xmx12 o — e dp x82 +c, (xs —3%7)
& I Ly (3.25)
. I o IZ B I _[ 6 k 2 Lk |
U, =—kssign(o,)+1,| % —(Ii‘r)xgx12 — X+ x,, " + (:6,(x10 - xg)
| y y y i
(1,-1,) k
. “ . 2 ¥y d[y 2 .k
U, = —k6szgn(0'W Yt 2, S XgXjo+——X15” +¢, (xlz - x“)

= -
Z o

where K1, k2, k4, ks and ke are a positive constants and sign is the sign function.
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3.2.3 Design of synergetic control law for the quadrotor
The basic procedure of synergetic control synthesis for quadrotor is shown

below. The choice of function of the system state variables (macro-variable) ¥ =W/ (x,1)

is the first step to design the synergetic controller’s synthesis.
x:f(x:t)—i_g(xat)u(xat) (326:]

The main focus of the controller requires the system to have the attractor £=0. The
characteristics of the macro-variable according to performance and control specifications
can be selected by the designer. Also, the desired dynamic evolution of the macro variable

is usually chosen by the Eq(3.27).
dg
T—+&=0, T>0
i 4 (3.27)

T is a positive constant to be imposed by the designer. In our paper, its value is

optimized by PSO algorithm.

The designer chooses speed convergence to the target equilibrium point.

Equation Eq(3.28) is given by the chain rule of differentiation as follows:

dé  0&(x,t) dx(t)
dt -~ o dx (3.28)

Take time derivative of the selected macro-variable &(x,t) with respect to the
system variable x, take account of the chain rule of differentiation, and then substitute

Eq(3.28) and Eq(3.26) into Eq(3.27), and we have

0
T%[f(x,r)+g(x,r)u(x,f)]+é’(x,f):0 (3.29)

Subsequently, by defining a suitable macro-variable and selecting the control
parameter T, the expression above Eq(3.29) can be directly solved to find the controller

u(x,t) which can be written as follows.
Usc =U4(x,1,6(x,1),T) (3.30)

The differential equations form of quadrotor is given by the Eq(3.3).
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The synergetic control synthesis of the system that we have presented in Eq(3.29)
started by demonstrating a designer that is been chosen as macro-variable and given in

Eq(3.31).
Sz :ez+/1j-ez = (% —x;)+ﬂu3j(x5 —x;)dx(t‘) (3.31)

Sr=€;+Ae;
: .. L* % 3372
&, = (¥ —53)+ 4 y(x, —x]) S
which Az is a positive constant.
&z = (X5 —x5) + A 5 (x5 — x5)

Xsand X, can be written according to Eq(3.3) as:

: 1 . * g
= [;(cosé cosQU, —k,z—mg) _xs} + A 5(x5 —x5) (3.33)

Moreover, having Eq(3.29) and Eq(3.33), the resulting control law Uz is given by
Eq(3.34):

l * *#
I;[—(cos;é cos@ U, —kdzz'—mg)—%}rﬂ(xs —X5)+¢,=0
m

Sz

l *# *
—(cos¢ cosOU. —k,z—mg)=—2%— 1 5(x5 —x5) + X
m 7

n{—é =4 <l —x;)+x;}+kdzz'+mg
U

cos¢ cost

’ . (3.34)
(%= x) + A (x5~ x)dx(r)

I

—4 (e —x;)+x; +k,.z+mg

cos¢ cosf

Stability analysis: In order to confirm the stability of the system, we use the

following Lyapunov function candidate:
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The use of Eq(3.36) leads to:

2

: 1
V:—T—S(ez A h
V=E@E +Ae)=¢, Hi(cosgﬁ cosQU, —kyz—mg)— x;} + A 3(x5

14 2Ll At y=C, Hé(cosgﬁ cos@ U, —kdzz'—mg)—x;}rl 3(x5

Using (3.33) in (3.38) results

I"’é(i]ié’f
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(3.35)

(3.36)

_x;)}

ks ]} (3.38)

(3.39)

Form Eq(3.39) it can be found that V< 0, note T3>0. The system Eq(3.3) under

synergetic control law Eq(3.34) has an asymptotic stability and its trajectories converge

theoretically to the equilibrium at an infinite time.

The same steps should be applied to defined the controller’s equation

(u,,u,,U_U,,U,). The macro-variable of etch state variables are chosen as below:

g, =8 4k lj-ex ={¥ —x:)+)u 1_[(x1 —xf)dx(f)
gy =e,+ A 2,.ey = —x;) +A 2..(3c3 —x;)dx(t)

&=y + A 4|6 = (% —x3) + A | (% — x;)dx ()

Ey=ey+ A s[eg=(x—15)+ A 5[ (% — x)dx(?)

&y A g [0, =Tu —,) A g [ Goy —gJkE)

(3.40)

with 4,4 ;,4 ,,4 4,4 |, > 0. The controllers are designed as follows:
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m I ] * k *
B = —i+x2+ d‘”x7+cl(x2—x2)
: Uz Tl m 2
m 5}! * kﬁfv *
’ UZ T2 m
_é B Z.‘ N * * k .
m = i e 3 I 20 SR L S o
Uv,=—-—3
cos¢ cosd
_ (3.41)
. N—d, Lo iy J
T4 X X i
5 y Y ) R
é;.r/ * (1 _I}’) kdl,e/ 2 *
Up=L] = T T o e R (xlz - xiz)
B 6 z
m| G-x)+4,[x-x)d@) .k, ;
z 1
m| (- ";) +4 2‘[(7(3 = -";)dx(f) i koﬁ. %
u-}':? - T +x4+;x4 +Cz(x4_x4)
7 2 )
(x. — *c;) + 24, (x— xx)dx(t) N N
U.= ¢m 7| d “}'[ > —A3(xs—x5)+xg | +k, 2+ mg
COS¢ COS !
r . . 3.42
(o —x;)+4 4].(:{? —% )dx(t) (I}, —I:) L& ki 3 i (3.42)
U¢:Ix — T, i —waqurI—xmerI—xxg +C4(xg—x8 )
[ gty . @ -1 i5 & :
Ug=1,|- IJ: + X0 — ( - )xsxlz _}—xs +%"102 +Cs (xm _-"10)
5 ¥ ¥ ¥
I (xu_xl*l)JF;Lé (xll_xlxl)dx(t) . A, k .
U, =L|- I‘“[ + X _(17")?(3-"10 +%-“122 g (xli B x12)
6 o z
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3.2.3.1 Implementation of PSO for Synergetic controller (SC-PSO)
3.2.3.1.1 Formulation of the problem to be optimized

The formulation of the problem to be optimized is mainly concerned with
minimizing the error ERR; = x; — xi * where the objective function F(X;) can be written as

fellow:
Min F(x) — MIHI(ERR) i=1,2.3,...nm- 2 (343)

With: X; the control parameter set which can be written in the following form:

X =[T.)] (3.44)
The objective function is subjected to inequality constraints as shown below:

]—;mm < TT. < I;max

kfmin <A.I- <xfmax (345]

3.2.4 Simulation Results and Discussion

In order to validate the designed control laws and evaluate the results obtained,
MATLAB/Simulink is used. We hold the same numerical values of the quadrotor
parameters. These are summarized in Table 3.1 In the present work, the values of the
desired trajectories are fixed for the position and yaw angle. That is, the desired position
(x*, y*, z*) and desired yaw angle y* come directly from the user. The corresponding
values of the desired angles, ¢* and 6* are calculated through the correction block.
Finally, the control laws based on the proposed algorithms are applied for the six state

variables (position and attitude).

In this simulation, the proposed controller’s is examined for a fly tracking
different types of trajectories, namely, square and horizontal flight trajectory. The

quadrotor must fly with a yaw of 0.52 rad,({* =0.52 rad).

For the purposes of comparison and validation of the proposed controller SC-

PSO, the PID and SMC are performed for the same flight scenario.

Figures 3.4 represents the 3D trajectory of quadrotor aircraft for all of the
controller SC-PSO, PID and SMC during the flight. The simulation results given by this

figure shows a good performances and robustness towards stability and trajectory
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tracking trajectory tracking even after a 90° lane change, which explains the efficiency of

the proposed SC-PSO control strategy.

Table 3. 1 Quadrotor model parameters

Symbols | Values Physical Significance
Ix 1.22 Quadrotor moment of inertia around X axis (Ns2/rad)
I, 1.22 Quadrotor moment of inertia around Y axis (Ns2/rad)
Iz 2.2 Quadrotor moment of inertia around Z axis (Ns2/rad)
Total rotational moment of inertia around the rotor axis
Ir 0.2
(Nsz/rad)
kr 5 Lift factor (Ns2)
km 2 Drag factor (N/ms?)
1 0.21 Arm length (m)
m 1 Total mass of the quadrotor (Kg)
g 9.806 Acceleration due to gravity (m/s?)
Kkax 012 Translational drage coefficient according to X axies (Ns/m)
kay 0.12 Translational drage coefficient according to Y axies (Ns/m)
ka: 012 Translational drage coefficient according to Z axies (Ns/m)
kdg 0.1 Rotational drage coefficient, Roll movement (Ns/m)
kao 0.1 Rotational drage coefficient, Pitch movement (Ns/m)
kay 0.1 Rotational drage coefficient, Yaw movement (Ns/m)
12
1 |
0.8 -
06—
3D Desired
0.4 3D PID
3D SC-PSO
02 % 3D SMC
0 L UJ:‘.. 0:;‘ .
1 H“‘x 085 a . ///
S 1
05 “xa /(

Y

e

0

0.5

Figure.3. 4: 3D Path tracking with SC-PSO, PID and SMC control

62



CHAPTER 3

Figures (3.5) and (3.7) shows the results of the correction block angles ¢ and 6 of
the controllers with the tracking errors Figures (3.6) and (3.8), Each controller
generates its own angles as shows in Figures (3.9), also Figure (3.10) represent the

response to stabilize the s angle at a desired value, and their tracking errors

Figures (3.11) (3.12) and (3.13) represent, respectively, the response of the
proposed controller to stabilize the quadrotor aerial robot at a desired position along the
axes (X, y, z) and the tracking errors in X, y, z directions. The different control strategies
results allowed zero overshoot except the PID controller where the overshoot is clearly
visible. In the steady state, the trajectories x, y, z and { conform to the desired trajectories.
All the controllers demonstrated good results except the case of the PID controller which
presents the most degraded performance in the transient state with the slowest response
time, oscillations and the largest error in the steady state. Unlike the SMC controller
demonstrated good results in terms of response time and static error compared or PID
controller. However, it is necessary to point out the presence of chattering which affects

the control signal as can be seen in figure (3.16) and (3.17).

Control by SC-PSO has proved the robustness and its ability to overcome the
problems encountered by PID and SMC, the results obtained prove excellent transient
performance with the fastest response time, absolutely no oscillation and the minimum
steady-state error.
the different control strategies signals given by the figures (3.14), (3.15), (3.16), (3.17),
(3.18) and (3.19), each controller has its own control signal form that is different from the

others.
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Figure.3. 5: Roll angle from the correction bloc using SC-PSO, SMC and PID controllers
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Figure.3. 7 : Pitch angle from the correction bloc using SC-PSO, SMC and controllers
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Figure.3. 8 : Tracking error for pitch angle
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Figure.3. 11: Quadrotor position along x and its tracking error
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Figure.3. 12: Quadrotor position along y and its tracking error
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Figure.3. 13: Quadrotor position along Z and its tracking error
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Figure.3. 14: The outputs Uy, Uy, Uz of the PID controller
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Figure.3. 16: The outputs Uy, Uy, Uz of the SMC controller
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Figure.3. 17 : The outputs Ug, Us, Uy of the SMC controller
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Figure.3. 18: The outputs Uy, Uy, Uz of the SC-PSO controller
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Figure.3. 19: The outputs Uy, Us, Uy of the SC-PSO controller

3.2.5 Hardware-in-the-loop (HIL) test results

Thorough and reliable system testing is necessary to check and confirm the system
design. But with modern systems becoming increasingly complex, especially software,
this step is difficult to implement. Consider testing the new aircraft's electronics. To
compete with its predecessor in today's market, modern vehicles must include autopilot
systems, cameras, radar, etc. Testing these subsystems on the assembled product under
the desired use cases guarantees that the test takes place in the ideal context, but also
results in significant testing expenses and the challenge of testing each scenario.
Additionally, delaying testing until final assembly carries significant risks, and test-driven
changes can have disastrous effects on the schedule. Unimaginable testing costs and
unexpected time to market are sure to follow. This problem becomes more complex when
you consider that only one of many aircraft ECUs equates to a large number of signals
representing different I/0 types and functions, which makes full test coverage difficult.
These factors seem to be the causes of an impossible problem that calls into question the

reasonableness of a comprehensive test that would be time- and cost-effective.
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3.2.6 The experimental validation Hardware-in-the-loop (HIL) test results
The experimental validation for the quadrotor system based on SC-PSO technique
under MATLAB/Simulink® environment based on Hardware-In-the-Loop (HIL)Real-
Time testing method. The experiment contains the following devices as show in Figures
(3.20).
e Two PC (MATLAB/Simulink® environment).
e Two dSPACE 1104 card.

e Oscilloscope for obtained the results

The Experimental test is divided into four steps
e The first step is the implementation of the quadrotor system model in a
dspace environment (dSPACE 1104 card 1)
e The second step is implementing the six controllers of SC-PSO in a dSPACE
environment (dSPACE 1104 card 2)
e The third step is connected all the output with the input and vice versa for

each dSPACE 1104 card

e The fourth step is to synchronize the input and output information

Figure.3. 20: Hardware-in-the-loop (HIL) Simulink Real-Time for quadrotor
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Figure.3. 24: Visualization sensor of the quadrotor

Figure (3.21) shows the 2D square trajectory of a quadrotor aircraft based on

|
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the SC-PSO controller during flight. The HIL test results given by this Figures
(3.22) (3.23) demonstrate a robustness and successful of the suggested SC-PSO control
strategy for trajectory tracking even after a lane change. The Sensors screen to supervise

the flight of the quadrotor aircraft, displays in Figure (3.24).

3.3 Conclusion

In this chapter, a control block based on the proposed method SC-PSO controller
has been investigated for the steering of a quadrotor UAV to achieve the desired position
and attitude. Six controllers have been developed for the corresponding six system states.
The global system is divided into two subsystems, namely, the position control subsystem,
the attitude and altitude control subsystem.

This strategy has been adopted in order to get efficient control even though the
under-actuation property is still present. The SC-PSO technique is chosen due to its useful
advantages, i.e., it guarantees robustness versus parameter fluctuations, model
uncertainties, and random external disturbances. Moreover Simulations (MATLAB/
Simulink®) have been conducted to assess the proposed controller. The simulation
results show the efficiency of the proposed controller in path tracking even under sudden
changes. In addition, these results have demonstrated the superiority of the proposed
controller in comparison with the PID and SMC. In order to support the simulations
results of the proposed SC-PSO, an experimental test was conducted using a Hardware-
In-the-Loop (HIL) Simulink Real-Time testing method using dSPACE 1104 card for path
tracking.
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4.1 Introduction

All over the world, Power quality (PQ) has been given increased attention especially
after the coronavirus. It is the set of electrical limitations that permit a device to operate
in its expected configuration without significant loss in performance or slowly destroying

the system [60]. In the 21st, the importance of power quality is very significant due to the
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deregulation of the power industry and proliferation of sensitive loads that need clean
and uninterrupted power such as microprocessor based controller, power electronic
drives, etc. Non-linear loads are causing a number of power quality problems including

[61] [62]

e low power factor.
e low efficiency.
e electromagnetic interference (EMI).

e distortions in the voltage and current signals.

More issues result from zero, negative, and positive components caused by single-
phase load or unbalanced loads. Power quality issues have very negative impacts on the
power system, and they should be resolved to have reliable and secure power systems

[63,64].
4.2 Power Quality Problems

Any power supply is defined as any power problem manifested by current, voltage,
or frequency and load variations deviations that lead to poor operation of customer
equipment or complete failure is defined as a power quality problem. One of the most
important problems faced by the power quality and that occurs permanently in the power

system are:

e Voltage fluctuations.
e Voltage sag.

e Interruption.

e Unbalance.

e Harmonics.

Harmonic distortion is the main problem for the current.

4.2.1 Unbalanced system

A balanced three-phase electrical network supplying an unbalanced three-phase
electrical load leads to voltage imbalances due to the circulation of unbalanced currents
in the grid impedances. The unbalance of the three-phase system is therefore generated
when the three voltages are not identical in amplitude and/or are not offset by an angle

of 120°.
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Figure.4. 1 : Voltage three-phase system unbalance

4.2.2 Frequency variation

Significant variation in grid frequency is very rare and only exists in exceptional
circumstances, such as in grids fed by an independent heat source. The fundamental
frequency average value should be within the range of 50 Hz 1%, during normal

conditions.

Fixed
frequency

Variable
frequency

Figure.4. 2 : Frequency variation waveform.

4.2.3 Interruption

Voltage sag is a drop in nominal voltage to a value between 10% and 90%. This fall
can last for a time ranging from 10 ms to a few seconds. The voltage dip can be caused by
natural phenomena like lightning, as well as by the presence of faults on the installation
in the public or private grid. These voltage dips also appear during switching operations

causing high currents such as motors, transformers, etc.
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Figure.4. 3 : Voltage Dips and Interruptions

4.2.4 Harmonics

Advances in power generation technology and its renewable sources installed in the
grid and highly advanced equipment for customers have increased [63]. In many
applications, the use of power electronic devices has given more effectiveness and
flexibility [66]. But the excessive use on the grid of these power electronic devices that
consider you non-linear loads leads to many problems which have become a major
concern [66,67]. There has been an increase in nonlinear loads in industrial and
commercial spaces (appliances, and adjustable speed drives). The use of non-linear loads
leads to distortion and imbalance in the power supply. Disturbances like harmonic

distortion lead to an unstable and insecure power system.

The harmonic currents flow back in the direction of the source through the point of

common coupling (PCC) [68].
Harmonics have two effects on the power system

e Short-term impacts are related to excessive voltage distortion.

¢ Long-term impacts are an increase in resistive losses and voltage stresses.

Among the losses that occur due to harmonic currents interacting with the equipment of

the power system, resulting additional losses, overloading, overheating and errors in
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metering devices. Another effect is to reduce the system's Power Factor (pf), which is

described as follows

= | p2 +0? (4.1)
S=P*+0? 4.2)

where
P : The active power.
Q : The reactive power

S : The apparent power.

As aresult, regulatory guidelines and standards for managing the acceptable limits
for voltage and current harmonics are provided by IEEE (Institute of Electrical and

Electronics Engineers) as shown in Table 4.1 [69].

Two important definitions of current harmonics have been given [70]:
e Total Demand Distortion (TDD).

e Total Harmonic Distortion (THD).

In many applications, THD is the most commonly used harmonic index and is

calculated as follows:

Vs — 1 RMS of all harmonic current

THDcurrent = = (43)
' I, RMS of the fundamental current

a: Even harmonics are limited to 25% of the odd harmonic limits above.

b: Current distortions that result in a dc offset, e.g., half-wave converters, are not

allowed.

c: All power generation equipment is limited to these values of current distortion,

regardless of actual Isc/IL.

where Isc = maximum short-circuit current at PCC
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IL = maximum demand load current (fundamental frequency at the PCC under

normal load operating conditions

Table 4.1: I[EEE 519-2014 current harmonic distortion limits [69]

Individual harmonic order (Odd harmonics)a’b
ISC/IL <11 11<h<17 | 17<h<23 | 23<h<35 35<h TDD
<20°¢ 4.0 4.0 4.0 4.0 4.0 4.0
20<50 7.0 7.0 7.0 7.0 7.0 7.0
50<100 10.0 10.0 10.0 10.0 10.0 10.0
100<100 12.0 12.0 12.0 12.0 12.0 12.0
0>1000 15.0 15.0 15.0 15.0 15.0 15.0

quare wave Fundamental
/ /—\ sine wave component
3rd harmonic
\ 5th ha:r/monic

Figure.4. 4 : Harmonics.
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4.3 Electrical loads connected to the electrical grid

4.2.5 Linear load

Aload is considered as linear, when it is supplied by a sinusoidal voltage source, it

absorbs a sinusoidal current, as an example of linear loads resistors, inductors ... etc. The

Figure (4. 5) illustrates this type of electric loads.

It °
- o
4
2
of.
© o [r:
4
-
) 0,01 002 003 004 005 0.06

t(s)

Figure.4. 5 : Waveforms of voltage and current absorbed by a resistive load

4.2.6 Non linear loads

A load is said to be nonlinear when the current it absorbs does not have the same
shape as the voltage that supplies it [70]. This class of loads includes static converters

(dimmers, rectifiers, etc.), saturated magnetic circuits, lamps, etc.

With the contribution of semiconductor technology to electronics, and the
development known by power devices, the loads supplied by a sinusoidal voltage absorb
a current which is distorted, the current and the voltage are therefore no longer
proportional. The Figure (4. 6) presents the structure of a nonlinear load represented by

a diode bridge output on an load, and powered by a grid.

i (1)
=

o st j]l

Figure.4. 6 : Mains current waveform by the effect of the pollutant load.
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4.4 Mitigation of Power Quality Problems

In order to improve the quality of electrical energy and energy efficiency, the
implementation of effective solutions to deal with the current problem of harmonics and
their technical and economic consequences is essential [60]. The suppression of the
current harmonics is important in improving the power quality [63,64]. in this section,

we reveal the different depolluting remedies. we present the following solutions:
1-  Oversizing of network components,
2-  Use of special transformers,
3-  Use of special devices (PWM rectifier, etc.),

4-  Use of filtering devices (passive filtering, active filtering and hybrid filtering).

A common technique for eliminating harmonics is to use filters. the types of the most

used filters to eliminate current harmonics are: passive and active filters.

Passive filtering was a solution for pollution control and power factor improvement
on electrical grids. However, the increase of power electronic devices in electrical grid has
limited the use of these filters which are no longer suitable for current grids. therefore,
the active power filter (APF) was introduced to overcome the limitation that presents the

passive filters.

4.2.1 Passive filters

Using passive components such as inductors, capacitors and transformers, these
techniques offer a rapid and easy solution [77]. It can be noted that passive filters are
characterized by their large size. This equipment can also cause resonance problems with
the grid impedance [78]. Table 1.2 presents the advantages and disadvantages of passive

filters [77].
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Table 4.2: Advantages and disadvantages of passive filters.

Simple implementation of a given
transfer function in terms of the number

of required components

Provide no signal gain because of no

active elements.

Require no power supplies because they

do not have active components

May need to use buffer amplifier to
have the desired values of input and

outputimpedances

Work fine at very high frequencies since
there are no bandwidth limitations of op

amps

May cost alot because of inductor
characteristics such as high accuracy,

small physical size and large value.

Work in applications having large current
or voltage levels that the active devices

cannot handle

Tuning the adjustable inductors to the
required values is time-consuming and
expensive  when

producing large

quantities of filters.

Generate little noise (compared with

active elements).

Can be difficult and time consuming to

design complex passive filters (higher

than 2nd-order)

4.2.2 Active power filters

For the purpose of minimizing the power quality problem, active power filters are
introduced [61]. For some specific conditions of a system, new resonances appear with
the application of passive filters [79]. In addition, the number of passive filters to

implement increases with the increase in the number of harmonics to eliminate.

In the last decade, several publications have appeared on active power filters (APF)
to reduce harmonics in the source currents. Active filters are adjustable with the system
conditions in terms of harmonic reduction and reactive power compensation [61]. Unlike
passive filters, active filters use amplifying components to synthesize the desired filter
characteristics [77]. The concept of an active filter is to compensate disturbances in real

time by injecting, in series or in parallel, harmonic currents or voltages in opposition to
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the existing harmonics in the electrical grid. Table 4.3 shows the advantages and

disadvantages of active filters [77].

Table 4.3: Advantages and disadvantages of active filters.

Can have high input impedance, low Effect on capacitors due to the problem
output impedance, and virtually any of accuracy and value spacing. Effects
arbitrary gain. here are lesser than for passive filters.

Achieve very good accuracy within the Limit the performance at high
operating frequency. frequencies because of the gain-
bandwidth product of the active filter

elements (such as amplifiers).

Reduce the number of the inductors. Generate noise because of the
amplifying circuitry which can be
minimized by using low-noise

amplifiers.

4.2.3 Active power filter topologies

APFs have different topologies depending on the type of harmonics to be eliminated,
the active filters are connected either in series, in parallel or in combination of both (series
and parallel). So, we distinguish three types of APFs are: series APF, shunt APF and hybrid
APF [79]. The usual type of APFs is the shunt APF [65], which is used to correct the

grid/source currents.

4.2.3.1 Series active power filters

This filter is considered as a voltage source since it generates harmonic voltages
which oppose the disturbing voltages in order to eliminate them and preserve a perfectly
sinusoidal voltage form. However, harmonic currents are not compensated by this type of

filter. This type of filters utilizes a current-source inverter as shown in Figure 4.1.
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Nonlinear

Source Load

Figure.4. 7 : Series APF
4.2.3.2 Shunt active power filters
The concept of the parallel active filter is to inject harmonic currents in order to

compensate the harmonic currents generated by the load. As shown in Figure, this filter

employs a voltage-source inverter.

Source Nonlinear

Load

Figure.4. 8 : shunt APF

4.2.3.3 Hybrid APF

The idea of this filter is to combine the other two types [65], serial and parallel, and
connect them to the network in order to benefit from their advantages (Figure.4.1 ).
Therefore, this topology ensures a sinusoidal current and voltage of the electrical grid
from the disturbed current and voltage. This device is obviously more powerful, however,

its high price and the complexity of the control of the many switches limit its use.
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Figure.4.9: (A) Hybrid series APF. (B) Hybrid shunt APF

4.2.4 Proposed study system Shunt active power filters

The objective of the shunt active filters eliminate distorted components of network
load currents; therefore, the source currents have low harmonic distortion and are in
phase with the source voltages. Its basic principle is to compensate the load current
harmonics and supply the load reactive power. Therefore, the source provides only the
active power. This filter is able to compensate for any type of load and adjust itself when
the load changes. Since the APF is connected in parallel to the AC mains, it does not require
atransformer in the system. Shunt APFs have shown excellent performance in eliminating

power quality problems associated with source currents [62, 80].

Non-linear and unbalanced loads are responsible for current harmonics and

unbalanced currents. Consequently, the source currents are distorted and/or unbalanced.
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The shunt active filter is mainly located on the load side and responsible for injecting
harmonic currents to compensate for harmonics, unbalance and reactive power. The
injected currents have equal magnitudes of and opposite phase of the source currents.

This allows the source currents to provide only the fundamental components [81].
4.5 Conclusion

One of the most important problem of harmonics in the distribution grid, its
characteristics, sources, and consequences have been clarified in this chapter, and
because of these problems, immunity and emissions standards have been imposed to
protect consumers as well as energy producers and distributors, and these standards are
set by experts in the field of electrical engineering. Therefore, scientists in the field of
research and technological development competed to find solutions to reduce this
harmonic pollution. So that many solutions for decontamination were found. From one of
these solutions, we chose the Active power filters because they are superior to the passive

power filters in terms of size and resonance.

In the next section, we will discuss finding a new and robust way to control this filter.
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5.1 Introduction

This chapter presents a robust control strategy SC-PSO for SP-SAPF systems
compared with others controllers (HY, SMC and SC). However, in published works,
hysteresis controllers have been introduced and have attracted much interest in SP-SAPF
applications. This type of controllers provides over-current protection capability for
versatility and simplicity of practical implementation. To practically validate the
hysteresis controller, the digital signal processor ensures a high and fast dynamic
response over other types of digital controllers [82]. Despite the good performance of the
hysteresis controller, it still faces the problem of a variable and high switching frequency.

This causes increased power losses and produces "severe electromagnetic compatibility»
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EMC noise in SP-APF and also complicates the selection of the coupling inductor in
hysteresis current regulators. [83]. Also, the method SMC has good robust characteristic,
but introduces the chattering effect which can cause wear, tear in actuating system and
increases the energy [84] consumption of the controller (from a control effort point of
view). Although one of the ways to mitigate the chatter phenomenon is used to replace
the signal function in the control device with the saturation function, it does not eliminate
the chatter phenomenon completely. This gives the proposed synergetic control method

a major advantage over the SMC.

The objective in this chapter is to design a robust controller that gives good

results. This is made possible by optimizing the parameter of SC using the PSO
algorithm for efficient tracking of the control objectives. The SC-PSO is designed for SP-
SAPF and is known for its robustness to matched “uncertainties/perturbations” and

which is known for being a smooth controlled with low energy consumption.

In the sequel, simulations show the effectiveness of the SC-PSO controller and its
performance is mainly compared to that of the Hy and SC controller. After we get the

results, we will do an experimental test to prove the results in reality.

5.2 Control design of single-phase shunt active power filter

5.2.1 DClink voltage regulator

The DC input voltage of the inverter in an APF is provided by a capacitor [87]. This
DC link voltage can stay constant if there is no active power exchange between the shunt
APF and the grid, and if there are no losses in the inverter. Practically, both conditions can
be not realized.

The power losses of the inverter can be compensated for by drawing balanced
power from the grid to the DC bus. A DC-bus voltage regulator can balance the losses. As
a result, the DC-link voltage control is very important in order to stabilize the power
exchange, to compensate for the inverter real power losses (pdc), to generate accurate
reference currents, and to regulate the DC-link voltage [82:83]. Several methods for
controlling the DC-link voltage are employed in controlling a shunt APF such as a PI

controller and a sliding mode controller.
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PI controller is offered to decrease the instability and variations of the DC link
voltage, such as indicated in “Figure 5.1” The DC link voltage regulator consists of the
proportional gain (Kp) for enhancing the rise time and the integral gain (Ki) for smooth
operation, eliminating the error between the sensed DC link voltage (Vc) and its reference
(Vc") in steady state [33].

As shown in Figure. 5.1, a PI controller is cascaded with a current controller for
obtaining unity power factor in a single-phase SAPF. These controllers purely filter out
the load current harmonics. In fact, harmonic components are taken from the main and
transferred to the SAPF.

In this condition, grid current is would be completely sinusoidal and in phase with

the utility voltage V.

oK

i, =1 =ksind (5.1)

N

k: is a constant coefficient, which depends on local load active power consumption.
Also is" is reference value of the grid current. As it is explained in the next section, sin 0 is
generated using a single-phase PLL. The value of the k can be determined in an outer loop
according to DC-link voltage error.

To calculate the PI controller's gains, firstly we must determine the transfer

function of the studied system with PI controller through the Eq. (5.1) [85]:

Ve  (K,/C)(s+K,/K,)
v.," s2+(K,/C)-s+K,/C

(5.2)

We notice from the Eq. (1) that the closed loop system is presented by a canonical

second order transfer function.

Ve @? c 3
V. s*+2(w,s+o; (5:3)

Through the equalization of the two denominators of equations 1 and 2, the

controller's gains (Kp and Ki) are quantified as follows:

K, =20C (5.4)
K =Cw,?
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[ Inner Current Loop ]
[ Outer Voltage Loop |

/

; Variable | | L
. 3y Smi)clt e Current |
Vpc ! >
§ ‘i‘— Voltage Controler | |
- vpc |Controller

Figure.5.1: Proposed two loop controllers

5.2.2 Current control design using single-band hysteresis controller
The single-band hysteresis current controller is known for its quick response, easy

implementation, maximum current limit and independency to load parameter variations.
Itis used to control the current in a single-phase APF so that it can produce an output
current which follows a reference current signal. This technique controls the switches in
a VSI such that it can force the current to go up and down to track a reference current
signal. The error signal e(t), that is the difference between the reference current, if*(t)
and the current generated by the VSI, i{t), is used to control the switches of a Vs If the
error attains the upper limit then it will cause the switches of an inverter to make the
current go down, whereas, the current is forced to go up if the error reaches the lower
limit. “Figure. 5.2”(a) illustrates the single-band hysteresis current controller, but the
limitation of this controller is that its average switching frequency is not constant, which
leads to losses. The maximum switching frequency for single-band hysteresis controller
is given by the following equation [86]:
v

fsw(max) = %_CL (5 . 5)

where, h is the hysteresis limit, V: is the DC-link voltage on the single-phase APF, and Lr

is the value of the inductance through which the current flows.
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Figure.5.3: Control block diagram of SP-SAPF using hysteresis current controller.
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5.2.3 Control design using sliding mode control
The shunt APF with the SMC method is operated in bipolar mode illustrated in Figure.

5.4. At positive half cycle of the grid voltage, Q1, Q3 are on and Q2, Q4 are off during 0<¢<dTs,
and Q2, Q4 are on and Q1, Q3 are off during d7,<t<Ty, vice versa at negative half cycle, where
T is the switching period, and d is the duty ratio of the converter.

Figure. 5.5. (a) and (b) show the equivalent circuit of the SAPF during one switching

cycle in which the non-linear load is expressed as a constant current source i;.

Nonlinear Load Nonlinear Load
. -
-Q—v an ILn ; _Elf ]
> >+V —
% l L C=x
Nonlinear Load Nonlinear Load
Q3
—U- f A 1\ I A . 1]
Vv ! L Vv k I I f
< 3 Y < ) Y ey
% l' +VL_ L # l' +VL_ C .
Uei
(0<r<dl) dl <t<T)

Figure.5.4: Operation modes of the shunt APF power stage
On the assumption that at first the switching frequency fs of the SAPF is
much higher than those of the line and the non-linear load currents, second the
capacitance of the dc-link capacitor C is large enough so that Vc is regulated to
be a constant value in each switching cycle, the current if is approximately
constant during the switching period. Then, by using volt-second balance of the

APF inductor L in the equivalent circuit of the SAPF shown in Figure. 5.5.
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(c)
Figure.5.5: Equivalent circuit of the SAPF and operation waveforms.
(a) 0<t<dTs when vs>0, (b) dTs<t<Ts when vs>0,

(c) APF inductor current and voltage.

By using the State space averaging technique The differential equations form of nonlinear

dynamic for SP-SAPF system is given by the Eq. (5.6).

-1 V.
G ==, (1-20,) +—5
A A

o1
X, =Ex1(1—2Ud) (5.6)

-1 V. 2
{f(x):L—xz +%, g(x)=L—x2, u=U,
r 1 ’
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As reminder: x(t) represents the state coordinate; x1 represents the current filter
(i); x2 represents the DC link voltage (V¢); Uad is the control input (the duty ratio); Lr is the
inductor of SP-SAPF and C is the capacitor of the DC link voltage.

The basic idea of the SMC is first to attract the tracking errors of the system'’s state
variables into a suitably selected region O'(X, t) =0, then design a control law Usw that
always maintains the system in that region. In summary, an SMC consists of two parts like
in Eq(1.1). The equivalent control Ueq is determined by the model of the system. It is
designed with the equivalent control method, whose principle is based on the
determination of the system behavior when it is on the sliding surface S.

The control objective is to force the output irtowards a reference trajectory if".

The relative degree with respect to the error &, = if — if* is equal to 2, satisfying

Assumption 1.1. Then, following Eq(1.5), define the sliding variable as:

o X

%, =&, TG, Jei.f G, =hTHh Ty Ty (5.7)
with ¢, > 0. Then, the sliding surface is given by:

5= {x €X ‘ Gi, =&, G, &, = O} (5.8)
We start by determining the equivalent order U _, g0 1tis calculated when:

o;. =0 and d-i» =0
I I

(5.9)

The relative degree of the altitude equation Eq(5.6) with respect to o is equal to 1 and

has the following Equation

. . . .k
Oj, =6, 16 & =X —X 66 (5.10)

By replacing Eq(5.6) in Eq(5.10) we find
G'if = f (X,f) - ).Cl + cifeif +8g (xat)Uif

— 5.11
G.if =a(x,t)+b(x,t)u 11

which is of the form of Eq(1.7) satisfying Assumption 1.2.
From Eq(5.8) and Eq(5.9) we find
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xif B xif TG, (xif — i, ) =0 (5.12)
U, ., itis calculated when o, =0 , From Eq(3.11) we obtain
red z

B 1
Vel g(x,1)

[xl* —fn)- G, (xif B x:f' ):| (5.13)

Useg = X1*+sz_&_ci (xi _xi*)
2 L L A (5.14)

As previously indicated Eq(1.1), the control law is formed by two terms, the

equivalent control law and the switching control law:
U=U.+U.y (5.15)

The equivalent part is a continuous control law deduced from

do,(et)
ot

feature defined as in chapter 1:

7, (e,t) =0 and the second control part us has a discontinuous U,-fsw

U o=k sign(o; ) (5.16)

l/'

where Kir is a positive constant and sign is the sign function.

Consequently
U, =—k, sign(o, )+ 1 [xf —f(x0)—q (xl —xl*)]
o g !
(5.17)
Uif = —kifSig”(Uif) + ZLTJZ{XI + Ll—fx2 - Z—Sj —G, (xif - xi*f ):l

Considering the sliding variable o, Eq(5.7), a Lyapunov function candidate

satisfying Definition 1.2 takes the following form

1
V(x,t) =§Gf(x,f) (5.18)
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In order to ensure the asymptotic convergence of the sliding variable o _, the

time derivative of V has to be negative definite i.e. Therefore, the derivative of the
function Eq(5.18) is:

V(x,0)=0.(x,1) 6.(x,0) (5.19)
In order for the function V(x,t) to decrease, it is sufficient to ensure that its derivative

is negative. This is only true if condition Eq(3.19) is satisfied.

o.(x,t) o, (x,t)<0 (5.20)
By emplacing Eq(5.11) in Eq(5.19) we obtain

Pn=0; (x0) | =5+ /(60 +6 6 + 20U, | (5.21)

By emplacing Eq(3.17) in Eq(3.21) we obtain

—)'cl* + f(x,t)+ ¢ &, + g(x,t)— kifsign(O'if )

V(x,)=0; (x0) | L

_ —)'cl*+f(x,t)+c. e +5c1* — f(x,t)—c; e
V(x, t) _ Gif (x, t) Iy Iy

__g(-xat)kif sign(O'if)
V(x,t)= o; (x,1) [—g()c,t)ki sign(o; )} (522)
f f S
~g(x,0k; sign(c; )<0 = V(x,t)<0
Note that

g(x,t)zLix2 >0 x, >0, and kif >0
f

<0

—sign(o; ) <0= —‘Gif

Therefore, under the SMC controller, the system state can reach, and, thereafter,

stay on the manifold S=0 in finite-time.

The equations Eq(5.18), explains that the square of the distance between a given

point of the phase plane and the sliding surface expressed by 0'? (x,t)decreases all the
A

99



CHAPTER 5

time, i.e. the state system will be attracted to the sliding surface, hence the name of

attractivity.

Form Eq(5.22) it can be found that V(x,t) < 0. On the basis of Lyapunov theory,
the stability of the SP-SAPF system is assured via the SMC control law.
5.2.4 Control design using Synergetic control synthesis for SP-SAPF
The synergetic control synthesis in Eq(5.23)of the system that we have presented
in Eq. (5.6) started by demonstrating a designer that is been chosen as macro-variable
and given in Eq(5.24).
T%+§:0, T>0 (5.23)

T is a positive constant to be imposed by the designer. In our paper, its value is

optimized by PSO algorithm.

c=¢, + /1_[ e, =(x, — X, )+ /Ij (x, — x, )dx(t) (5.24)
fzél.f + e,
: 1 V. .. . (5.25)
= L_xz(sz _1)+f“_x1 +/1(x1 _x1)
’ f

Moreover, having Eq(1.23) and Eq(5.25), the resulting control law Uqis given by Eq(5.27):

1 V * *
T\—x,QU, -D)+—=—-x, |+TA(x, —x,)+y =0 (5.26)
Lf Lf
L +A(x, — x;) - x;. + =S V,
T T L, -
Use =U,; = 5 +E (5.27)
“x,
Lf

To confirm stability, we use the following Lyapunov function candidate:

Lo
v=28e (5.28)

Therefore:
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V=¢E (5.29)
The use of Eq(5.25) in Eq(5.29) leads to Eq(30):

Y A L .
=i E ]3¢ (530

Form Eq. (5.30) it can be found that ¥ < 0 .
On the basis of Lyapunov theory, the stability of the SP-SAPF system is assured via
the synergetic control law.

SUPPLY VOLTAGE NON-LINEAR LOAD

(e ——— ) co T \
| o _pooe) i
l i C-—Z\N\ : Diode |
| | = i | CL RL |
| : 1S | |
' | Brid —
I Vs : Vs *V | Heee -1 :
| | —N—
| | [ :
' ' NN ' |
| t = ) f |
_ D, L B
7T SINGLE-PHASE VSI
(/ ________________________ B\
I |
| Si S3 :
|
NG | / / Vc:
OPTIMIZED : Ly C [+ |
VN |
SYNERGETIC ! I I:]—
CONTROL | % 5 B :
|
I |
I |
I |
| )
SrooohdoidoonoooooooooanE
+ ¢+ ¢t ¢
i > Gate driver
.}'E‘— PI Controller — <+
Tax Ve

Figure.5.6: Description of proposed SP-SAPF system

5.2.4.1 Implementation of PSO for Synergetic controller (SC-PSO)
5.2.4.1.1 Formulation of the problem to be optimized

The formulation of the problem to be optimized is mainly concerned with
minimizing the error ERR = ir - if* where the objective function F(X) can be written as

fellow:
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Min F(x) = Min(ERR) (5.31)

With: X the control parameter set which can be written in the following form:
X =[T,\] (5.32)

The objective function is subjected to inequality constraints as shown below:

Tmin < T < Tmax

| (5.33)
}Lmll’l < 7\’ < }Lmax

5.3 Simulation results

The performance of the proposed SP-SAPF system based on SC strategy optimized
by PSO has been evaluated by using MATLAB/Simulink software. The nominal values for

SP-SAPF system parameters and components are listed in Table 5.1.

Table 5.1: Parameters of the studied system

System frequency fs 50 Hz
Source voltage Vs 50V
Input inductance Ls 4mH
Load inductance L 2mH
Load resistance Ry 11.5Q
Load capacitor CL 550uF
Filter inductance Ly 8mH
Filter capacitor C 1100pF
Voltage reference Ve 110V

The obtained simulation results are ranging from 5 to 9. Figure. 5.7 shows both
source voltage (Vs), source current (is), load current (i.) and the filter current (if). The
source current is presented by a sinusoidal shape and in phase with the input voltage of
the single-phase network. In their turn, both line and filter currents have been presented

by their appropriate waveforms.
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Figure.5.7: SP-SAPF performance waveforms under nonlinear load
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Figure. 5.8 shows the performance of the DC link voltage under the conventional
PI controller used during start-up as well as its progression towards the imposed
reference voltage. The sensed output voltage (Vc) correctly reaches its reference values
(V) of: 110V, 140V and 110V in a very satisfactory manner.

To show the robustness of the suggested SC-PSO approach, the DC link voltage is
fixed to 110V and the nonlinear load underwent a modification in t; = 1s by the addition
of the resistance R = 23() in parallel with the old load then its elimination in ¢tz = 1.5s.THE
DC link voltage (Vc¢) and the source current (is) react correctly to these imposed operating
conditions as shown in Figure. 5.9.

A comparative simulation study between the classical hysteresis control, the
synergistic and optimized synergistic approach applied to the single-phase filter have
been established in order to evaluate the quality of the source current (is) as shown in
Figure. 5.10. The spectral analysis of these source currents has been presented in

Figure. 5.11.

~ 120 1 -
= 110 WWWMMWWMMWMMWWMWW
0100 .
~ 90} :

80 1 1 1 1 1 1 1 1 1

0.8 0.9 1 11 12 13 14 15 16 1.7 1.8

10 .
<
._U)

10 F h

08 09 1 11 12 13 14 15 16 17 18
T(s)

Figure.5.9: Simulation results of DC link voltage (Vc)and source current (is)

during the change of the load
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Figure.5.10: Compared waveforms of the source current (is)

[t is clearly visible that in the absence of the parallel active filter, a THD of 49.07%
was recorded. After activation of the parallel active filter controlled by the three
techniques mentioned previously, new THD values were recorded which are respectively
equal to: 3.63%, 2.82% and 2.35%. Through these results, the optimized synergistic
control strategy of the SP-SAPF system clearly marked its superiority compared to other

conventional hysteresis and non-optimized synergistic techniques.
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5 10

15

20

0 5 10

15

Fundamental (50Hz) = 7.229 , THD= 2.82%

20

= L 1

o

5 10

15

Fundamental (50Hz) = 7.218 , THD= 2.35%

£

5 10

15

20

Figure.5.11:Source current spectral analysis: (A) without SAPF, (B)
with Hy control, (C) with SMC method, (D) with SC method and
(E) with the proposed SC-PSO method
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5.4 Experimental results of SC-PSO for SP-SAPF

To give more confidence to our study, an experimental test bench is carried out
using a dSPACE 1104 board as presented in Figure. 5.12. The performance of considered
synergetic approach based on PSO algorithm and PI controller for the SP-SAPF has been
tested for several conditions. For assess the studied control strategy, our SP-SAPF system
is experienced in transient and steady states.

Furthermore, coverage of changes affecting the nonlinear load, the DC link voltage
(Vc) and the power source (Vs) has been taken into consideration in this section. Using the
power quality analyzer (Chauvin ArnouxC.A.8335) and the digital oscilloscope
(GwinstekGDS-3504), the obtained practical results are recorded and presented in the

following sections.

Figure.5.12: Photograph of platform of the experiment test.

5.4.1 SP-SAPF performance in transient and steady states
The start transient of the SP-SAPF at the reference point of DC link voltage V¢" of
110V accompanied by the currents is, i and if responds smoothly without overshooting

as shown in Figure. 5.13.
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Figure.5.13: Transient response of SP-SAPF during increment
of DC link voltage from V¢=0V to V=110V
Figure. 5.14 shows the steady-state responses of the suggested control law under
non-linear RC load. The source current has a nearly perfect waveform sine and in phase
with the supply voltage thanks to the filter current. For its part, the load current is

presented in steady state by its usual form.
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Figure.5.14: Steady-state performance of the proposed control of the SP-SAPF
under a nonlinear RC load condition
Before connecting and commissioning the SP-SAPF, the source current is distorted

and its THD is rated at 38% as shown in Figure 5.15.
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After activation of SP-SAPF controlled by the synergistic strategy optimized by
PSO, the source current has become sinusoidal in phase with the source voltage and its

THD is 3.3% as shown in Figure. 5.16.

5.4.2 Performance of the SP-SAPF during change in the DC link voltage reference

The variation of the DC link reference voltage for the following values 110V, 140V
and 110V was used to verify the performance of the SP-SAPF as shown in Figure. 5.17.
The DC voltage of the filter quickly reaches and easily follows the various imposed
references with recording of acceptable overshoots. In addition, the source, load and filter
currents maintained their appropriate values during the changes made in the DC link

voltage.

cursTex = [t

I
I
|
l
1
|
]

|

Y
D Hz |

<ahz
( & = zon M ~ oor [ 2soms —ES0.0ms]{ ]

cunsTex | u e

( & = zoa 7@ ~  zop J[ soms —434.0ms]{ ]

111



CHAPTER 5

cursrex —LT

( ® = oon 1 coms @ 262.5ms][

Figure.5.17:Dynamic response of the proposed control of the SP-SAPF under
the DC voltage reference sudden change from [110V,140V] and inversely.

5.4.3 Performance of the SP-SAPF during change in the nonlinear load

A nonlinear load change is implemented by connecting/disconnecting an additional
load in parallel of the old load. The real-time test results are shown in Figure. 5.18.
Because of step change in nonlinear load, source current increases/decreases smoothly.
DC link voltage remains fairly constant and does not experience the variations in
nonlinear load. With the exception of certain distortions due to the change in the source
current, the DC link voltage is maintained at a constant value of 110 V during the change

in the nonlinear load. The load and filter currents react correctly to this established test.
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CHAPTER 5

5.4.4 Performance of the SP-SAPF under a polluted power source

In this section, the aim is to prove the robustness of the proposed optimized
synergetic control in case of a polluted power source with a THD of 20%. The obtained
practical results in steady state of the source, load and filter currents are given in
Figure. 5.19. Without SP-SAPF of the deformed power source, the THD of the measured
source current is equal to 47.6% as indicated in Figure. 5.20.

In the event that the SP-SAPF is activated and the power source is deformed, the
saved THD in Figure. 5.21 of the source current is 5.3%. This experience has proved the
ability of SC-PSO control law to enhance the shape form current in case of the degraded

quality of the power source.
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Figure.5.19:Steady-state performance of the proposed control of the SP-SAPF

under distorted source voltage condition
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5.5 Conclusions

This chapter presents the simulation and experimental validation of the SP-SAPF
control strategy based on the SC technique optimized by the PSO algorithm (SC-PSO). The
two parameters T and A which previously were imposed arbitrarily by the designer are
this time determined by the PSO. The proposed command was able to effectively control
the DC bus voltage as well as the current of the single-phase source through the better
mastery of the filtering device switches. The evaluation of the optimized synergistic
control was performed by MATLAB/Simulink software and practically confirmed by the
dSPACE 1104 card.

The simulation in the case of the application of the optimized synergistic technique
allowed us to have a better waveform of the source current (THD = 2.35%) compared to
the quality of the currents obtained when using the classical hysteresis method (THD =

3.63%) and the non-optimized synergistic control (THD = 2.82%). These simulation

117



CHAPTER 5

results show the positive impact of the optimized synergistic control on the power quality
of the single-phase source feeding the non-linear load.

The feasibility of the command developed was confirmed in practice by the dSPACE
1104 card under different operating modes of the SP-SAPF affecting the DC link voltage
reference, the non-linear load and the quality of the single-phase electrical network. The
optimized synergistic control has confirmed its success through the obtained practical
results. The recorded source current is sinusoidal and in phase with the input voltage with
a THD of 3.3% for an unpolluted voltage source. In the case of a polluted voltage source, a
source current THD of 5.3% is saved. These practical results largely meet the international
standard of the IEEE.

Finally, the strategy of optimized synergistic control applied to the single-phase
filtering system can effectively contribute to improve the power quality in the tertiary

sector.
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General Conclusion

General Conclusion and
Future Works

6.1. General Conclusion:

Classical control laws perform well for linear systems with fixed parameters.
However, in contrast to complex and nonlinear systems, the results of these controllers
can be unsatisfactory because they are not robust. It is necessary to require control laws
that are insensitive to parameter changes for disturbances and uncertainties. Therefore,
non-linear controllers were found to overcome these obstacles.

In this dissertation, a novel and advanced approach based on incorporating
Artificial Intelligence (AI) for adjusting control parameters is proposed, in order to
improve the stability and robustness against disturbances and uncertainties. This non-
linear approach is a Synergetic Control (SC) based on Particle Swarm Optimization (SC-
PSO) technique. This strategy has been adopted in order to get efficient control even
though the under-actuation property is still present. The SC-PSO technique is chosen due
to its useful advantages, i.e., it guarantees robustness versus parameter fluctuations,
model uncertainties, and random external disturbances. To ensure the robustness of the
controller, the proposed approach was experimentally tested on two different industrial
systems an Unmanned Aerial Vehicle (UAV) Quadrotor and Single-Phase Shunt Active
Power Filter (SP-SAPF). We addressed the control problems for the steering of a
quadrotor to achieve the desired position and attitude in the first part, and solve the
disturbance in power quality especially harmonics using SP-SAPF in the second part.

As illustrated in the second chapter the mathematical model of the quadrotor
system is complex with a Six-Degree-Of-Freedom (6-DOF) and its dynamics are under-
actuated, this model allows us to perform simulations and study the behavior of the

vehicle by applying control approaches.
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In the third chapter, the autopilot design method for full quadrotor control was
clarified, which consists of 6 different control units, each unit contains a controller. On
the other hand, the PID and SMC controllers were used to compare it with the proposed
SC-PSO controller in the vertical takeoff and landing trajectory tracking cases using
MATLAB/Simulink® environment.

The major advantage performances of the suggested SC-PSO approach compared
to PID and SMC techniques respectively are: zero overshoot and omitting chattering.
Also, the following criterion: dynamic response (Rise time, settling time) and steady state
error are improved by SC-PSO. Then, these performances are experimentally validated
in Real-Time testing method HIL under various scenarios.

In the fourth chapter, we have presented the state of the art of several traditional
and modern devices in order to solve the power quality problems. Moreover, the
advantages and disadvantages are illustrated for the several filtering devices (passive,
active, and hybrid). The shunt filter is one of the most useful active filtering devices, and
it is the best solution which could possible to compensate for the disturbances.

In the fifth chapter, the HC, SMC and SC controllers are used in order to demonstrate
the robust performances of the approaches SC-PSO. The comparative study have been
applied for the SP-SAPF under hard work conditions and different scenarios in transient
and steady states. The experimental results prove the superiority of the SC-PSO versus

others controllers in terms: power quality (IEEE 519 standard, respecting THD<5%).

Since the use of the proposed SC-PSO algorithm gave very high performance for
quadrotor systems, for that this type of algorithm was adapted for the first time (original
contribution) to control Shunt Active Power Filter based Single phase.

We conclude from this thesis that the controller SC supported by artificial
intelligence (AI) Performs significantly and robust better than conventional controllers

regardless the type of industrial system (robots, power electronics).

6.2. Perspectives and Future works

The following future research works are suggested as an extension to the

knowledge presented in this dissertation:
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This thesis validates the control performance of quadrotor system on a test bench
with HIL. True experimental validation and integration in real quadrotor system
is still required.

Investigation of quadrotor system behavior under the faults effects. The extension
of proposed control design for quadrotor system to the application fault-tolerant
control designs will be considered for future.

The adaptive-fuzzy controller can be also applied on DC-Bus voltage regulation of
SAPF for reducing the voltage fluctuations and losses and improving the quality
of the source current.

For the developed controllers, a more detailed study of robustness and stability
would be interesting to guarantee the theoretical global stability.

Beside the proposed PSO algorithm, other evolutionary optimization methods can
be used for further investigation.

The synergetic control approach presented in this thesis can be extended to a
specific application for solution of complex problems of control of nonlinear
systems: flying apparatus, turbo-generators, robots, electric drives, magnetic
levitation systems etc.

The proposed idea of single-phase SAPF can be implemented in three-phase SAPF
and the features of the proposed topology can be analyzed for high power
applications.

For the SAPF system, the next step should consider how to integrate the
renewable energy sources (wind turbine and photovoltaic generator, fuel cell etc)

for the purpose of increasing the reliability of the SAPF system.
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Abstract:

The main objective of this thesis is to design a novel robust controller based on Artificial intelligence to improve the stability

and robustness of system against matching disturbation and uncertainties. SC-PSO a Synergetic Control (SC) based on Particle

Swarm Optimization (PSO) algorithme is being presented to ensure the robustness of industrial systems. The PSO technique

has been exploited to adjust the SC parameters. This novel controller has been used for the first time to control the following

two systems: one an Unmanned Aerial Vehicle (UAV) Quadrotor which has a Six-Degree-Of-Freedom (6-DOF) and need six
controllers for full control, the second is the Single-Phase Shunt Active Power Filter (SP-SAPF).

Although this proposed SC-PSO approach has not been previously applied for the quadrotor and the SP-SAPF, but it showed

good robust characteristics similar to Sliding Mode Control (SMC) theory and without introducing steady state chattering effect

which can cause wear and tear in actuating system, giving a significant advantage over conventional controller [Proportional

Integrative Derivative (PID), Hysteresis Controller (HC or HY), SMC]

This thesis apparatus consists essentially of two parts:

1) In section one, using MATLAB/Simulink® environment; a comparative study based on three control techniques: PID,
SMC and SC-PSOQ, is proposed to illustrate the behaviors of the controllers against work hard conditions. The obtained results
demonstrate the high performances (trajectory tracking) of the quadrotor based on the SC-PSO controller in transient and
steady states, a Hardware-In-the-Loop (HIL)Real-Time testing method was used to prove results of the proposed technique
SC-PSO. The teste has been proved by two PC (MATLAB/Simulink® environment) and two dSPACE 1104 card for several
operating conditions.

2) In the second section, a comparative study based on HC, SMC and SC controllers to demonstrate the outstanding
performance (THD<5%) of SC-PSO for single-phase active power filter (current control). The effectiveness of the suggested
SC-PSO approach has been proved by simulation and finally real time experimental tests executed successfully using PC
(MATLAB/Simulink® environment), dSPACE 1104 card and electrical elements for several operating conditions.

Keywords: Sliding Mode Control, Synergetic Control (SC), Particle Swarm Optimization (PSO), Unmanned Aerial Vehicle (UAV)

Quadrotor , Single-Phase Shunt Active Power Filter (SP-SAPF), Hysteresis Controller (HC).

Résumé:

L'objectif principal de cette these est de concevoir un nouveau contréleur robuste basé sur l'intelligence artificielle pour
améliorer la stabilité et la robustesse du systeme contre les perturbations et les incertitudes correspondantes. SC-PSO une
commande Synergetique (SC) basé sur l'algorithme L'optimisation par essaims particulaires est présenté pour assurer la
robustesse des systemes industriels. La technique PSO a été exploitée pour ajuster les parameétres SC.

Ce nouveau contrdleur a été utilisé pour la premiere fois pour controler les deux systémes suivants : un quadrirotor de véhicule
aérien sans pilote (UAV) doté d'un six degrés de liberté (6-DOF) et nécessitant six contrdleurs pour un controle total, le le
deuxieme est le filtre de puissance active shunt monophasé (SP-SAPF).

Bien que cette approche SC-PSO proposée n'ait pas été appliquée auparavant pour le quadrirotor et le SP-SAPF, elle a montré
de bonnes caractéristiques robustes similaires a la théorie du contréle en mode glissant (SMC) et sans introduire d'effet de
broutage en régime permanent qui peut provoquer une usure systéme d'actionnement, donnant un avantage significatif par
rapport au contrdleur conventionnel [Proportionnel Intégratif Dérivé (PID), Controleur d'Hystérésis (HC ou HY), SMC]

Ce dispositif de thése se compose essentiellement de deux parties :

1) Dans la premiere section, en utilisant 1'environnement MATLAB/Simulink® ; une étude comparative basée sur trois
techniques de controle : PID, SMC et SC-PSO, est proposée pour illustrer les comportements des contréleurs face aux conditions
de travail intensif. Les résultats obtenus démontrent les hautes performances (suivi de trajectoire) du quadrirotor basé sur le
contrdleur SC-PSO en régime transitoire et en régime permanent, une méthode de test Hardware-In-the-Loop (HIL)Real-Time
a été utilisée pour prouver les résultats de la technique proposée SC- OSP. Le test a été prouvé par deux PC (environnement
MATLAB/Simulink®) et deux cartes dSPACE 1104 pour plusieurs conditions de fonctionnement.

2) Dans la deuxiéme section, une étude comparative basée sur les controleurs HC, SMC et SC pour démontrer les performances
exceptionnelles (THD <57%) du SC-PSO pour le filtre de puissance active monophasé (contrdle du courant). L'efficacité de
I'approche SC-PSO suggérée a été prouvée par des simulations et enfin des tests expérimentaux en temps réel exécutés avec
succes a l'aide d'un PC (environnement MATLAB/Simulink®), d'une carte dSPACE 1104 et d'éléments électriques pour
plusieurs conditions de fonctionnement.

Mots-clés: Sliding Mode Control (SMC), Synergetic Control (SC), Particle Swarm Optimization (PSO), Unmanned Aerial Vehicle
(UAV) Quadrotor, Single-Phase Shunt Active Power Filter (SP-SAPF), Hysteresis Controller (HC).



