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ABSTRACT 

 

Optical Code Division Multiple Access (OCDMA) systems suffer from some constraints, which in 

turn limit their performances such as multiple access interference (MAI) that is increasingly 

proportional to bit error rate (BER). Spectral amplitude coding (SAC) OCDMA scheme is able to 

diminish MAI requiring a good choice for address signature and detection technique. 

To suppress this obstacle, this thesis is devoted to propose novel unidimensional and 

multidimensional codes characterized by high auto-correlation and zero cross-correlation features 

termed as One Dimensional-Identity Column/Row Shifting Matrix (1D-ICSM and IRSM) codes, 

Two Dimensional-Half Spectral Spatial Zero Cross Correlation (2D-HSSZCC) code, 2D-Cyclic 

Shift (2D-CS) code and Three Dimensional-Single Weight Zero Cross Correlation (3D-SWZCC) 

code. 

These codes have demonstrated their abilities in terms of high system performance optimized 

through outperforming traditional SAC-OCDMA systems. 

The 1D systems assign the spectral encoding, 2D systems specify the spectral encoding for the first 

component while the second component is specified by either spatial encoding or temporal 

encoding presented by proposed 2D-HSSZCC code and 2D-CS code, respectively and finally, 3D-

SWZCC code is devoted to carry out spectral, temporal and spatial encoding fields, consecutively. 

All these proposed codes use spectral direct detection (SDD) and have ZCC property. 

The reason for transition from 1D through 2D and 2D through 3D is due to problem, creates in the 

first scheme, can be solved by using more developer scheme. These problems include; long code 

length, high number of fiber optics and time skew.  

Ultimately, it can say that proposed codes have added optimizations to conventional OCDMA 

systems, for instance; increase data rate and cardinality, economize received power and optical 

bandwidth, generate high signal-to-noise ratio (SNR) and low BER, extent fiber optic at high 

distances. Therefore, these improvements qualify proposed codes even be candidates to satisfy 

optical communication requirements.  
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 الملخص

 

تداخل  من بعض القيود، والتي بدورها تحد من أدائها مثل (OCDMA) تعاني أنظمة الوصول المتعدد لقسم الشفرة الضوئية

 (SAC)ترميز السعة الطيفية  (. إن مخططBER)الذي يتناسب بشكل متزايد مع معدل خطأ البت MAI) الوصول المتعدد )

OCDMA  قادر على تقليلMAI  لتوقيع العنوان وتقنية الكشف. ن الاختيارحسالذي يتطلب 

اط تلقائي عالي وميزات هذه الأطروحة لاقتراح رموز جديدة أحادية الأبعاد ومتعددة الأبعاد تتميز بارتب تكريسلقمع هذه العقبة، تم 

 :ارتباط متقاطع صفري تسمى

 One Dimensional-Identity Column/Row Shifting Matrix (1D-ICSM and IRSM) codes و 

 Two Dimensional-Half Spectral Spatial Zero Cross Correlation (2D-HSSZCC) code و 

2D-Cyclic Shift (2D-CS) code و 

 Three Dimensional-Single Weight Zero Cross Correlation (3D-SWZCC) code. 

 ية.التقليد SAC-OCDMAحسينه من خلال التفوق على أنظمة أظهرت هذه الرموز قدراتها من حيث أداء النظام العالي الذي تم ت

لأول بينما يتم تحديد ابتعيين الترميز الطيفي، وتحدد الأنظمة ثنائية الأبعاد الترميز الطيفي للمكون  أحادية البعدتقوم الأنظمة 

، 2D-CSرح ورمز المقت 2D-HSSZCCالمكون الثاني إما عن طريق الترميز المكاني أو الترميز الزمني المقدم بواسطة رمز 

مكانية، على التوالي. تستخدم رمز لتنفيذ مجالات الترميز الطيفية والزمنية وال 3D-SWZCCعلى التوالي وأخيراً، يتم تخصيص 

 .ZCCو لديها خاصية   (SDD)جميع هذه الرموز المقترحة الكشف المباشر الطيفي

لمخطط الأول، ويمكن نشأ في اتإلى مشكلة،  ثلاثي البعدإلى  ثنائي البعد منو بعدثنائي الإلى  أحادي البعديرجع سبب الانتقال من 

لانحراف . وتشمل هذه المشاكل ؛ طول الكود الطويل، وعدد كبير من الألياف البصرية واأكثر تطوراباستخدام مخطط  احله

 الزمني.

المثال ؛  التقليدية، على سبيل OCDMAإلى أنظمة وفي نهاية المطاف، يمكن القول إن الرموز المقترحة قد أضافت تحسينات 

د نسبة عالية من ، والاقتصاد في الطاقة المتلقاة وعرض النطاق الترددي البصري، وتوليو عدد المستخدمينزيادة معدل البيانات 

ات تؤهل لتحسينالألياف البصرية على مسافات عالية. لذلك، فإن هذه ا يدمدت، منخفضBER و  (SNR)  الإشارة إلى الضوضاء

 .ضوئيةال تالرموز المقترحة حتى لتكون مرشحة لتلبية متطلبات الاتصالا
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Résumé 

 

Les systèmes OCDMA (Optical Code Division Multiple Access) souffrent de certaines contraintes 

qui limitent leurs performances telles que l’interférence d’accès multiple (AMI) qui est de plus en 

plus proportionnel au taux d’erreur binaire (TEB). Le schéma codage d’amplitude spectrale (SAC) 

OCDMA est capable de diminuer l’AMI nécessitant un bon choix pour la signature d’adresse et la 

technique de détection. 

Pour supprimer cet obstacle, cette thèse est consacrée à proposer de nouveaux codes 

unidimensionnels et multidimensionnels caractérisés par une forte auto-corrélation et des 

caractéristiques de corrélation croisée nulle appelées One Dimensional-Identity Column/Row 

Shifting Matrix (1D-ICSM and IRSM) codes, code Two Dimensional-Half Spectral Spatial Zero 

Cross Correlation (2D-HSSZCC), code 2D-Cyclic Shift (2D-CS) et code Three Dimensional-

Single Weight Zero Cross Correlation (3D-SWZCC). 

Ces codes ont démontré leurs capacités en termes de haute performance du système optimisée par 

la surperformance des systèmes SAC-OCDMA traditionnels. 

Les systèmes 1D assignent l’encodage spectral, les systèmes 2D spécifient l’encodage spectral pour 

le premier composant, tandis que le second composant est spécifié par l’encodage spatial ou 

temporel présenté par le code 2D-HSSZCC proposé et le code 2D-CS, respectivement et enfin, Le 

code 3D-SWZCC est consacré à la réalisation de champs de codage spectral, temporel et spatial, 

consécutivement. Tous ces codes proposés utilisent la détection directe spectrale (DDS) et ont la 

ZCC propriété.  

La raison de la transition de 1D à 2D et 2D à 3D est due au problème, crée dans le premier schéma, 

peut être résolu en utilisant un schéma plus développeur. Ces problèmes comprennent ; longue 

longueur de code, nombre élevé de fibres optiques et le biais de temps.  

En fin de compte, il peut dire que les codes proposés ont ajouté des optimisations aux systèmes 

OCDMA conventionnels, par exemple ; augmenter le débit de données et la cardinalité, économiser 

la puissance reçue et la bande passante optique, générer un rapport signal sur bruit (RSB) élevé et 

faible TEB, fibre optique étendue à grande distance. Par conséquent, ces améliorations qualifient 

même les codes proposés pour satisfaire aux exigences en matière de communication optique. 
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General Introduction 

Due to the huge amount of information needed to be conveyed with high speed, transmission 

through electrical cables has become inefficient. One way to overcome this inefficiency is to use 

optical fibers as a transmission medium instead of copper wires. High data rates more than gigabits 

could be achieved easily using these fibers. In addition, optical fibers can be stretched over 

hundreds of kilometers without electromagnetic interference (EMI) problem as compared to the 

electric transmission. High level of information security is another advantage [1], [2]. 

In 1966, Kao and Hockman proposed the idea of using optical fiber in communication systems. 

Since then, this idea has been a revolutionary practice in the development of telecommunications 

resulting in whole new industries that depend on photonics technology [3]. Optical communication 

networks exhibit multiple merits as compared to other conventional networks. Very large 

bandwidth is one of the key feature as it is known that the visible light wavelength spreads between 

0.4 and 0.7 μm which is transformed to a bandwidth up to 320 THz. Immunity to eavesdropping, 

depressed attenuation and smaller physical size are other advantages [4]. Optical fibers are able to 

cover long distances with few signal reproduction cycles and less number of repeaters, using a 

single optical fiber shared between several channels (multiplexing) which in turn contributes in 

reduction in the number of required links [5].  

Overall, there are two modes of multi-user transmission: asynchronous and synchronous. During 

asynchronous transmission, the access network is randomized and this delays the transmission 

between different users. Meanwhile, in the case of synchronous transmission, the data of all users, 

is transmitted at the same time. Moreover, asynchronous transmission is slower than synchronous 

transmission, but in terms of throughput, asynchronous transmission is able to transmit data more 

than synchronous transmission [6].  

Multiple access techniques depend on two essential fields: time and wavelength or frequency. 

In time field, multiple access can be attained by using ultra-short optical pulses and the examples 

of that, can be represented by time division multiple access (TDMA) and code division multiple 

access (CDMA) schemes. Whereas in the wavelength or frequency domain, the optical spectrum 

is divided into tiny controllable channels. Thus, wavelength division multiple access (WDMA) 

scheme or frequency division multiple access (FDMA) scheme is an example of the second field. 

The CDMA scheme has been shown to be more convenient due to the bursty nature of Local Area 

Networks (LANs) [7]. 

Furthermore, CDMA exhibits multiple merits represented by enabling several users to access 

concurrency the same medium without assigning for each one of them waiting time slot. Simple 

system design and management and high level of security are two main feature of CDMA as it does 

not require centralized control. Because the CDMA is easy to manage, new users can be added to 

access the network asynchronously. CDMA finds its applications mainly in radar, mobile radio 

communication and satellite. [8].  
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Consequently, CDMA is more appropriate for networks with rapid speed signaling rates and 

massive traffic capacities. When the CDMA technique is used in optical communication, it is called 

optical CDMA (OCDMA). OCDMA is an alternate optical multiplexing technique which has a lot 

of advantages such as enhanced cross-talk performance, resilience asynchronous access, internet 

services including tele-networking and electronic commerce, optical transparency to data format 

and rate. OCDMA can convey and route data with greater levels of speed than the traditional 

electronic technologies. Hence, OCDMA is viewed as a promising technology for the next 

generation of a much faster and cheaper broadband access network [3], [4]. 

The establishment of OCDMA, as known nowadays, began with two technical papers were 

published in the eighties of the last century. The first one was written by "Prucnal, Santoro and 

Fan" in 1986, whereas the latter was written by "Salehi and Brackett" in 1988 [5]. After that, a 

lot of studies were produced aiming at improving OCDMA technology to be become more 

appropriate for the practical applications such as passive optical networks (PONs), fiber to the 

home (FTTH),… etc. through suggesting novel detection techniques and codes [6]. 

When implementing OCDMA system, it is mandatory to take into account the code construction 

as unsuitable code construction with high cardinality can impair the system performance through 

arising multiple access interference (MAI) that increases proportionality with it [7]. MAI can 

happen when all users transmit their data simultaneously limiting the effective error probability in 

addition to generate its accompanying which is the phase induced intensity noise (PIIN) at the 

photodiode (PD) level. In general, the researchers rated MAI as the most dominant and determining 

factor in the performance of the OCDMA system [8].  

The relationship between PIIN and MAI is described as strong correlation relevance; in another 

sense They are inseparable; the existence of first implies the existence of the second. That can be 

elaborated as follows: 

Firstly, MAI may be produced due to overlapping wavelengths generated from broadband source 

(BBS) between neighboring codes where two different codes correspond to the same phase. 

Secondly, PIIN relies on the number of overlapping users and cannot be reduced by putting in place 

an amplifier in the part of the receiver or augmenting the power in the part of the transmitter 

because if the signal is amplified, it will produce an equal amount of noise that accompanies it and 

so the power of the signal-to-noise ratio (SNR) cannot be enhanced. 

As stated above, PIIN augments while the number of overlapping clients, increases. Therefore, 

one of the efficient solutions to restrict it, is to diminish the overlapping signals of the different 

users while keeping the auto-correlation and cross-correlation values as high and low as possible, 

successfully [9]. Accordingly, the appropriate choice of encoding technique within the OCDMA 

system should contain an address code sequence with a reliable cross-correlation value that leads 

to the PIIN restriction [7].  
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The correlation features of code words play a substantial role in OCDMA systems 

performances. However, this correlation suffers from two main problems; code length and code 

size. The code length has a restriction on the number of concurrent users that the OCDMA systems 

can provide [10]. Recently, researchers have proposed many algorithms and codes to beat the MAI 

effect. Dynamic Cyclic Shift (DCS), Modified Quadrate Congruence (MQC), Modified Frequency-

Hopping (MFH), Diagonal Permutation Shift (DPS), Modified Double Weight (MDW), Random 

diagonal (RD) and Multi Service (MS) are examples of such codes [8], [9], [11]–[15].  

Nevertheless, these codes experience shortcomings related to either code length (e.g., MFH 

code), complicated code design (e.g. DCS code) or fixed an even natural number as in MDW code. 

In addition, the lengthier is the code, the wider bandwidth source is needed (e.g., MDW, Hadamard, 

MFH codes). For this purpose, researchers have thought of codes that support the auto-correlation 

value and at the same time can reduce the cross-correlation value to as minimum as zero. 

Consequently, they proposed new codes, called zero cross-correlation (ZCC) codes. To distinguish 

one such code from another, each investigator named his suggested code according to the 

construction idea. For example; Multi Diagonal (MD) [16], Cyclic Shift (CS) [17] , Pascal's 

Triangle Matrix Code (PTMC) [18], Permutation Vector (PV) [19], etc... Of course, all these codes 

belong to the same ZCC family.  

The current research project is devoted to the proposal of a new ZCC code. As a result, two 

distinct ZCC codes have been designed for SAC-OCDMA systems, namely the Identity Row 

Shifting Matrix (IRSM) code [20]–[22] and the Identity Column Shifting Matrix (ICSM) code . 

These two codes are similar in terms of construction steps as both rely on an identity matrix. The 

first code uses shifting property between rows while the second code uses the same property but 

between columns. 

The main features of the proposed two codes are flexibility in code weight and code length. This 

makes them suitable for SAC-OCDMA represented by high cardinality and data rate and less power 

consumption. 

It is extensively expected that the novel proposed encrypting techniques will optimize the SAC-

OCDMA system performance in different aspects such as in concurrent users' number, an optimum 

auto and cross-correlations, quality of service (QoS) which is bounded by the effects of MAI and 

its intended PIIN. 

The prior investigations of one-dimensional (1D) codes revealed some constraints, for instance; 

a long code length should be provided as long as system capacity increases. A long code length 

requires optical sources with wide bandwidth and hence a large number of filters which in turn 

reduces the spectral efficiency and increases the system complexity [23], [24].  

Accordingly, another approach has been introduced to beat these shortcomings, by developing 

novel two-dimension (2D) codes either through the combination of spectral and spatial  [25], [26], 

or spectral and time  [27]–[30] together. 
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Generally, 2D codes have been suggested with the aim of getting over the constraints of 1D 

codes. The usefulness of 2D codes appears in their ability to support a large cardinality with shortest 

code length, which in turn permits adding a large number of concurrent users to the OCDMA 

network, by spreading the code in two encoding axes [31]. If a comparison is carried out between 

2D scheme and 1D scheme, it is certain that 2D scheme offers better performance than 1D scheme 

at the expense of an increment in complexity term [32].  

The three schemes introduced in this approach are time/spatial, spectral/spatial and wavelength 

hopping time spreading (WHTS). 2D encoding is able to diminish MAI and its intended PIIN, 

augments the spectral efficiency and allows for a great number of activated users at high data rate 

to share the same resources. Various 2D codes have been suggested, for example; hybrid Flexible 

Cross Correlation/Modified Double Weight (FCC/MDW) code [27], Perfect Difference (PD) code 

[33], Diluted Perfect Difference (DPD) code [34], DCS [35] and  Hybrid Zero Cross 

Correlation/Multi Diagonal (ZCC/MD) code [36]. 

Although, the above mentioned approaches are able to remove MAI thanks to the balanced 

detection technique, the PIIN influence continues to limit the system performance. In addition, the 

length of the code must be very long before it can accommodate a large capacity [35].  

In this context, a novel code sequence has been developed, namely Two-Dimensional Half 

Spectral/Spatial Zero Cross Correlation (2D-HSSZCC) code based on a One-Dimensional Zero 

Cross Correlation (1D-ZCC) code. The 2D-HSSZCC code has the capability to annul MAI 

influence and ignore PIIN effect. Moreover, it has good correlation properties in which its auto-

correlation is high and cross-correlation is null [37].  

Nevertheless, it has been found that the implementation of 2D-OCDMA system which utilizes 

spectral encoding as first component and spatial encoding as second component needs lots of fiber 

optics in order to attain the connections between transmitter and transceiver pairs and, of course, 

the encoding spatially [38]. 

For this reason, the costs of implementing the system will be increased along with its 

complexity. In this context, researchers have suggested an alternative for the second encoding type 

that tackles issues of costs and complexity. For this purpose, spatial encoding was replaced by 

temporal encoding because it decreases the use of fiber optics. This type of encoding is found to 

be efficient and practical in OCDMA networks.  

It is possible to represent it through wavelength hopping-time spreading (WH-TS) where the 

pulses are configured in various chips over the bit period and each chip has a various wavelength. 

In this context, a novel code sequence has been developed namely Two-Dimensional Cyclic Shift 

(2D-CS) code based on a One-Dimensional Cyclic Shift (1D-CS) code. The 2D-CS code has zero 

cross correlation property making it proper for annulling both MAI and PIIN effects effectively 

[39].  
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In general, 2D codes that rely on a spectral/temporal encoding scheme suffer from problems 

related to time skew impact, especially when the length of code sequence augments to the second 

dimension. New propositions were introduced by researchers, indicating that this problem can be 

solved by blending of three encoding dimensions; time/spectral/polarization (T/S/P) [40] or 

spectral/time/spatial (S/T/S) [41]–[43].  

The employment of (3D-S/T/S) codes are more common than (3D-T/S/P) codes because the 

interference between codes largely augments if two users at least agree orthogonal polarization set 

[34], [44]. Nevertheless, 3D encoding is capable of reducing MAI and its intended PIIN, 

augmenting the spectral efficiency and allowing for a great number of activated users at high data 

rate to share the same resources more than 2D encoding. Various 3D codes have been suggested; 

for example; Perfect Difference (PD) code [34], Dynamic Cyclic Shift/Multi Diagonal (DCS/MD) 

code [38], Perfect Difference/Multi Diagonal (PD/MD) code [42] and Multi Diagonal (MD) code 

[43].  

However, the first three approaches: 3D-PD, 3D-DCS/MD and 3D-PD/MD are able to remove 

MAI thanks to the balanced detection technique, but the PIIN influence still limits the system 

performance.  While the latter 3D-MD approach depends on spectral direct detection (SDD) 

technique that removes MAI effectively and contributes to receiver structure reduction.  

In this context, a novel code sequence known as Three-Dimensional Single Weight Zero Cross 

Correlation (3D-SWZCC) code has been developed based on a One-Dimensional SWZCC (1D-

SWZCC) code. The 3D-SWZCC code has multiple merits like a high resilience in selecting code 

length, good properties in terms of auto/cross correlation functions and enabling a large number of 

users to be active. In addition, its code weight always remains equal to one, hence the term single 

weight in its name [44]. 

Overall, there is a degree of expectation that the software simulation is adequate to demonstrate 

the viability of the proposed code and its superior performance. Midst the development process 

concerning the novel suggested code; some points have to be taken into considerations. These 

points include profound study and research for mathematical derivation, codes’ features extraction 

and deep knowledge of the different cases in which the code grants good or poor system 

performance. 

The essential contributions of this research are briefed as follows: 

1. Developing a novel mathematical model of the SNR and BER for 1D, 2D and 3D-OCDMA code 

systems by utilizing spectral encoding (1D-IRSM and ICSM), spectral/spatial (2D-HSSZCC) and 

spectral/temporal (2D-CS) encodings and the latter (3D-SWZC) for spectral/temporal/spatial 

encoding, respectively. 

2. Performing a deep analysis of: 



XXIV 
 

 

 - 1D-IRSM and ID-ICSM codes in SAC-OCDMA system by comparing them with the existing 

1D codes. 

- 2D-HSSZCC code in OCDMA by devoting the first component for spectral encoding and the 

second component for spatial encoding as well as comparing it with existing 2D codes relying on 

the same encoding principles. 

- 2D-CS code in OCDMA by devoting the first component for spectral encoding and the second 

component for temporal encoding as well as comparing it with existing 2D codes relying on the 

same encoding principles. 

- 3D-SWZCC code in OCDMA by devoting the first component for spectral encoding, the second 

component for temporal encoding and the third component for spatial encoding as well as 

comparing it with existing 2D codes relying on the same encoding principles. 

3. Realizing novel 1D, 2D and 3D OCDMA systems of great cardinality conveyance over an optical 

network. 

This thesis concentrates on developing novel theoretical algorithms and mimic techniques with 

a target of optimizing the capacity and performance of OCDMA networks.  

Five various spreading sequences are proposed for the OCDMA system through employing 

either the spectral, spectral/spatial, spectral/temporal or spectral/temporal/spatial schematics. 

In particular, the 1D-IRSM, 1D-ICSM, 2D-HSSZCC, 2D-CS and 3D-SWZCC algorithms do 

not only have comparable performances with other reported systems, but they offer an augmented 

number of concurrent users that can be fulfilled.  

This thesis involves four chapters. The content of each chapter is briefed as follows: 

1. Chapter One Investigates the current and previous research works done in the OCDMA 

communication systems, including the progression of OCDMA systems over the last three decades, 

their classification, encoder/decoder, and detection techniques. Also, this chapter discusses 

different multiple access techniques: WDMA and TDMA before talking about OCDMA systems. 

2. The Chapter Two discusses the state-of-the art of recent coding techniques proposed for the 

OCDMA system by various researchers. This chapter also summarizes the one-dimensional, two-

dimensional and three-dimensional OCDMA techniques. 

3. Chapter Three outlines and explains the design steps of the proposed new unidimensional and 

multidimensional code sequences: 1D-IRSM, 1D-ICSM, 2D-HSSZCC, 2D-CS and 3D-SWZCC. 

Additionally, this chapter the design procedure of the encoder and decoder for each code sequence 

and the mathematical stages for deduction of SNR and BER by taking into consideration different 

noise sources at the receiver side. 
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4. Chapter Four estimates the different OCDMA system performances employing the 1D-IRSM, 

1D-ICSM, 2D-HSSZCC, 2D-CS and 3D-SWZCC codes. It elaborates and discusses the theoretical 

and mimic outcomes where the system was planned to assist Optiwave Optisystem.   software 

package.  

Finally, the thesis ends with a conclusion that sums up the most fundamental thoughts, goals, 

and commitments. Some recommendation are given as well for future improvements.



Chapter 1  Literature Review  
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Chapter 1: Literature Review  
 

1.1. Introduction 

Over the last three decades, accelerated developments that have occurred on optical fibers have 

led to the efficient use of fibers as means of transmission instead of electric wires modern 

telecommunications systems. For example, fiber optics present many merits presented by low loss, 

elevated level of security to prevent eavesdroppers, large bandwidth allowing to increase the 

transmitted quantity of information, resistance to the electromagnetic interference, lower 

attenuation, high speed and small physical size [45]. 

Fiber optics can be used in Local Area Networks (LANs) which make it possible to connect 

various computer terminals at a distance of tens of meters. Commercially, there are two types of 

optical fiber in lightwave systems: single mode fiber (SMF) and multi-mode fiber (MMF). The 

employment of each one depends on the applications, services and desired coverage distance, SMF 

is employed to send the information for long distance, whereas MMF is used to send the 

information for short distance [46]. In fact, access networks are subject to greater restrictions than 

other parts of transmission networks. Here, cost, multi-service ability and protocols are dominant 

issues. Fiber optic technology offers many benefits in dealing with these issues. [47]. There are 

several techniques for channels multiplexing at low bit rates, whether in the frequency domain or 

time domain with the assist the wavelength division multiple access (WDMA) and time division 

multiple access (TDMA) techniques, respectively, and then transmit them into a fiber optic [46]  

Optical Code Division Multiple Access (OCDMA) is one of the multiplexing techniques that 

can help to solve the above problems. OCDMA has paved the way for the future of multiple access 

networks. The principle of execution of the OCDMA is no different than that of the CDMA. In 

contrast, it is the same manifested by conveying the signature code instead of transmitting single 

one and same length zero sequences instead of single zero [48]. Another important advantage in 

utilizing this technique is that it is not necessary to control and administer the connected nodes 

whence frequency and time. Modern telecommunications networks today require massive 

bandwidth to provide seamless connectivity for clients. This involves using optical means and 

adopting different topologies [49]. 

This chapter details and explains OCDMA systems, including TDMA, WDMA and OCDMA. 

It also looks at the different classifications techniques of OCDMA systems; WDMA, TDMA and 

OCDMA. 
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1.2. Multiple Access Techniques 

Nowadays, multiple access techniques are being utilized to enable many mobile clients to share 

the assigned spectrum more efficiently. In view of the limited spectrum, the sharing can meet some 

targets such as the enhancement in cell capacity through a geographical area by making the 

bandwidth utilizable by various users simultaneously [50]. There are three major types of multiple 

access systems; Time division multiple access (TDMA), Wavelength division multiple access 

(WDMA) and Code division multiple access (CDMA). 

 

 

Figure 1.1. Comparison of three multiple access techniques TDMA, WDMA and OCDMA [51]. 

 

1.2.1.  Wavelength Division Multiplexing Access (WDMA) 

At the commencement, this technique is used in optical communications where the obtainable 

channel bandwidth is split into different multiple bands and each one of them is devoted for a 

transmitter or a receiver [52]. Each channel has a narrow optical bandwidth of up to 100 GHz or 

less around a central frequency or wavelength. As each channel is conveyed at a various 

wavelength, each one of them can be determined utilizing an optical filter as well as adjustable 

filters which can be achieved by using fiber Bragg grating (FBG) or liquid crystal or acousto-optics 

[53]. 

 

1.2.2.  Time Division Multiple Access (TDMA) 

This is different from WDMA where each channel occupies a pre-determined time slot that 

interferes with the remaining channel slots [53]. All users are allowed to share the same frequency 

channel by splitting the signal into various time slots, and each client has its own time slot.  

Consequently, several terminals are permitted to share the same transmission medium; for instance; 

radio frequency channel. Simultaneously, only a part of its channel capacity is used. [54], [55].  
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The total system throughput, it is restricted due to the fact that only one costumer can convey at 

each once which limits the TDMA capacity and hence respective users’ transmission rates. It is 

imperative to avoid any interference between users’ signals and to ensure that none of them transmit 

its data simultaneously with another. This can be guaranteed by allowing a length of time between 

the end of one user's transmission and the starting of the next user transmission [51]. 

 

1.2.3.  Optical Code Division Multiple Access 

During the recent decades, the optical code division multiple access (OCDMA) has seen 

increased attention due to the progress of the wavelength-hopping time-spreading (or so-named 

wavelength-time) coding technique [56]. This technique allows simultaneous users to access the 

same optical channel, which is often an optical fiber, in an asynchronous fashion, without 

tabulating or delay. Additionally, every client or station is specified by a unique code-word 

(unipolar or bipolar signature sequence) as its own address and transmits a corresponding signature 

sequence with the address of its meant destination [57], [58]. On the other hand, a signature 

sequence has several benefits like the ease of adding and removing users, data transmission 

securely, the ability to provide dynamic bandwidth and multimedia services, and asynchronous 

access [35], [59].  

There are "N" pairs of transmitter/receivers where the optical pulses from each client are 

encoded by an optical encoder then summed simultaneously by the combiner to transmit over a 

single channel (an optical fiber). At the receiver, a splitter is used to divide the combined and 

encoded signals from entire customers into multiple receivers to decode desired data by assigning 

codes. The function of the photodetector (PD) is to convert the optical signal into an electric signal 

and low pass filter (LPF). 

 

Figure 1.2. An Optical OCDMA system. 
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Comparison between the above techniques shows that TDMA and WDMA techniques are 

restricted by the possibility to provide systems timeslots and wavelength channels, respectively, 

while each communication channel in OCDMA, is allocated by an appointed optical code instead 

of time-slot or a wavelength. The encoding process involves multiplication between the data bit 

and a code sequence either in the wavelength domain, the time domain or in both domains together 

[20], [60].  

For each client or sub-carrier within the OCDMA system is allocated a constant code sequence 

different from other assigned codes for other users. This code consists of bipolar numbers: plus one 

and minus one or binary numbers: zero and plus one, mentioned as address signature. In accordance 

with these code sequences, the information bit is encoded. For further explanation, "Figure 1.3" 

shows the information bit consists of '1100' and the code sequence consists of 1010.  

 

 

Figure 1.3. Example of encrypting in OCDMA technique [45]. 

 

The modulation technique utilized in this encoding is named On-Off keying (OOK). If the 

information bit one is transmitted, that denotes the presence of light or in another word optical 

pulse, whereas the absence of light occurs if the information bit zero is transmitted. On the other 

hand, there are some important concepts which have to be clarified before describing any code 

such as code cardinality or code size, code length and code weight which can be defined as the 

number of code words in a code family, the total number of bits in a CDMA code and the number 

of ones in each a code sequence, respectively [45]. 

Overall, code construction plays an essential role in the OCDMA system performance. Thus, 

when embarking on the construct of any code, it is necessary to meet the following requirements: 
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1-/ Simplicity in code design that facilitates the design process for encoder/decoder blocks. 

2-/ Both functions: cross-correlation and auto-correlation have to be with low and high values 

respectively. 

Various encoding schemas are available for OCDMA systems and are discussed in details in 

chapter 2. 

 

1.3. Coding techniques 

1.3.1.  Spectral Amplitude Coding (SAC) OCDMA Network 

At the beginning, SAC is one of OCDMA encoding schemes aims at encoding the frequency 

components of the issued signal from an optical source by selecting or blocking them according to 

a signature code. Recently, many encoding techniques have been suggested for the SAC-OCDMA 

system involving Hadmard, m-sequence and modified quadrature congruence (MQC) codes. Each 

one can be defined over its parameters; K, w, L, λc which refer to the number of users, code weight, 

code length and in phase cross correlation (IPCC) values, respectively. To get a full cancellation 

of the multiple access interference (MAI) effect, the optical coupler should have a ratio α of  [53]. 

𝛼 =
𝜆𝑐

𝜔−𝜆𝑐
     Eq. ( 1.1) 

Recently, the SAC technique has attracted the researchers’ attention because of its ability to 

restrict the MAI phenomena which is deemed the dominant factor impairs the OCDMA system 

performance. This may be attained if a distinct code signature with a constant IPCC value is used 

as well as the implementation of a balanced detection technique together [61]. 

. 

1.3.2.  Spectral phase coding (SPC) 

The spectral phase coding (SPC)-OCDMA system has been attracting the interest of researchers 

specializing in optical communication since this encoding approach doesn’t require strict exigency 

on the optical source as it is the case for SAC encoding approach [62]. 

First of all, the SPC technique can be carried out in the coherent OCDMA systems where it is 

intended to distribute ultra-short optical pulses in the time field in an appropriate manner. The 

encoding and decoding process can be realized in one of the two domains: spectral domain or time 

domain with relying on the amplitude and phase of the optical field rather than on its intensity [63].  

 

1.4. Classifications of OCDMA Systems 

Based on the nature of optical signal overlap, several OCDMA systems have been developed 

over the last 20 years. Two main types of system have emerged as a result this research; coherent 

and incoherent as discussed in the following subsections. 



Chapter 1  Literature Review  

 

6 
 

 

1.4.1.  Coherent systems 

This type of system is related to the coherent feature of light that performs bipolar codes (-1 and 

+1) for the optical signal. It encodes the phase of optical signals with the possibility of detecting 

the phase of light at the receiving side with the assist of superposition of the optical domains 

amplitudes. Because the coherent OCDMA systems depend mainly on the bipolar codes it be 

diffused directly from the electrical wireless CDMA [64]. Examples of this type are Gold codes, 

Walsh-Hadamard, m-sequences codes, etc [62].  

On the other hand, since these systems contain negative components to represent the bipolar 

codes, MAI can be removed greatly because the cross-correlation between two adjacent code-

words, is closely equals to zero. Therefore, system performance will be improved by increasing the 

number of network nodes [64]. Furthermore, the utilization of non-coherent systems is easier than 

coherent ones because of phase shift problem [14]. As for the optical sources used in this type, they 

are mainly in the range of the ultra-short broadband [64]. 

 

1.4.2.  Incoherent systems 

This type performs unipolar codes (0 or +1) so it depends on the absence or presence of light 

signal to represent them, respectively. Beside reception, the optical signals are detected by dint of 

the square-law devices.  The power superposition is represented by the signal superposition forms.  

To reduce MAI in non-coherent OCDMA system as much as possible unipolar codes weight 

should be less than zeros in the same code-word. Accordingly, this make the auto-correlation value 

as high as possible while the cross-correlation value as low and as low as possible, respectively. 

Consequently, unipolar codes are not orthogonal completely but are said to be orthogonal optical 

codes (OOCs) [64]. As regard to the optical source used in this kind, it mainly depends on 

incoherent light sources, for instance, light emitting diode (LED) and amplified spontaneous 

emission (ASE), …etc.  [64]. 

 

1.5. Optical Hybrid Multiple Access 

All the proposed codes for SAC-OCDMA system during last two decades have IPCC value 

equal or more than one. They aimed at limiting PIIN that affects the photo-detecting operation. 

Besides, SAC-OCDMA systems depend on FBG as a mean to achieve an encoding / decoding 

process for the user's data, but it's not practical to use it when the number of users is increased 

because the code size will be long which makes the system more complex. 

Therefore, researchers have suggested the use of wavelength division multiplexing (WDM) 

rather than FBG for the same target. When constructing a novel code, it should take into 

consideration its length to be more flexible than the previously proposed SAC codes. One 



Chapter 1  Literature Review  

 

7 
 

 

advantage of this code is that the encoder/decoder devices need less fiber gratings. This means that 

the SAC-OCDMA system can be designed simply and cheaply. 

 The ability of hybrid system WDM/SAC does not include the MAI cancelation only, but it is 

able to restrict PIIN greatly and supports large capacity under an assigned bit error rate (BER) [65].  

In optical networks that depend on hybrid WDM/OCDMA techniques, each user is attributed 

with different wavelengths for multi-dimensional modulation formatted data. As a result, it would 

be challenging for the unlicensed user or eavesdropper to obtain a data signal in its original form 

[66]. Moreover, the use of the WDM technique in the SAC-OCDMA system allows users to take 

advantage of the enormous bandwidth that optical communications can offer [67].  

 

1.6. Optical Modulation 

 Numerous advance modulation techniques can be found in the literature multiple. Examples 

include differential quaternary phase shift keying (DQPSK), and differential phase-shift keying 

(DPSK) and code-shift-keying (CSK) modulation with balanced detection has been suggested and 

proofed in high capacity asynchronous-OCDMA (A-OCDMA) utilizing various 

encoding/decoding schemas to outperform the MAI noise and increase security level. In OCDMA 

system, On-Off-key (OOK) modulation format is often utilized for payload data referred to as 

OOK-OCDMA. The use of DQPSK, DPSK and CSK techniques in OCDMA system has several 

benefits as compared to the traditional OOK-OCDMA technique. A summary of these advantages 

is listed below [68]: 

(1) More possibility to overcome noise and MAI phenomena. 

(2) Enhanced receiver sensibility. 

(3) Supporting security level. 

(4) No necessity for optical thresholding. 

(5) No necessity for dynamic threshold level tuning.  

 

1.7. Noises in SAC-OCDMA Networks 

The use of positive intrinsic negative (PIN) diode in the SAC-OCDMA system augments noise 

at the receiver level involving dark current, thermal and shot noises. The dark current noise occurs 

when there is no light input. The cause of this noise is the absence of the PIN-PD receptor. This 

problem can be mitigated by the improvement and evolution of its industrial technology. 

The thermal noise which is produced when the photon is converted into an electron is caused by 

the thermal interaction of the electrons. This is stochastic function governed by Gaussian 

distribution. Finally, the shot noise is also namely quantum noise and results from the quantum 

fluctuations of the coming light, which is commonly modeled as a Poisson process. These factors 
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have an effect on network performance and are fundamentally due to photon dispersion, shot noise 

and thermal noise. Usually, thermal and shot noises in optics [53]. 

If the efficient power is high (i.e. >-10 dBm), the intensity noise is the primary factor impairing 

the system performance. In contrast, if the efficient power is not high enough, then the shot noise 

and thermal noise sources are the primary impairing factors but the influence of shot noise is much 

lower than that of thermal noise.  

Nevertheless, since the broadband thermal sources (BTS) are used in such systems, the PIIN 

caused by the BTS intensity fluctuation has a major impact on system performance. It has been 

demonstrated that the PIIN influence is proportional to the square of photocurrent. This indicates 

that the system performance cannot be improved by simply raising the optical power at the 

receiver side [9]. 

 

1.7.1.  Thermal Noise 

Thermal noise is the result of the thermal agitation of electric charges inside a conductor 

medium. This noise is also ruled by the Gaussian statistic on large-scale behavior. It is not possible 

to predict exactly the individual electron path due the great number of collisions per unit time the 

electron suffers over the random track at each temperature superior than absolute zero (0 K) [69]. 

The thermal noise can be written as [20]: 

𝜎𝑇ℎ = 4𝐾𝑏𝑇𝑛𝐵𝑟/𝑅𝑙     Eq. ( 1.2) 

Where 

Kb: is the Boltzmann’s constant estimated by (J/s). 

Tn: is the temperature estimated by (K). 

Br: is the electrical bandwidth estimated by (Hz). 

Rl: is the load resistor estimated by (Ω). 

 

1.7.2.  Shot Noise 

During the photo-detection operation for the incoming optical signals, a corresponding electron 

stream resulted which can be interpreted as form signal shot noise  [70]. The photocurrent variance 

synchronized with power fluctuations of the photo detection operation defines the photocurrent 

fluctuation as the shot noise. The shot noise can be calculated by [69]: 

𝜎𝑆ℎ = 2𝑒𝐵𝑤𝐼     Eq. ( 1.3) 

Where 
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e: is the electron charge estimated by (c). 

I: is the average photocurrent estimated by (A). 

 

1.7.3.  Phase Induced Intensity Noise (PIIN) 

It is the result of optical overlap in the accumulation of a number of delayed optical signals. This 

noise is deemed to be the main factor in the system impairment where it decreases the signal value 

while increasing the noise signal contributing to the degradation of signal to noise ratio (SNR). 

Moreover, its influence is in proportion to the power of the photocurrent produced [53]. It can be 

calculated as: 

𝜎𝑃𝐼𝐼𝑁 = 𝐼
2𝐵𝑤𝜏𝑐    Eq. ( 1.4) 

Where 

τc: is the coherence time of the source. 

Thanks to the balanced detection, the multi-user interference (MUI) can be removed, but 

unfortunately not fully due to a subtractor of photocurrent which operates after the photo detection 

process. This remnant PIIN affects the system performance. Moreover, due to the proportionality 

relationship between MUI, produced photocurrent and PIIN, it is possible to obtain a great SNR if 

the total power of the MUI components is decreased without influencing the power of the efficient 

signal (i.e. photocurrent following the subtraction process which corresponds to the peak of phase 

autocorrelation) [53]. 

 

1.8. Spectral-Amplitude-Coding Schemes 

1.8.1.  Arrayed Waveguide Gratings (AWGs) 

The manufacture of AWGs is dependent on the use of planar waveguide technology that can 

attain several functions as indicated in  

Figure 1.4. One of the AWG features is its ability to provide free spectral range and cyclic shift 

to produce the signals of SAC. Also, its ability to process both the complimentary and typical 

signals concurrency [71].  

The mechanism of AWG can be elaborated as follows: 

Each input port in AWG is deemed as a waveguide, allows passing multi-wavelengths (i.e., multi-

channels). Then, it separates the channels and outputs them in different ports. The AWG can sum 

several incoming wavelengths from different input ports and output them through the same port. 

Also, it can work bi-directionally which means that AWGs are utilized as the WDM/WDDM in 

optical communications systems.  
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Exemplary AWGs can deal with wavelength spacing up to 100 GHz (i.e., 0.8 nm). A SAC-

OCDMA system based on AWG technology is presented in Figure 1.5. AWGs work as a spectral 

separator in this system, through which it obtains multiple spectral components which resulted 

from dividing broadband pulses of the source. The required components are joined into another 

AWG whereas the not required components are discarded (either through the absorption by black 

masks or reflection by mirrors) [53]. 

 

Figure 1.4. AWG function diagram [53]. 

 

Figure 1.5. AWG based SAC-OCDMA system [53]. 
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1.8.2.  Spectral-amplitude Mask 

Spectral amplitude optical encoder is one of incoherent OCDMA encoders which is composed 

of a pair of lenses and uniform diffraction gratings, and a spectral amplitude mask (4f system) as 

can be seen in Figure 1.6. After applying modulation to an incoming optical pulse from an optical 

broadband source (BBS) by data, the first diffraction grating decomposes its spectral components 

spatially with an appointed resolution. 

The first lens allows the spectral components to perform maximal spatial separation. Then, it is 

the role of the spectral amplitude mask (conforming to a user address signature) which filters these 

spectral components and so passes the desired spectral components (assigned by the selected user’s 

address signature). The rest of the spectral components, are recollected by the second lens and 

second diffraction grating into a single optical ray to be transmitted to a network [53]. 

 

Figure 1.6. Block diagram of spectral-amplitude encoding OCDMA system [53]. 

 

1.8.3.  Fiber Bragg Gratings (FBGs) 

Nowadays, FBG manufacturing technology plays an essential role in several applications for 

sensors and optical communication networks. In this sense, it is particularly important for optical 

communications to correct the chromatic dispersion that exist in fiber links through chirped FBGs. 

As a result, it permits an augment in the distance and transmitted data rate.  

A grating is perturbation (difference) in a material or a periodic structure of FBG. This 

difference has the feature of transmitting of reflecting light in an assigned direction which depends 

on the wavelength [72]. FBG is inserted inside the optical fiber. Because of this insertion, the FBG 

a lot of benefits like low loss (up to 0.1 dB at 1550 nm wavelength), low cost, simple packaging, 

non-sensitivity polarization, facility of conjugation with other fibers and decreased temperature 

coefficient.  
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A fiber grating is considered as a narrowband reflection filter that is manufactured over a photo 

imprinting operation which depends on the property that germanium-doped silica fiber shows great 

sensitivity to light. When a signal with multi-wavelengths, encounters the grating, herein, 

wavelengths are divided into two types; phase-matched and non-phase-matched to the Bragg 

reflecting case where the phase-matched wavelengths aren’t transmitted but reflected back.  

The incoming optical pulse from a broadband thermal source refers to that a data bit one is 

transmitted while the absence of light means data bit zero is transmitted then the optical pulse 

passes through the encoder. As in the case of FBG groups, the optical pulse is encrypted by the 

first FBG according to the correspondent spectral component whereas the others are reflected. After 

that, the second FBG works as compensator for the round-trip delay of various spectral components 

resulted by the first one where all the reflected components are matched in terms of time delay and 

can be incorporated into a pulse again. In the part of the receiver, each FBG is configured in 

accordance with the address sequence of the receiver. Additionally, MAI can be removed using the 

balanced detection if the implemented codes have IPCC value. By transiting to the data recovery, 

this can be done precisely as long as the original spectrally encoded pulse keeps to its most power 

when it reflected by the gratings at the desired receiver [53]. 

 

.  

Figure 1.7. Transmitter / Receiver scheme [53]. 

 

1.8.4.  Incoherent Bipolar Optical Encoder and Decoder Employing 

Complementary Spectral Encoding 

As shown in Figure 1.8, the bipolar complementary spectral optical encoder is composed of two 

BBS such as light-emitting diode (LED) connected in series, a single WDM, two wavelength 

division de-multiplexers  (WDDMs) and optical switches [64], [73]. The process mechanism of 

optical sources is reversible where “LED1” does not issue any optical signal if the transmitted data 

bit is (+1). As a result, there is no incoming optical signal from “DEMUX1” to optical switch. 
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Nevertheless, “LED2” transmits an optical signal to “DEMUX2” which in turn issues N optical 

pulses with wavelengths: 𝜆1, 𝜆2,....𝜆𝑁.  

After receiving the incoming signals; the optical switches select and allow the passage of the 

pulses according to the balanced signature of each user. The selected pulses are then accumulated 

and outputted by the WDM. 

 

Figure 1.8. Bipolar complementary spectral encoder [53]. 

 

Figure 1.9. Bipolar complementary spectral decoder [53]. 
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Likewise, "LED2" does not issue any optical signal if the transmitted data bit is (-1) and then 

"LED1" transmits an optical signal to "DEMUX1" which then issues "N" optical pulses with 

wavelengths.  

After receiving the wavelengths by optical switches and depending on the balanced address 

signature of the same user, the switches select allow the passage of the optical pulses with the 

complement wavelengths matching to the data bit “+1”. Finally, the selected optical pulses are 

multiplexed and outputted by a 1*n a WDM. In this manner, the bipolar complementary spectral 

optical encoding is attained and the encoded signal is delivered into a star network [64].  

 

1.9. Detection Technique 

In general, there are two detection techniques; coherent and non-coherent. In the first kind, a 

signal is detected in reference to the phase information of the carrier, whereas there is no need to 

know the phase information in non-coherent detection. Coherent and non-coherent systems use 

bipolar and unipolar codes, respectively.  

The hardware implementation in coherent system is more complex than in the non-coherent 

system since the phase synchronization is not required in the latter [74]. Therefore, the non-

coherent detection is selected and explained in the following sub-sections. There are three detection 

techniques for SAC-OCDMA systems: AND subtraction technique, spectral direct detection 

technique and complementary subtraction technique. 

 

1.9.1.  AND Subtraction Detection Technique 

In AND subtraction technique, the cross-correlation can be expressed as "a" where it is replaced 

by "b" which presents the AND operation between two sequences: A and B. For instance, we 

assume that we have two different sequences: "A=0011" and "B=0110" and so the result of the 

AND operation is: "A AND B=0010". Figure 1.10 details the AND receiver structure [75]. 

At the receiver, the received signal is divided into two branches: upper branch is set to the same 

transmitted code sequence while lower branch is set to the result of AND operation between A and 

B sequence [6], [76]. The following equation should be satisfied at the receiving side in order to 

achieve the cancellation of the MAI.   

𝑍𝐴𝑁𝐷 = 𝜃(𝐴𝐵)(𝑘)  − 𝜃(𝐴 & 𝐵)(𝑘) = 0    (1.10) 

Eq. (1.10) indicates that MAI or other channel interferences may be suppressed by the AND 

subtraction technique. On the other hand, this technique may be used with any OCDMA code 

belonging to IPCC code families [75]. 
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Figure 1.10. AND subtraction detection technique implementation [75]. 

 

1.9.2.  Spectral Direct Detection (SDD) Technique 

This technique is completely different from the AND detection technique. Figure 1.11 illustrates 

the structure of the SDD technique. In this detection, it is sufficient to filter out only the desired 

spectral chip in the optical field, whereas there is no need use a subtractor for the electric field. For 

this reason, the MAI and PIIN are not found in SDD scheme. However, the use of this technique 

is viable for codes where the spectral chips aren't interfered with other spectral chips of the other 

channel. Therefore, it is enough to detect a minimum of one clean chip in each code sequence [75].  

In this technique, the non- interfering chips (clean chips) are detected only if the data are fully 

retrieved from the chips and do not overlap with data from other chips of other code sequences. 

Therefore, it is not necessary to utilize a subtractor to cancel interference caused by other active 

users [77].  

This will reduce the number of filters and reduce the complexity and cost of the system. Besides, 

thanks to SDD technique, the general system performance will be improved in terms of SNR and 

BER. However, the MAI phenomena is inevitable since only the clean chips in the code sequences, 

are detected [78]  

. 
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Figure 1.11. Spectral direct detection (SDD) technique implementation [82]. 

 

1.9.3.  Complementary subtraction detection (CSD) technique 

The third technique presented here is the complementary subtraction detection (CSD) technique 

whose structure resembles slightly the "AND" structure as shown in Figure 1.12. In this Figure two 

different sequences: "A=0011" and "B=0110" are modulated with data and transmitted to the 

multiplexer.  

At the receiver side, the optical signal is split into two complementary branches of spectral chips 

where the upper branch is set to the same transmitted code sequence while the lower branch is set 

to the complement of the transmitted code sequence [79].  

These two branches of spectral signals are transmitted to a subtractor that computes the correlation 

difference [80]. In CSD technique, the cross-correlation can be defined as [81]: 

𝜃𝐴𝐵(𝑘) = ∑ 𝐴𝑖𝐵𝑖+𝑘
𝑁−1
𝑖=0     Eq. ( 1.5) 

The complementary of “A” and “B” sequecences, are referred to as �̅� and �̅�, respectively. The 

cross correlation sequence between �̅� and 𝐵 is similar to Eq. (1.5) and it can be written as: 

𝜃�̅�𝐵(𝑘) = ∑ 𝐴𝑖𝐵𝑖+𝑘
𝑁−1
𝑖=0     Eq. ( 1.6) 

The sequences desired are as: 

𝜃𝐴𝐵(𝑘) = 𝜃�̅�𝐵(𝑘)    Eq. ( 1.7) 

In the receiver area, the PDs will detect the two complementary inputs that will be fed to the 

subtrator whose cross-correlation output, Z, can be expressed as follows: 

𝑍𝑐𝑜𝑚𝑝𝑙𝑒𝑚𝑒𝑛𝑡𝑎𝑟𝑦 = 𝜃𝐴𝐵(𝑘)  − 𝜃�̅�𝐵(𝑘)   Eq. ( 1.8) 
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Consequently, the cross correlation produced from the subtractor output, will be removed when  

𝑍𝑐𝑜𝑚𝑝𝑙𝑒𝑚𝑒𝑛𝑡𝑎𝑟𝑦 = 0. As a result, there is no further signal from other users on the intended channel 

[75]. 

 

Figure 1.12. Complementary subtraction detection (CSD) technique implementation [75]. 

 

1.10. Summary 

SAC-OCDMA system is considered the most prominent promising among the common multiple 

access techniques. It is used for high speed multiplexing telecommunication because it allows for 

flexible design and management of a resilient network. It does not require dedicated time or 

frequency coincidence.   

Moreover, the BER relies heavily on the active number of users which in turn affects the 

implemented code. In this system, a new number of users can be simply hosted by the use of codes 

authorizing greater cardinality. Nevertheless, the design of distinct novel codes with good 

functionality is considered a difficult mission and one of the challenges in the OCDMA system. 
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Chapter 2: Literature Survey 
 

2.1. Introduction 

This chapter provides a concise overview of the available optical codes in their various 

categories: bipolar and unipolar codes, which have been published in previous literatures to be used 

in SAC-OCDMA systems. Theoretical analysis of OCDMA systems has proven that the dominant 

factor MAI leads to a reduction in the performance of OCDMA systems. Furthermore, this factor 

increases its effect as long as there is an addition of new user [82]. 

Since coherent systems can reach the orthogonal property between codes that guarantees to 

cancel the MAI effect, but that isn’t always achieved by incoherent systems such as SAC. To 

explain this, consider an example of certain distinct codes according to the size and length of the 

code. It can refer to MAI via the IPCC value between the neighboring codes due to the frequency 

components are inherently in order [83].  

As research progresses, the researchers found that MAI can be deleted using codes with a 

constant IPCC value for the encoding/decoding process and application of the balanced detection 

technique [84], but these systems produce PIIN, from spontaneous BBS emissions, which 

extensively influences the overall performance of the system [85]. To bypass this obstacle, the 

researchers advise according to the codes with the perfect IPCC value referred to as (𝜆𝑐) symbol, 

minimizing as much as possible [86]. For this reason, the codes with the perfect IPCC have 

appealed to interests. To further interpret this, the performance of the OCDMA system is associated 

with two main functions: auto-correlation and cross-correlation. For this reason, the codes with the 

perfect IPCC have appealed to interests. To further interpret this, the performance of the OCDMA 

system is associated with two main functions: auto-correlation and cross-correlation [87]–[90].  

Based on the published papers recently, there are a lot of codes proposed for coherent systems 

such Walsh-Hadamard (WH) code [91] as well for SAC-OCDMA systems such as modified 

quadratic congruence (MQC) [9], diagonal permutation shifting (DPS) [12], modified double 

weight (MDW) [13], multi service (MS) [15], flexible cross correlation (FCC) [92], dynamic cyclic 

shift [93], perfect difference (PD) [94] and random diagonal (RD) [95] codes. These codes are 

common with the same property that is all have constant or variable IPCC value.  

Besides that, another category of codes has been suggested for SAC-OCDMA systems, namely 

zero cross correlation (ZCC) codes families which mentioned of them zero cross correlation (ZCC) 

code [7] and multi diagonal (MD) code  [16]. In the following two sections of this chapter, each 

code of them is revised in detail in terms of its design method and properties that would assist for 

comprehension of the reasons beyond efficiency and outperformance of the suggested codes in the 

following chapters of this thesis. Moreover, it displays a detailed comparison between the above-

mentioned codes.   
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2.2. Bipolar codes construction 

2.2.1.  Walsh-Hadamard (WH) code matrix 

Walsh-Hadamard (WH) matrix code is one of orthogonal codes, characterized by simplicity 

design and exists for any value of “n” which refers to a multiple of (4) as well mathematically, WH 

code matrix is considered a square matrix. The simplest case of WH code matrix with the smallest 

code size, can be obtained if “n” equal to (2). Accordingly, it can generate or derive novel matrices 

of WH code with more users’ number. Its general form for “n” order can be defined as below [91]: 

𝐻(𝑛) = [
𝐻(𝑛 2⁄ ) 𝐻(𝑛 2⁄ )

𝐻(𝑛 2⁄ ) −𝐻(𝑛 2⁄ )
]    Eq. ( 2.1) 

Bearing in mind that 𝐻(1) = 1. Let us take an example for the simple case when n=2. Herein, WH 

code matrix can be written as following: 

𝐻(2) = [
𝐻(1) 𝐻(1)

𝐻(1) −𝐻(1)
] = [

+1 +1
+1 −1

]
2×2

   Eq. ( 2.2) 

Although 𝐻(2) = [
+1 +1
+1 −1

] leads to −𝐻(2) = [
−1 −1
−1 +1

]. 

The second case of WH code matrix for n=4 can be represented as a function of the first case as 

follows: 

𝐻(4) = [
𝐻(2) 𝐻(2)

𝐻(2) −𝐻(2)
] = [

+1 +1
+1 −1

+1 +1
+1 −1

+1 +1
+1 −1

−1 −1
−1 +1

]

4×4

   Eq. ( 2.3) 

For the third case of WH code matrix for n=8 can be represented as a function of the second case 

as: 

𝐻(8) = [
𝐻(4) 𝐻(4)

𝐻(4) −𝐻(4)
] =

[
 
 
 
 
 
 
 
+1 +1
+1 −1

+1 +1
+1 −1

+1 +1
+1 −1

−1 −1
−1 +1

+1 +1
+1 −1

+1 +1
+1 −1

+1 +1
+1 −1

−1 −1
−1 +1

+1 +1
+1 −1

+1 +1
+1 −1

+1 +1
+1 −1

−1 −1
−1 +1

−1 −1
−1 +1

−1 −1
−1 +1

−1 −1
−1 +1

+1 +1
+1 −1]

 
 
 
 
 
 
 

8×8

 Eq. ( 2.4) 

In essence, it cannot generate WH code matrix order of “n” before generating its back order of 

“n/2”. Lastly, the code length of the WH code matrix can be given as follows: 

𝐿 = 2𝑛      Eq. ( 2.5) 

Where 𝑛 = 1,2, 4, 8, 16,… 𝑒𝑡𝑐. 
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2.3. Unipolar codes construction 

2.3.1.  Modified quadrature congruence (MQC) code construction 

In 1994, Kostic & Titlebaum [96] suggested quadrature congruence (QC) code in which there 

is an ideal cross-correlation value for each prime number (p). It was observed that each QC code 

sequence is made up of (p) groups and that each group contains a single "one" and the remaining 

bits are (p-1) "zeros". 

In 2001, Wei et al. [9] proposed a novel code family derived from QS code namely, modified 

QS (MQC) code with (𝑝 + 1, 𝑝2 + 𝑝, 𝑝2, 1) parameters that refer to code weight, code length, 

number of active users and IPCC value, respectively under condition (𝑝 > 2). Therefore, it can 

obtain the new code family by padding another similar group with QC. 

Table 2.1 displays MQC code matrix for p=5, d=1 and b=2 where 𝑑 ∈ {1, 2, 3, …… , 𝑝 − 1} and 

𝑏, 𝛼, 𝛽 ∈ {0, 1, 2, …… . , 𝑝 − 1}. It can generate (p-1) code families by utilizing various values of 

parameter “d” and a given fixed value of “b”. 

 

Table 2.1 Sequences and Sequence of binary numbers when p=5, d=1 and b = 2. 

𝛼 𝛽 Sequences Sequences of binary numbers (MQC codes) 

0 0 014412 10000   01000   00001   00001   01000   00100 

1 0 144103 01000   00001   00001   01000   10000   00010 

4 0 101441 01000   10000   01000   00001   00001   01000 

1 3 422433 00001   00100   00100   00001   00010   00010 

3 4 304030 00010   10000   00001   10000   00010   10000 

  

2.3.2.  Modified double weight (MDW) code construction 

Aljunid et al. [97] proposed a code family, namely the MDW code which is an abbreviation for 

modified double weight and a derivative version of the double weight code (DW). The DW code 

differs by a constant code weight equal to exactly two, but a constant number for the code weight 

is regarded one of the limitations of the SAC-OCDMA system. Eventually, authors have used a 

mapping technique that tends towards producing more than two code weights and will therefore be 

flexible. 

The MDW code matrix can be presented by the K×L dimension where "K" refers to the number of 

active users while "L" refers to the code length. An example of MDW code with w=4, K=3, L=9 

and 𝜆𝑐=1, is indicated below in Eq. (2.6). 
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𝑀𝐷𝑊 = [
0 0 0 0 𝟏 𝟏 0 𝟏 𝟏
0 𝟏 𝟏 0 0 0 𝟏 𝟏 0
𝟏 𝟏 0 𝟏 𝟏 0 0 0 0

]

3×9

  Eq. ( 2.6) 

In the case of the wright code set to 4, the length of the MDW code can be expressed as follows: 

𝐿𝑀𝐷𝑊 = 3𝐾 + 
8

3
𝑠𝑖𝑛 (

𝐾𝜋

3
)    Eq. ( 2.7) 

 

2.3.3.  Flexible cross correlation (FCC) code construction 

Rashidi et al. [92] introduced a family code called FCC code which is an abbreviation for 

flexible cross correlation. It is described by resilience in term of code weight, number of users and 

IPCC value which at least equal to one.  

By choosing fixed numbers for code weight, number of users and IPCC (e.g., w=3, K=4 and 𝜆𝑐=1), 

the position of ones can be easily determined by means of the law below, which allows the creation 

of the first code sequence (𝐶1). 

𝑃𝑚,𝑛 = {
1         𝑓𝑜𝑟       𝑛 = 1,2, … ,𝜔
0                             𝑒𝑙𝑠𝑒          

    Eq. ( 2.8) 

Furthermore, the remaining positions of the initial code sequences are filled by zeros until ‘’𝐿’’ 

length, which can be expressed as following:  

𝐿𝐹𝐶𝐶 = 𝜔𝐾 − 𝜆𝑐(𝐾 − 1)    Eq. ( 2.9) 

 Considering the above, 𝐶1 can be written as in Eq. (2.10) with selecting w=3 and K=4. 

𝐶1 = [𝟏 𝟏 𝟏 0 0 0 0 0 0]1×9   Eq. ( 2.10) 

To obtain the second code sequence (𝐶2),𝐶1 is shifted "𝜔 − 𝜆𝑐" times to the right as shown in Eq. 

(2.11). 

𝐶2 = [0 0 𝟏 𝟏 𝟏 0 0 0 0]1×9    Eq. ( 2.11) 

In the same way, for the rest code sequences 𝐶3 and 𝐶4, they can be obtained by shifting 𝐶2 and 𝐶3 

“𝜔 − 𝜆𝑐" times to the right, respectively. Based on the above, FCC code matrix can be presented 

as following: 

𝐹𝐶𝐶 = [

𝟏 𝟏 𝟏 0 0 0 0 0 0
0 0 𝟏 𝟏 𝟏 0 0 0 0
0 0 0 0 𝟏 𝟏 𝟏 0 0
0 0 0 0 0 0 𝟏 𝟏 𝟏

]

4×9

   Eq. ( 2.12) 
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2.3.4.  Dynamic Cyclic Shift (DCS) code construction 

Abd et al. [93] developed a new family code which is mainly dependent on shifting property as 

in FCC code. This code is called Dynamic Cyclic Shift (DCS) and matches the FCC code at certain 

design stages as mentioned above and differs from others. First of all, it should talk about its 

parameters as code length, which can be expressed as below: 

𝐿𝐷𝐶𝑆 = 𝐾     Eq. ( 2.13) 

Secondly, the positions of ones for 𝐶1 of DCS code matrix can be determined through the following 

relation while, the remaining positions are filled by zeros. 

𝑃𝑚,𝑛 = {
2𝑖                                   𝑓𝑜𝑟       𝑖 = 0,1

2𝑖−1 + 2𝑖            𝑓𝑜𝑟         𝑖 = 2,3, … , 𝜔         
   Eq. ( 2.14) 

Let take an example for K=14 and w=3, so the positions of ones are: 𝑃1,1 = 2
0 = 1, 𝑃1,2 = 2

1 = 2 

and 𝑃1,3 = 2
1 + 22 = 6. Thus 𝐶1 can be written as following: 

𝐶1 = [𝟏 𝟏 0 0 0 𝟏 0 0 0 0 0 0 0 0]   Eq. ( 2.15) 

To obtain the second code sequence (𝐶2), 𝐶1 is shifted one time to the right as shown in Eq. (2.16). 

𝐶2 = [0 𝟏 𝟏 0 0 0 𝟏 0 0 0 0 0 0 0]   Eq. ( 2.16) 

Similarly for the rest code sequences: 𝐶3, 𝐶4 until 𝐶14, they can be obtained by shifting 𝐶2, 𝐶3until 

𝐶13 one time to the right, consequentially in another sense the novel code sequence is obtained the 

code sequence that precedes it. Based on the above, DCS code matrix can be presented as 

following: 

𝐷𝐶𝑆 =

[
 
 
 
 
 
 
 
 
 
 
 
 
 
𝟏 𝟏 0 0 0 𝟏 0 0 0 0 0 0 0 0
0 𝟏 𝟏 0 0 0 𝟏 0 0 0 0 0 0 0
0 0 𝟏 𝟏 0 0 0 𝟏 0 0 0 0 0 0
0 0 0 𝟏 𝟏 0 0 0 𝟏 0 0 0 0 0
0 0 0 0 𝟏 𝟏 0 0 0 𝟏 0 0 0 0
0 0 0 0 0 𝟏 𝟏 0 0 0 𝟏 0 0 0
0 0 0 0 0 0 𝟏 𝟏 0 0 0 𝟏 0 0
0 0 0 0 0 0 0 𝟏 𝟏 0 0 0 𝟏 0
0 0 0 0 0 0 0 0 𝟏 𝟏 0 0 0 𝟏
𝟏 0 0 0 0 0 0 0 0 𝟏 𝟏 0 0 0
0 𝟏 0 0 0 0 0 0 0 0 𝟏 𝟏 0 0
0 0 𝟏 0 0 0 0 0 0 0 0 𝟏 𝟏 0
0 0 0 𝟏 0 0 0 0 0 0 0 0 𝟏 𝟏
𝟏 0 0 0 𝟏 0 0 0 0 0 0 0 0 𝟏]

 
 
 
 
 
 
 
 
 
 
 
 
 

14×14

  Eq. ( 2.17) 
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2.3.5.  Perfect difference (PD) code construction 

Weng & Wu. [94] have proposed the perfect difference (PD) code which common with the DCS 

code in the design stages, but the offset is applied once left. Also, the code length and number of 

users are equal where in this paper, authors have been used another mathematical relation to express 

the code length that is related to code weight as shown in Eq. (2.18). 

𝐿𝑃𝐷 = 𝜔
2 − 𝜔 + 1     Eq. ( 2.18) 

An example of the PD code matrix for w=3, therefore the code length will equal (7) is presented in 

Eq. (2.19) with one positions for 𝐶1 are: 1, 2 and 4. 

𝑃𝐷 =

[
 
 
 
 
 
 
𝟏 𝟏 0 𝟏 0 0 0
𝟏 0 𝟏 0 0 0 𝟏
0 𝟏 0 0 0 𝟏 𝟏
𝟏 0 0 0 𝟏 𝟏 0
0 0 0 𝟏 𝟏 0 𝟏
0 0 𝟏 𝟏 0 𝟏 0
0 𝟏 𝟏 0 𝟏 0 0]

 
 
 
 
 
 

7×7

    Eq. ( 2.19) 

 

2.3.6.  Multi-Service (MS) code construction 

Kakaee et al. [15] have proposed multi-service (MS) code for the SAC-OCDMA system. The 

MS code is characterized by a constant cross-correlation value and a varying number of users. As 

regards the construction of the MS code, this depends on a basic matrix and a mapping technique. 

Its parameters are: "𝐾𝐵" and "𝐿𝐵" which refer to the number of users and code length in the basic 

matrix. They can be respectively expresses as below: 

𝐾𝐵 = 𝜔     Eq. ( 2.20) 

And 

𝐿𝐵 = 𝐾𝐵. 𝜔     Eq. ( 2.21) 

The general relation between 𝐿𝐵 and 𝐿𝐵 that expresses the code length of the MS code matrix 

is presented in Eq. (2.22). 

𝐿𝑀𝑆 =
𝐾

𝐾𝐵
∗ 𝐿𝐵     Eq. ( 2.22) 

MS code matrix can be designed as follows:  

Firstly, it should to determine the position of ones for the 1st code sequence (𝐶1) with the aid of the 

following relation and the other positions are filled by zeros 

𝑃𝜔 = {
1                                        𝑓𝑜𝑟             𝜔 = 1

𝑃(𝜔−1) + (𝜔 + 1)          𝑓𝑜𝑟             𝜔 > 1
   Eq. ( 2.23) 
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If 𝜔 = 3, the position of ones in 𝐶1 will be in [1, 2, 4] positions and 𝐿𝐵 = 6. So 𝐶1 will be written 

as: 

𝐶1 = [ 𝟏 𝟏 0 𝟏 0 0]    Eq. ( 2.24) 

Secondly, the second code sequence 𝐶2 can be generated from 𝐶1. At the beginning, identify the 

first one of 𝐶1 that does not overlap and place it in this position by aiming for a cross-correlation 

equal to exactly one. Then, the rest elements of 𝐶2 are obtained by shifting 𝐶1 one bit to the right 

and the empty spaces are filled by zeros 

𝐶2 = [ 𝟏 0 𝟏 0 𝟏 0]   Eq. ( 2.25) 

Similarly, with the third code sequence 𝐶3 where the applied second step in 𝐶2 obtained from 𝐶1, 

is also repeated to generate 𝐶3 from 𝐶2 as follows: 

𝐶3 = [0 𝟏 0 𝟏 0 𝟏]     Eq. ( 2.26) 

Note that the cross correlation between 𝐶1 and 𝐶2, 𝐶2 and 𝐶3 and 𝐶1 and 𝐶3 is equal to one. Thus, 

the basic matrix (𝐶𝐵) can be generated by combining between 𝐶1, 𝐶2 and 𝐶3 as shown in Eq. (2.27). 

𝐶𝐵 = [
𝟏 𝟏 0 𝟏 0 0
𝟏 0 𝟏 0 𝟏 0
0 𝟏 0 𝟏 0 𝟏

]

3×6

    Eq. ( 2.27) 

Thirdly, it aims at increasing the number of users using the mapping technique so that the MS code 

matrix will be expressed as follows: 

𝑀𝑆 =

[
 
 
 
 
 
𝟏 𝟏 0 𝟏 0 0
𝟏 0 𝟏 0 𝟏 0
0 𝟏 0 𝟏 0 𝟏

0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0

0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0

𝟏 𝟏 0 𝟏 0 0
𝟏 0 𝟏 0 𝟏 0
0 𝟏 0 𝟏 0 𝟏]

 
 
 
 
 

6×12

   Eq. ( 2.28) 

 

2.3.7.  Random diagonal (RD) code construction 

Fadhil et al. [95] have been proposed RD code which is an abbreviation for random diagonal. 

This code is made up of two matrixes: code segment and data segment. What characterizes these 

arrays is that the cross-correlation of the code segment is variable and greater than one while it is 

equal to zero for the data segment. The code length of the RD code matrix relates to the number of 

users and code weight and can be given as: 

𝐿𝑅𝐷 = 𝐾 + 2𝜔 + 5    Eq. ( 2.29) 
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The data segment matrix (D) can be constructed simply because of its anti-identity matrix. For 

K=3, D can be expressed as: 

𝐷 = [
0 0 𝟏
0 𝟏 0
𝟏 0 0

]     Eq. ( 2.30) 

Concerning the code segment (C) matrix, it can be presented for (𝜔 = 4) as follows: 

𝐶 = [
0 𝟏 𝟏
𝟏 𝟏 0
𝟏 0 𝟏

𝟏
0
𝟏

0
𝟏
0
]    Eq. ( 2.31) 

Where C matrix is made up of two sub-matrices: basic matrix (B) and weight matrix (W) which 

are respectively: 

𝐵 = [
0 𝟏 𝟏
𝟏 𝟏 0
𝟏 0 𝟏

] and 𝑊 = [
𝟏 0
0 𝟏
𝟏 0

]    Eq. ( 2.32) 

W matrix is responsible to increase the code weight. 

 

2.3.8.  Zero Cross Correlation (ZCC) code construction 

Anuar et al. [7] have been proposed a zero cross correlation (ZCC) code for SAC-OCDMA 

system. This code is characterized by the IPCC, which remains at zero, resulting in the complete 

total of the effect of the MAI. The ZCC code design resembles MDW code, but with (𝜆𝑐 = 0). ts 

matrix consists of four sub-matrices that aid in creating the ZCC code The general form of ZCC 

code can be expressed as follows: 

𝑍𝐶𝐶 = [

𝐴 | 𝐵
− − | − − 
𝐶 | 𝐷

]       Eq. ( 2.33) 

Where [𝐴], [𝐵], [𝐶] and [𝐷] matrices can be defined as below: 

[𝐴] composes of [1, 𝜔(𝜔 − 1)] matrix of zeros. 

[𝐵] composes of “𝜔” replication of the matrix ∑ 𝑖𝜔
𝑖=1  [0, 1]. 

[𝐶] composes of the duplication of the matrix from (𝜔 − 1). 

[𝐷] composes of the diagonal pattern of [𝑚× 𝑛] with exchange column of zeros matrix [𝑚 × 𝑛]. 

The code length of ZCC code can be expressed as: 

𝐿𝑍𝐶𝐶 = 𝐾.𝜔     Eq. ( 2.34) 
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Where  

𝐾 = 𝜔 + 1 impling 𝐿𝑍𝐶𝐶 = (𝜔 + 1). 𝜔 

An example of ZCC code matrix for 𝜔 = 3 is presented in Eq. (3.35). 

𝑍𝐶𝐶𝜔=3 =

[
 
 
 
 
0 0 0 0 0 0 0 | 𝟏 0 𝟏 0 𝟏
− − −− −−−−−−−− −−−−−−−−
0 0 0 𝟏 0 𝟏 0 | 0 0 0 𝟏 0
0 𝟏 0 0 𝟏 0 0 | 0 𝟏 0 0 0
𝟏 0 𝟏 0 0 0 𝟏 | 0 0 0 0 0]

 
 
 
 

4×12

  Eq. ( 2.35) 

Where 

[𝐴] = [0 0 0 0 0 0 0] , [𝐵] = [𝟏 0 𝟏 0 𝟏] 

[𝐶] = [
0 0 0 𝟏 0 𝟏 0
0 𝟏 0 0 𝟏 0 0
𝟏 0 𝟏 0 0 0 𝟏

] and [𝐷] = [
0 0 0 𝟏 0
0 𝟏 0 0 0
0 0 0 0 0

] 

 

2.3.9.  Multi Diagonal (MD) code construction 

Abd et al. [16] have been proposed a new code that belongs to the ZCC code families, namely 

multi diagonal or known as an MD code abbreviation. Based on its name, it may say that the MD 

code matrix is made up of several diagonals. Its code length can be expressed as follows: 

𝐿𝑀𝐷 = 𝐾.𝜔     Eq. ( 2.36) 

In the case of the MD code, both parameters: "K" and "ω" are independent in contrast to the ZCC 

code. Simply and without long explication, MD code matrix can be constructed based on an identity 

matrix (𝐼𝑁) and its anti-matrix (𝑎𝑛𝑑𝑡𝑖(𝐼𝑁)) where the general form of MD code matrix can be 

written as: 

𝑀𝐷 = [𝐼𝑁 | 𝑎𝑛𝑑𝑡𝑖(𝐼𝑁) | 𝐼𝑁 | 𝑎𝑛𝑑𝑡𝑖(𝐼𝑁) | 𝐼𝑁 …… 𝐼𝑁]  if   𝜔:odd Eq. ( 2.37) 

And 

𝑀𝐷 = [𝐼𝑁 | 𝑎𝑛𝑑𝑡𝑖(𝐼𝑁) | 𝐼𝑁 | 𝑎𝑛𝑑𝑡𝑖(𝐼𝑁) | 𝐼𝑁 …… 𝑎𝑛𝑑𝑡𝑖(𝐼𝑁)]  if 𝜔:even 

 Eq. ( 2.38) 

Examples of MD code with 𝜔 = 3 and 𝐾 = 5, and 𝜔 = 4 and 𝐾 = 5, are respectively presented 

in Eq. (2.39) and Eq. (2.40), successfully. 

𝑀𝐷 = [

𝟏 0 0 0
0 𝟏 0 0
0 0 𝟏 0
0 0 0 𝟏

|
|
|
|

0 0 0 𝟏
0 0 𝟏 0
0 𝟏 0 0
𝟏 0 0 0

|
|
|
|

𝟏 0 0 0
0 𝟏 0 0
0 0 𝟏 0
0 0 0 𝟏

]

4×12

  Eq. ( 2.39) 
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𝑀𝐷 = [

𝟏 0 0 0
0 𝟏 0 0
0 0 𝟏 0
0 0 0 𝟏

|
|
|
|

0 0 0 𝟏
0 0 𝟏 0
0 𝟏 0 0
𝟏 0 0 0

|
|
|
|

𝟏 0 0 0
0 𝟏 0 0
0 0 𝟏 0
0 0 0 𝟏

|
|
|
|

0 0 0 𝟏
0 0 𝟏 0
0 𝟏 0 0
𝟏 0 0 0

]

4×16

 Eq. ( 2.40) 

 

2.4. Kinds of Codes: 

The various kinds of codes that have suggested of optical CDMA systems can be categorized 

into three groups: one dimensional (1D) codes, two dimensional (2D) codes and three dimensional 

codes (3D) as appeared in Figure 2.1. 

 

2.4.1.  One dimensional (1D) codes: 

The 1D-codes diffuse either in frequency or in time in accordance with the method utilized to 

encode the optical signal. The coding of the intensity or phase of the spectral content of a broadband 

optical signal depending on amplitude of phase masks is termed as spectral OCDMA [98].  

While, the encoding carried out in the time field with the use of optical pulses so short, is to be 

known as temporal OCDMA. This can be done with the aid of optical delay lines which function 

as a temporal encoder for the optical signal [99]. 

 

2.4.2.  Two dimensional (2D) codes: 

The 2D-codes diffuse both in frequency and time concurrently. Wavelength hopping-time 

spreading (WHTS) is a 2D encryption approach which pulses are set in different chips through the 

bit period and each chip is on a different wavelength., so succeeding a WHTS manner [72], [99], 

[100].  

In general, 2D codes enable the OCDMA network to be more resilient and host more users than 

1D codes [82], [101]. Other aspects that also include improvement compared to 1D codes include 

the potential for resistance to eavesdropping and spectral efficiency (SE) [102], [103]. In 2D codes, 

the bandwidth is distributed fairly, which can be done over the share of all active users for the same 

wavelength and time domains, providing asynchronous access, making it easier to manage and 

monitor the network. 

 

2.4.3.  Three dimensional (3D) codes: 

3D-optical codes are the simple stretch of the 2D optical codes, in which the optical pulses are 

diffused in three dimensions: wavelength, time and polarization and wavelength, time and space 

[104]–[106]. To take advantage of the fact that light can be conveyed over two states of orthogonal 

polarization, It can therefore use this to implement polarization encryption as a third dimension.  
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Table 2.2 Recent 1D-SAC-OCDMA codes. 
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The 3D-user code employs both polarization states beside discrete wavelengths and chip times 

to uniquely set users such that each code is enough orthogonal to guarantee low and high cross-

correlation and auto-correlation, respectively [107]. 

The technique of polarization encryption can considerably increase the capacity of the OCDMA 

system up to two folds at most, as long as the polarization states do not form an excessive couple 

[104]. On this basis, these codes have better performance for the OCDMA [105] system as well as 

a decrease in the probability of eavesdropping with a more significant degree compared with 1D 

and 2D codes. 

 

Figure 2.1. Bits representation in case of 1D, 2D and 3D [59]. 

2.5. Summary 

This chapter offers an extensive overview of the recently reported SAC-OCDMA codes whence 

the construction procedures and their characteristics. These codes are differences between them in 

terms of cross correlation value where RD code has variable IPCC value, whereas other codes, its 

IPCC value is constant and equal to one. The second group of those codes has a NULL cross 

correlation value, so they called the ZCC codes. Besides, the WH code is also discussed, but it 

belongs to coherent OCDMA systems since its matrix consists of bipolar numbers. Ultimately, a 

simple comparison between codes is tabulated in different terms. 
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Chapter 3: Novel Proposed Unidimensional and Multidimensional 

Codes Constructions for SAC-OCDMA Systems 
 

3.1. Introduction 

Nowadays, the quest to overcome the impairment factors in the SAC-OCDMA system and 

improve its performance has gained more interest by researchers. Therefore, their efforts have 

focused on the development of novel codes whatever unidimensional or multidimensional to 

outperform other reported codes recently.  

Despite the reality that multiple novel 1D, 2D and 3D OCDMA code sequences, beside their 

design configurations of encoding/decoding devices and detection schemas, have been suggested 

but it remains some obstacles limit the efficient use of available bandwidth. As a result, the system 

requirements cannot be met as required [23]. 

As aforementioned in the second chapter, the encoding techniques of SAC-OCDMA systems 

can be divided into two categories: codes with/without perfect IPCC. By highlighting on the codes 

with perfect IPCC, they suffer from the presence of MAI which accompanies it PIIN. Regarding 

the second category, that is able to cancel MAI completely, but its examples as MD and ZCC code 

are slightly complex in terms of construction. 

The PIIN can be removed theoretically by utilizing codes belong to ZCC code families. This 

chapter is devoted to propose new ZCC codes with simpler construction method that mainly 

depends on an identity matrix and shifting feature. 

These codes are greatly similar in design and described by flexibility property whence code 

weight and cardinality as so their names are identity row shifting matrix (IRSM) code and identity 

column shifting matrix (ICSM) code. In particular, the flexibility property in code weight gains it 

differently QoS as well as beneficial and convenient for multimedia applications. 

In addition, this chapter discusses and displays the construction of 2D-half spectral/spatial zero 

cross correlation (2D-HSSZCC) code. This work complements a former work has suggested a new 

ZCC code construction based on blocks. Likewise, other novel studies proposed and published 

recently in [39], [44]. These studies complement previous works have suggested a novel code 

construction namely cyclic shift (CS) code and single weight zero cross correlation (SWZCC) code 

for SAC-OCDMA and 2D-OCDMA systems, respectively [17], [108]. 

 

3.2. IRSM and ICSM codes 

3.2.1.  Construction of IRSM and ICSM codes 

Both IRSM and ICSM codes can be constructed with assist of the identity matrix for code size 

superior than one. So, it can be said that the identity matrix is deemed as the basic of IRSM and 
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ICSM codes families. Regarding to their construction methods, they are distinct by simplicity free 

from any complexity and depend on rows and columns shifting property, respectively, of identity 

matrix for IRSM and ICSM codes. 

Each proposed code for SAC-OCDMA system, has several specific parameters. In our case, we 

have “L” refers to the code length, “𝜔” refers to the code weight, “𝑁𝑢” refers to the system 

cardinality and finally, “𝜆𝑐 “ refers to the cross correlation value between two adjacent codes. 

Moreover, these symbols will be used later to differentiate between other codes properties with 

keeping the same meaning. The steps involved in the construction of IRSM and ICSM codes are 

explained in detail as below. 

Step 1: 

Initially, generating an identity matrix (𝐼𝑚) that defined in mathematics as a sequare matrix where 

all elements are zeros except the elements of main diagonal in which tantamount to one. If 𝑚 = 3, 

𝐼3 and 𝐶3 will be written as shown in Eq. (3.1). 

𝐼3 = 𝐶3 = [
𝟏 0 0
0 𝟏 0
0 0 𝟏

]

3×3

    Eq. ( 3.1) 

Step 2: 

Each element in each column, is shifted to the right (𝑚 − 1) bits and so the number of shifting 

times required is (2) bits. Likewise, the column elements of the resulted matrix is also shifted by 

(2) bits to the right. Thus, we will obtain new two matrices derived from (𝐼3).  

Concerning to IRSM code, the same manner is used but by shifting columns. Respectively, 

matrices generated from columns and rows shifting are represented in Eq (3.2) and Eq. (3.3). 

𝐼3
′ = [

0 0 𝟏
𝟏 0 0
0 𝟏 0

] & 𝐼3
′′ = [

0 𝟏 0
0 0 𝟏
𝟏 0 0

]    Eq. ( 3.2) 

And 

𝐶3
′ = [

0 𝟏 0
0 0 𝟏
𝟏 0 0

] & 𝐶3
′′ = [

0 0 𝟏
𝟏 0 0
0 𝟏 0

]   Eq. ( 3.3) 

Step 3 

To further elaborate 𝐼3 and 𝐶3 matrices clearly, we suppose they have the following form: 

𝐼3 = [

𝐿1(𝐼3)
𝐿2(𝐼3)
𝐿3(𝐼3)

] & 𝐶3 = [

𝐿1(𝐶3)
𝐿2(𝐶3)
𝐿3(𝐶3)

]    Eq. ( 3.4) 
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Where 𝐿1(𝐼3) and 𝐿1(𝐶3), 𝐿2(𝐼3) and 𝐿2(𝐶3), and 𝐿3(𝐼3) and 𝐿3(𝐶3): refer to, respectively, the 1st, 

2nd and 3rd row of "𝐼3" and "𝐶3" matrix. Similarly, 𝐼3
′ , 𝐼3

′′, 𝐶3
′  and 𝐶3

′′can be also written as: 

𝐼3
′ = [

𝐿1(𝐼3
′ )

𝐿2(𝐼3
′ )

𝐿3(𝐼3
′ )

], 𝐼3
′′ = [

𝐿1(𝐼3
′′)

𝐿2(𝐼3
′′)

𝐿3(𝐼3
′′)

], 𝐶3
′ = [

𝐿1(𝐶3
′)

𝐿2(𝐶3
′)

𝐿3(𝐶3
′)

] and 𝐶3
′′ = [

𝐿1(𝐶3
′′)

𝐿2(𝐶3
′′)

𝐿3(𝐶3
′′)

]   Eq. ( 3.5) 

 

Step 4: 

Reformulate each of matrices 𝐼3, 𝐼3
′ , and 𝐼3

′′ as well 𝐶3, 𝐶3
′  and 𝐶3

′′ to row vector as shown below 

in Eq. (3.6) and Eq. (3.7), successfully. 

{

𝑅𝑒(𝐼3 ) = [𝐿1(𝐼3 ) , 𝐿2(𝐼3 ) , 𝐿3(𝐼3 )]

𝑅𝑒(𝐼3
′ ) = [𝐿1(𝐼3

′ ) , 𝐿2(𝐼3
′ ) , 𝐿2(𝐼3

′ )]

𝑅𝑒(𝐼3
′′) = [𝐿1(𝐼3

′′) , 𝐿2(𝐼3
′′) , 𝐿3(𝐼3

′′)]

𝑦𝑖𝑒𝑙𝑑𝑠
→    {

𝑅𝑒(𝐼3 ) = [𝟏 0 0 0 𝟏 0 0 0 𝟏]1×9
𝑅𝑒(𝐼3

′ ) = [0 0 𝟏 𝟏 0 0 0 𝟏 0]1×9
𝑅𝑒(𝐼3

′′) = [0 𝟏 0 0 0 𝟏 𝟏 0 0]1×9

  

 Eq. ( 3.6) 

And  

{

𝑅𝑒(𝐶3 ) = [𝐿1(𝐶3 ) , 𝐿2(𝐶3 ) , 𝐿3(𝐶3 )]

𝑅𝑒(𝐶3
′ ) = [𝐿1(𝐶3

′ ) , 𝐿2(𝐶3
′ ) , 𝐿2(𝐶3

′ )]

𝑅𝑒(𝐶3
′′) = [𝐿1(𝐶3

′′) , 𝐿2(𝐶3
′′) , 𝐿3(𝐶3

′′)]

𝑙𝑒𝑎𝑑𝑠
→   {

𝑅𝑒(𝐶3 ) = [𝟏 0 0 0 𝟏 0 0 0 𝟏]1×9
𝑅𝑒(𝐶3

′ ) = [0 𝟏 0 0 0 𝟏 𝟏 0 0]1×9
𝑅𝑒(𝐶3

′′) = [0 0 𝟏 𝟏 0 0 0 𝟏 0]1×9

 

 Eq. ( 3.7) 

 

Step 5 

Lastly, by merging between these reformatted matrices or in other sense between row vectors 

in Eq. (3.6) and Eq. (3.7), this enables us to procure the novel ZCC codes as: 

 

𝐼𝐶𝑆𝑀 = [

𝐼3 
𝐼3
′

𝐼3
′′

] and 𝐼𝑅𝑆𝑀 = [

𝐶3 
𝐶3
′

𝐶3
′′

]     Eq. ( 3.8) 

𝐼𝐶𝑆𝑀 = [
𝟏 0 0 0 𝟏 0 0 0 𝟏
0 0 𝟏 𝟏 0 0 0 𝟏 0
0 𝟏 0 0 0 𝟏 𝟏 0 0

]

3×9

   Eq. ( 3.9) 

And  

𝐼𝑅𝑆𝑀 = [
𝟏 0 0 0 𝟏 0 0 0 𝟏
0 𝟏 0 0 0 𝟏 𝟏 0 0
0 0 𝟏 𝟏 0 0 0 𝟏 0

]

3×9

   Eq. ( 3.10) 
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Referring to the novel ZCC code matrices which have dimensions: three rows (𝑁𝑢 = 3) which 

expresses the number of users and nine columns (𝐿 = 9) which expresses the code length of each 

code. As a result, we can write: 

{
𝑁𝑢 = 𝑚

𝐿 = 𝑚2
𝑖𝑚𝑝𝑙𝑖𝑒𝑠
→      𝐿 = 𝑁𝑢

2 = 𝜔2  Eq. ( 3.11) 

Furthermore, the code weight and number of users are the same. So, Eq. (3.11) will be written 

in another formula as: 

𝐿𝐼𝐶𝑆𝑀 = 𝐿𝐼𝑅𝑆𝑀 = 𝜔.𝑁𝑢 Eq. ( 3.12) 

According to the ICSM and IRSM code matrices, the code-word for each user would be: 

𝑐𝑜𝑑𝑒𝑤𝑜𝑟𝑑 (𝐼𝐶𝑆𝑀) = {

𝑢𝑠𝑒𝑟1 →  𝜆1, 𝜆5, 𝜆9
𝑢𝑠𝑒𝑟2 → 𝜆2, 𝜆6, 𝜆7
𝑢𝑠𝑒𝑟3 → 𝜆3, 𝜆4, 𝜆8

    Eq. ( 3.13) 

And 

𝑐𝑜𝑑𝑒𝑤𝑜𝑟𝑑 (𝐼𝑅𝑆𝑀) = {

𝑢𝑠𝑒𝑟1 →  𝜆1, 𝜆5, 𝜆9
𝑢𝑠𝑒𝑟2 → 𝜆3, 𝜆4, 𝜆8
𝑢𝑠𝑒𝑟3 → 𝜆2, 𝜆6, 𝜆7

    Eq. ( 3.14) 

 

3.2.2.  Codes comparison 

Concentrating on the correlation property (auto or cross) in Table 3.1, we note that both IRSM 

and ICSM codes offer good correlation property presented by high auto-correlation and the lowest 

cross-correlation comparing to other codes. In addition, these properties are not related to a specific 

number as MQC and DPS codes.  

This result enables to annul MAI and its intendant PIIN improving overall OCDMA system 

performance. Furthermore, since code weight is related to the order of the identity matrix, this 

means flexibility feature affordable and the possibility of generation of code words for any integer 

number superior than one. Besides, the PIIN effect is not taken in consideration in mathematical 

analysis to develop SNR expression as shown in Eqs. (3.15) and (3.16) while PIIN effect exists in 

the SNR expressions of these codes as revealed in Eqs. (4.1), (4.2), (4.3) and (4.4). 

 

3.2.1.  System structure 

As appeared in Figure 3.1 for transmitting side, each user has a specific code where the encoder 

encodes the desired wavelengths from the broadband light source and the others are reflected. 

Initially, data is generated as electrical signal then modulated using an external modulator and 
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convert it to optical signal. Then, the data of each user is accumulated by a power combiner to 

convey them over a single channel (an optical fiber).  

For receiving side, all procedures were done in transmitting side, will release as inverse pattern 

where there is a power splitter which retransmit the accumulated signals for several receivers. After 

that, the decoder will decode the data based on the corresponding code sequence. Then, there is a 

necessary to recover a signal in original form (electrical) and that is done by a single photo diode 

due to the direct detection. At the last, the high noise will be removed using a low pass filter (LPF). 

 

Figure 3.1. SAC-OCDMA system structure. 

 

Table 3.1 Comparison between MQC, DPS, DCS, RD codes and ICSM and IRSM codes. 

Code Code weight Code size Code length 
Cross-

correlation 

MQC/DPS codes 4 9 12 ≥ 1 

DCS code 4 22 22 ≥ 1 

RD code 4 4 9 Variable 

MDW code 4 4 18 ≥ 1 

ICSM/IRSM codes 4 4 16 0 

 



Chapter 3  Novel Proposed Codes …….  

 

36 
 

 

Table 3.2 Comparison of IRSM and ICSM codes, and other code families in term of their 

properties. 

Parameter 

Code families 

Code 

cardinality 

Code 

weight 
Code length 

Auto-

correlation 

Cross-

correlation 

MQC/DPS codes 
𝑝2 (𝑝 is a prime 

number) 
𝑝 + 1 𝑝2 + 1 𝑝 + 1 1 

MDW code 𝐾 𝜔 3𝐾 + 
8

3
𝑠𝑖𝑛 (

𝐾𝜋

3
) 𝜔 1 

DCS code 𝐾 𝜔 𝐾 𝜔 1 

RD code 𝐾 𝜔 𝐾 + 2𝜔 + 5 𝜔 Variable 

IRSM & ICSM codes 𝑁𝑢 𝜔 𝜔2=𝑁𝑢
2 𝜔 0 

 

3.2.2.  Mathematical Analysis 

Depending on Gaussian approximation, our system has been analyzed to estimate the bit error 

rate (BER) in numerical calculations. At the photo-diode (PD) level in receiver side, we have taken 

in consideration two noise effects: thermal (𝐼𝑡ℎ𝑒𝑟𝑚𝑎𝑙
2 )and shot (𝐼𝑠ℎ𝑜𝑡

2 )whereas PIIN (𝐼𝑃𝐼𝐼𝑁
2 ) is 

neglected due to zero cross correlation feature of our code. The average signal to noise ratio (SNR) 

can be expressed as [109]: 

𝑆𝑁𝑅 =
𝐼𝑑𝑑
2

〈𝐼𝑛𝑜𝑖𝑠𝑒
2 〉

       Eq. ( 3.15) 

Where 𝐼𝑑𝑑 presents the output current of PD for direct detection and 〈𝐼𝑛𝑜𝑖𝑠𝑒
2 〉 presents the photo 

current noise produced by PD which can be defined as [20]: 

〈𝐼𝑛𝑜𝑖𝑠𝑒
2 〉 = 𝐼𝑡ℎ𝑒𝑟𝑚𝑎𝑙

2 + 𝐼𝑠ℎ𝑜𝑡
2 + 𝐼𝑃𝐼𝐼𝑁

2⏟
=0

 

=
4𝐾𝑏𝑇𝑛𝐵𝑤

𝑅𝑙
 +  2𝑒𝐵𝑤𝐼𝑑𝑑    Eq. ( 3.16) 

Where  𝐾𝑏 , 𝑇𝑛, 𝐵𝑤, 𝑅𝑙 and 𝑒 denote Boltzmann’s constant, absolute temperature, electrical 

bandwidth, load resistor and electron charge, respectively. Let 𝐶𝑒(𝑗) presents the 𝑖𝑡ℎ element of 

𝐾𝑡ℎ user and according to IRSM code characteristics depending on the SDD technique can be 

written as: 

∑ 𝐶𝑒(𝑗). 𝐶𝑓(𝑗)
𝐿
𝑖=1 = {

0             𝑖𝑓       𝑒 ≠ 𝑓
𝜔            𝑖𝑓      𝑒 = 𝑓

   Eq. ( 3.17) 

To avoid any difficulty during the system analysis, four points are assumed [110], [111]: 
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1) The spectral component of each user is the same for others. 

2) All users have the equivalent received power. 

3) The broadband optical source is un-polarized and its spectrum is destinicted by flat which 

belongs to the domain [𝑣0 −
∆𝑣

2
 , 𝑣0 +

∆𝑣

2
]where “𝑣0” and “∆𝑣” refer to, respectively, the central 

frequency and optical bandwidth and their unit is Hz. ∆𝑣 is clarified in Figure 3.2. 

4) At receiver level, all the bit streams of each user, are synchronized. 

The power spectral density (PSD) of the received optical signal can be expressed as: 

𝑟(𝑣) =
𝑃𝑠𝑟

∆𝑣
∑ 𝑑𝑘
𝐾
𝑘=1 ∑ 𝐶𝑒(𝑗). 𝐶𝑓(𝑗)

𝐿
𝑗=1 . ⋁(𝑣, 𝑗)   Eq. ( 3.18) 

Where 𝑃𝑠𝑟 and 𝑑𝑘 denote the effective source power at receiver and the data bit respectively were 

𝑑𝑘 may be ‘’0’’ or ‘’1’’. The ⋁(𝑣, 𝑗) function can be defined as: 

⋁(𝑣, 𝑗) = 𝑢 {𝑣 − 𝑣0 −
∆𝑣

2𝐿
(−𝐿 + 2𝑗 − 2)} − 𝑢 {𝑣 − 𝑣0 −

∆𝑓

2𝐿
(−𝐿 + 2𝑗)} = 𝑢 {

∆𝑣

𝐿
} Eq. ( 3.19) 

Where 𝑢(𝑣) refers to the unit step function defined as: 

𝑢(𝑣) = {
0          𝑣 < 0
1           𝑣 ≥ 0

    Eq. ( 3.20) 

 

Figure 3.2. Bandwidth of ∆𝑣. 

 

By integrating Eq. (3.18): 

∫ 𝑟(𝑣)𝑑𝑣
∞

0

= ∫ [
𝑃𝑠𝑟
∆𝑣
∑𝑑𝑘

𝐾

𝑘=1

∑𝐶𝑒(𝑗). 𝐶𝑓(𝑗)

𝐿

𝑗=1

.⋁(𝑣, 𝑗)] 𝑑𝑣
∞

0

 

=
𝑃𝑠𝑟

∆𝑣
∑ 𝑑𝑘
𝐾
𝑘=1 ( 0⏟

𝑒≠𝑓

+ 𝜔 ⏟
𝑒=𝑓

) .
∆𝑣

𝐿
            Eq. ( 3.21) 
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The value of summation ∑ 𝑑𝑘
𝐾
𝑘=1  is equal to “1” when all users transmit bit (1) so  

∫ 𝑟(𝑣)𝑑𝑣
∞

0

=
𝑃𝑠𝑟
𝐿
𝜔 

Since 𝐿 = 𝜔2 = 𝐾2, so: 

∫ 𝑟(𝑣)𝑑𝑣
∞

0
=
𝑃𝑠𝑟

𝐾
          Eq. ( 3.22) 

 

The output current from PD can be given as [109], [112]: 

𝐼𝑑𝑑 = ℜ∫ 𝑟(𝑣)𝑑𝑣
∞

0

 

= ℜ
𝑃𝑠𝑟

𝐾
𝜔             Eq. ( 3.23) 

By replacing Eq. (3.23) into Eq. (3.16), the current dark noise will be written as: 

〈𝐼𝑛𝑜𝑖𝑠𝑒
2 〉 =

4𝐾𝑏𝑇𝑛𝐵𝑤

𝑅𝑙
 +  2𝑒𝐵𝑤ℜ

𝑃𝑠𝑟

𝐾
𝜔     Eq. ( 3.24) 

 The SNR average can be expressed as: 

𝑆𝑁𝑅𝐼𝑅𝑆𝑀 & 𝐼𝐶𝑆𝑀 =
ℜ
𝑃𝑠𝑟
𝜔

4𝐾𝑏𝑇𝑛𝐵𝑤
𝑅𝑙

 + 2𝑒𝐵𝑤ℜ
𝑃𝑠𝑟
𝐾
 
     Eq. ( 3.25) 

Regarding to the transmitting probability for bits ‘’0’’ and “1’’ is identical and estimated by 0.5 

value, the SNR will be written as following form: 

𝑆𝑁𝑅𝐼𝑅𝑆𝑀 & 𝐼𝐶𝑆𝑀 =
ℜ
𝑃𝑠𝑟
𝐾

4𝐾𝑏𝑇𝑛𝐵𝜔
𝑅𝑙

 + 𝑒𝐵𝑤𝑅
𝑃𝑠𝑟
𝐾
 
     Eq. ( 3.26) 

Ultimately, the BER can be expressed as [92], [113]–[115]: 

B𝐸𝑅 =
1

2
𝑒𝑟𝑓𝑐√

𝑆𝑁𝑅

8
=
1

2
𝑒𝑟𝑓𝑐√

ℜ
𝑃𝑠𝑟
𝐾

32𝐾𝑏𝑇𝑛𝐵𝑤
𝑅𝑙

 + 8𝑒𝐵𝑤ℜ
𝑃𝑠𝑟
𝐾
 
     Eq. ( 3.27) 

Where  

𝑒𝑟𝑓𝑐(𝑦) =
2

√𝜋
∫ 𝑒𝑥𝑝 (−𝑍2)
∞

𝑥
      Eq. ( 3.28) 
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3.3. 2D-HSZCC code 

3.3.1.  Construction of Novel 2D-Spectral/Spatial codes 

3.3.1.1. Construction of 1D-HSSZCC code  

The construct of 2D-HSSZCC code relies mainly on 1D-ZCC code by splitting the produced 

matrix into two halves, where the first half stays as it and the second half is rotated by 180°. The 

distinct thing of this code is that owning it to ZCC property enabling to minimize MAI and PIIN 

totally. It can present the first half as following form: 

𝑍 (
𝐾

2
 , 𝜔 × 𝐾) =  [

𝐶1
𝐶2
⋮
𝐶𝐾/2

]

𝐾

2
 ,𝐿

    Eq. ( 3.29) 

The position of ones can be determined depending on the rule below and the other positions are 

filled by zeros. 

𝑃𝑚,𝑛 = 𝑚 + 𝑛 ∗
𝐾

2
    Eq. ( 3.30) 

Where 𝑚 = 1, 2, 3, … , 𝐾/2 and 𝑛 = 0, 1,2 , … ,𝑚 − 2. The code length of 1D-ZCC code can be 

written as: 

𝐿𝑍𝐶𝐶 = 𝜔.𝐾     Eq. ( 3.31) 

For example, if we choose K=6 and w=2 so L=12 according to Eq. (3.29) and the position of ones 

is filled as elaborated in Table 3.3. 

 

Table 3.3 The position of ones for 1D-ZCC code . 

n 

 

m 

 

0 

 

1 

1 1 4 

2 2 5 

3 3 6 

 

Then, the first half matrix can be written as in Eq. (3.32) below where an identical partition of 

zeros, is added to it. 

𝐹𝑖𝑟𝑠𝑡 ℎ𝑎𝑙𝑓 𝑚𝑎𝑡𝑟𝑖𝑥 = [
1 0 0 1 0 0 0 0 0 0 0 0
0 1 0 0 1 0 0 0 0 0 0 0
0 0 1 0 0 1 0 0 0 0 0 0

]

3×12

  Eq. ( 3.32) 
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After that, the back matrix is rotated to 180° to obtain the following matrix: 

𝑆𝑒𝑐𝑜𝑛𝑑 ℎ𝑎𝑙𝑓 𝑚𝑎𝑡𝑟𝑖𝑥 = [
0 0 0 0 0 0 𝟏 0 0 𝟏 0 0
0 0 0 0 0 0 0 𝟏 0 0 𝟏 0
0 0 0 0 0 0 0 0 𝟏 0 0 𝟏

]

3×12

 Eq. ( 3.33) 

The 1D-ZCC matrix is formed by combining the two halves in Eqs. (3.32) and (3.33) as follows: 

𝑍𝐶𝐶 = [
𝐹𝑖𝑟𝑠𝑡 ℎ𝑎𝑙𝑓(𝑍𝐶𝐶)
− − − − −−−−
𝐹𝑖𝑟𝑠𝑡 ℎ𝑎𝑙𝑓(𝑍𝐶𝐶)

]

6×12

=

[
 
 
 
 
 
 
1 0 0 1 0 0 0 0 0 0 0 0
0 1 0 0 1 0 0 0 0 0 0 0
0 0 1 0 0 1 0 0 0 0 0 0
−−−−−−−−−−−−−−−−−−−
0 0 0 0 0 0 𝟏 0 0 𝟏 0 0
0 0 0 0 0 0 0 𝟏 0 0 𝟏 0
0 0 0 0 0 0 0 0 𝟏 0 0 𝟏 ]

 
 
 
 
 
 

6×12

Eq.(3.34) 

Overall, it can write ZCC matrix by splitting it into four partitions under the following form: 

𝑍𝐶𝐶 = [

𝑓𝑖𝑙𝑙𝑒𝑑 𝑜𝑛𝑒𝑠 | 𝑧𝑒𝑟𝑜𝑠
− − − − − | − − − − −
𝑧𝑒𝑟𝑜𝑠 | 𝑓𝑖𝑙𝑙𝑒𝑑 𝑜𝑛𝑒𝑠

]

𝐾×𝐿

   Eq. ( 3.35)  

Based on Eq. (3.34), each user has a specific code word presented by: 

𝑐𝑜𝑑𝑒𝑤𝑜𝑟𝑑𝑠 (𝑍𝐶𝐶)

{
 
 

 
 
𝑢𝑠𝑒𝑟 1   ⟹   𝜆1, 𝜆4
𝑢𝑠𝑒𝑟 2   ⟹    𝜆2, 𝜆5
𝑢𝑠𝑒𝑟 3   ⟹    𝜆3, 𝜆6
𝑢𝑠𝑒𝑟 4   ⟹    𝜆7, 𝜆10
𝑢𝑠𝑒𝑟 5   ⟹    𝜆8, 𝜆11
𝑢𝑠𝑒𝑟 6   ⟹    𝜆9, 𝜆12

    Eq. ( 3.36)  

 

3.3.1.2. Construction of 2D-HSSZCC code  

Through our saying that 2D codes, means the need for two code sequences where one of them 

is employed to encode the first dimension and the second to encode the second dimension. 

Therefore, the first step toward to constructing 2D code can be briefed by taking code sequences 

of 1D-ZCC code 𝐴 = {𝐴0 , 𝐴1 , 𝐴2 , … … , 𝐴𝑊−1} and 𝐶 = {𝐶0 , 𝐶1 , 𝐶2 , … … , 𝐶𝑆−1}. Both 

sequences “A” and “B” have respectively, code lengths: 𝑊 = 𝜔1𝐾1 and 𝑆 = 𝜔2𝐾2 where their 

code weights and sizes are referred them respectively, by these symbols: 𝜔1 and 𝐾1 and 𝜔2  and 

𝐾2. 

Let take 𝐴𝑎and 𝐶𝑐 are the 𝑎𝑡ℎ and 𝑐𝑡ℎ code sequence of 𝐴 and 𝐶 respectively, where 𝐴𝑎presents 

the spectral code sequence where 𝑎 =  1, 2, … … , 𝐾1 and 𝐶𝑐  presents the spatial code sequence 

where = 1, 2, … … , 𝐾2. The 2D-HSSZCC code matrix can be given as: 

𝑀𝑎,𝑐 = 𝐶𝑐
𝑇 ∗ 𝐴𝑎               Eq. ( 3.37) 
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Let take 𝑚𝑖,𝑗 which represents the 𝑀𝑎,𝑐 elements where 𝑖 =  1, 2, … … ,𝑊 and 𝑘 = 1,

2, … … , 𝑆. 𝑀𝑎,𝑏 code matrix with their elements can be expressed in detail in Eq. (3.39) 

An example of the 2D-HSSZCC code sequences is presented in Table 3.4 for (𝐾1 = 2, 𝜔1= 2, 

𝐾2= 4, 𝜔2 = 2). According to Table 3.4, the 2D-HSSZCC code words can be expressed as follows: 

codewords (2D − HSSZCC){

user 1   ⟹    λ1, C1, λ1, C3, λ3, C3, and λ3, C3 
user 2   ⟹   λ1, C2, λ1, C4, λ3, C2, and λ3, C4 
user 3   ⟹   λ2, C1, λ2, C3, λ4, C3, and λ4, C3
user 4   ⟹    λ2, C2, λ2, C4, λ4, C2, and λ4, C4

 Eq. ( 3.38) 

𝑀𝑎,𝑐 = [

𝑚1,1
𝑚2,1
⋮
𝑚𝑆,1

𝑚1,2
𝑚2,2
⋮
𝑚𝑆,2

…
…
⋮
…

𝑚1,𝑊
𝑚2,𝑊
⋮

𝑚𝑆,𝑊

]    Eq. ( 3.39) 

 

According to the 2D-HSSZCC code cross correlation explanations, the characteristic matrices 

𝑅(𝑑)(𝑑 =   1, 2, 3, 4) are written as [37], [110]: 

{

𝑅(1) = 𝐶𝑇 . 𝐴
𝑅(2) = 𝐶𝑇 . �̅�
𝑅(3) = 𝐶̅𝑇 . 𝐴
𝑅(4) = 𝐶̅𝑇 . �̅�

     Eq. ( 3.40) 

The cross correlation of 2D-HSSZCC can be expressed as [37], [110]: 

𝑅(𝑎, 𝑐) =∑∑𝑚𝑖,𝑘
(0)𝑚𝑖𝑘(𝑎, 𝑐)

𝑆

𝑘=1

 

𝑊

𝑖=1

 

 = {
𝜔1. 𝜔2       𝑓𝑜𝑟         𝑎 = 0 ∩ 𝑐 = 0
0                                       𝑒𝑠𝑙𝑒             

          Eq. ( 3.41) 

For more detail and depending on Eq. (3.40) the different cross correlation values of 2D-

HSSZCC codes are presented in Table 3.5. It is split into four different states: 𝑎 = 0 ∩ 𝑐 = 0, 𝑎 =

0 ∩ 𝑐 ≠ 0, 𝑎 ≠ 0 ∩ 𝑐 = 0 and 𝑎 ≠ 0 ∩ 𝑐 ≠ 0. It is noticed through comparing between both 𝑔 and 

ℎ cases with 𝑅(𝑑) groups, each group from 𝑅(𝑑) has a value in a single state and others are equal to 

zero. For example, the 𝑅(4) of cross correlation has zeros values for these states: 𝑎 = 0 ∩ 𝑐 = 0, 

𝑎 = 0 ∩ 𝑐 ≠ 0 and 𝑎 ≠ 0 ∩ 𝑐 = 0 while it has the multiplication between code weight of spectral 

and spatial code sequence in latter state: 𝑎 ≠ 0 ∩ 𝑐 ≠ 0. To intercept that, it denotes to the ZCC 

property and its ability to restrict the MAI influence. Moreover, it can facility design the receiver 

through using any case in Table 3.5. As an outcome, it can write these four equations referred to 

auto/cross correlation below: 
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{
 
 
 

 
 
 𝑅

(1)(𝑎, 𝑐) = {
𝜔1𝜔2              𝑎 = 0 ∩ 𝑐 = 0  
0                               𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

𝑅(2)(𝑎, 𝑐) = {
𝜔1𝜔2              𝑎 = 0 ∩ 𝑐 ≠ 0 
0                              𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

𝑅(3)(𝑎, 𝑐) = {
𝜔1𝜔2               𝑎 ≠ 0 ∩ 𝑐 = 0  
0                               𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

𝑅(4)(𝑎, 𝑐) = {
𝜔1𝜔2               𝑎 ≠ 0 ∩ 𝑐 ≠ 0
0                               𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

   Eq. ( 3.42) 

 

Table 3.4 The 2D-HSSZCC code with  (𝐾1 = 2, 𝜔1= 2, 𝐾2= 2, 𝜔2 = 2). 

     Spectral 

 

Spatial 

 

𝐴0 = [𝟏 0 𝟏 0] 

 

 

𝐴1 = [0 𝟏 0 𝟏] 

𝐶0
𝑇 = [

𝟏
0
𝟏
0

] 𝑚1,1 = [

𝟏 0 𝟏 0
0 0 0 0
𝟏 0 𝟏 0
0 0 0 0

] 𝑚1,2 = [

0 𝟏 0 𝟏
0 0 0 0
0 𝟏 0 𝟏
0 0 0 0

] 

𝐶1
𝑇 = [

0
𝟏
0
𝟏

] 𝑚2,1 = [

0 0 0 0
𝟏 0 𝟏 0
0 0 0 0
𝟏 0 𝟏 0

] 𝑚2,2 = [

0 0 0 0
0 𝟏 0 𝟏
0 0 0 0
0 𝟏 0 𝟏

] 

 

Table 3.5 The 2D-HSSZCC code cross correlation. 

 𝑅(1)(𝑎, 𝑐) 𝑅(2)(𝑎, 𝑐) 𝑅(3)(𝑎, 𝑐) 𝑅(4)(𝑎, 𝑐) 

𝑎 = 0 ∩ 𝑐 = 0 𝜔1𝜔2 0 0 0 

𝑎 = 0 ∩ 𝑐 ≠ 0 0 𝜔1𝜔2 0 0 

𝑎 ≠ 0 ∩ 𝑐 = 0 0 0 𝜔1𝜔2 0 

𝑎 ≠ 0 ∩ 𝑐 ≠ 0 0 0 0 𝜔1𝜔2 

 

3.3.2.  System function 

The diagram of the corresponding system for overall spectral/spatial is displayed in Figure 3.3 

where the number of transmitters/receivers pairs is 𝐾 = 𝐾1. 𝐾2 and so each one of them is allocated 

to code word from 𝑀𝑎,𝑐 matrix. 

The number of star coupler (SC) is equal S. In accordance with the Figure 3.4, the transmitter 

side of proposed system contains the following components: BBS, MZM, two sets of FBGs (FBG1 
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and FBG2) which hava an equal number of gratings and put in place with inverse form and a splitter 

with "S" outputs. 

The transmitting process can be done as follows: 

The electrical information generated by PRBS is delivered to MZM to apply OOK scheme and 

convert it as optical pulses form. Then, FBG1 receives it from MZM and the conformed 

wavelengths to (1) of code sequence component 𝐴𝑎 are reflected back to FBG2 whileas non-

conformed wavelengths to (1) of 𝐴𝑎 are filtered. FBG2 works to assure the run trip delay 

compensation. Thus, data is guaranteedly encoded spectrally. 

After that, the splitter receives the incoming and encoded data from FBG2 to divide it into w2 

equal parts where each part is delivered to the conformed SC in accordance with (1) of 𝐵ℎ. With 

finishing what operations above, data is encoded in two dimensions. Before the beginning of the 

explanation of receiving process, it should to mention the components of receiver side as revealed 

in Figure 3.5, which are: 

 

Figure 3.3. Schematic of a spectral/spatial OCDMA network. 

 

A combiner with "S" inputs, two sets of FBGs which are put in place as transmitting side, a 

single PD for SDD and optical/electrical signal conversion, two circulators and LPF and an 

integrator. Initially, the combiner accumulates the incoming optical data from the SCs in 

accordance with the conformed SC to (1) of 𝐵ℎ aiming the spatial decoding achievement. Then, it 

is sent to FBG1 which reflects back to FBG2 the conformed wavelength to (1) of 𝐴𝑎. FBG2 

compensates the run trip delay. At the last, the signal is aggregated and filtered by the low pass 

filter (LPF). 
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Figure 3.4. The proposed spectral/spatial 2D-HSSZC transmitter scheme. 

 

 

Figure 3.5. The proposed spectral/spatial 2D-HSSZC receiver scheme. 

 

3.3.3.  Mathematical analysis 

Mathematical analysis in 2D case does not greatly differentiate from 1D case where the basics 

rest itself such as Gaussian approximation and four assumptions that simplify the system analysis. 

Further, the same noises are considered in addition to PIIN in spite of 2D-HSSZCC code belong to 

ZCC code families. Therefore, the total noise expression in our system may write as following 

[35]: 

〈𝐼𝑛𝑜𝑖𝑠𝑒
2 〉 = 𝐼𝑡ℎ𝑒𝑟𝑚𝑎𝑙

2 + 𝐼𝑠ℎ𝑜𝑡
2 + 𝐼𝑃𝐼𝐼𝑁

2  

   = 𝐵𝑤𝐼
2𝜏𝑐 +  2𝑒𝐵𝑟𝐼 +

4𝐾𝑏𝑇𝑛𝐵𝑤

𝑅𝑙
   Eq. ( 3.43) 

Where "𝜏𝑐" is the coherence time of the light which can be expressed as [26]: 

𝜏𝑐 =
∫ 𝐺0

2(𝑣)𝑑𝑣
∞
0

(∫ 𝐺0(𝑣)𝑑𝑣
∞
0

)2
    Eq. ( 3.44) 
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Although one of four assumptions, is each user has the same power with others, so it can write 

the PSD of the received signals as indicated in Eq. (3.45) [26]. 

𝑟(𝑣) =
𝑃𝑠𝑟

𝜔2∆𝑣
∑ 𝑑(𝑘)𝐾
𝑘=1 ∑ ∑ 𝑚𝑖,𝑗

𝑆−1
𝑗=1

𝑊−1
𝑖=0 ⋁(𝑣, 𝑖)   Eq. ( 3.45) 

In case of 2D, ⋁(𝑣, 𝑖) can be written as follows: 

⋁(𝑣, 𝑖) = {𝑢 [𝑣 − 𝑣0 −
∆𝑣

2𝑊
(−𝑊 + 2𝑖)] − [𝑣 − 𝑣0 − 𝑢

∆𝑣

2𝑊
(−𝑊 + 2𝑖 + 2)]} Eq. ( 3.46) 

Relying on the cross-correlation between 𝑀0,0
0  and 𝑀𝑎,𝑐, the current of PD output can be written 

as  below [116]: 

𝐼 = ∫ 𝑟(𝑣)𝑑𝑣 
∞

0

 

   = ∫
𝑃𝑠𝑟

𝜔2∆𝑣
∑ 𝑑𝐾𝑅(𝑖, 𝑗)⋁(𝑣, 𝑖) 𝑑𝑣
𝐾
𝑘=1

∞

0
 

        =
𝑃𝑠𝑟

𝜔2∆𝑣
(1 ∗ 𝜔1𝜔2 ∗

∆𝑣

𝑊
+ 0) 

    =
𝑃𝑠𝑟𝜔1

𝑊
            Eq. ( 3.47) 

Although 𝑊 = 𝐾1𝜔1 and 𝐾1 = 𝐾/𝐾2, so Eq. (3.47) will become: 

  𝐼 =
𝑃𝑠𝑟𝐾2

𝐾
     Eq. ( 3.48) 

The PIIN variance can be expressed as below: 

𝐼𝑃𝐼𝐼𝑁
2 = 𝐵𝑤𝐼

2𝜏𝑐     Eq. ( 3.49) 

          = BrI
2 ∫ G0

2(v)dv
∞
0

(∫ G0(v)dv
∞
0 )2

= 𝐵𝑤
2
∫ 𝐺0

2(𝑣)𝑑𝑣
∞

0
 

              = 𝐵𝑤
2
∫ [

𝑃𝑠𝑟

𝜔2∆𝑣
∑ 𝑑𝑘𝑅

(0)(𝑖, 𝑗) ⋁(𝑣, 𝑖)𝐾
𝑘=1 ]

2∞

0
𝑑𝑣 

          =
𝐵𝑤

2𝑃𝑠𝑟
2

(𝜔2∆𝑣)2
[(𝜔1𝜔2)

2 ∗
∆𝑣

𝑊
+ 0] 

 𝐼𝑃𝐼𝐼𝑁
2 =

𝐵𝑤𝑊

∆𝑣
𝐼2         Eq. ( 3.50) 

Replacing Eqs. (3.48) and (3.50) into Eq. (3.43) we get: 

=
𝐵𝑤

2𝑃𝑠𝑟
2

∆𝑣𝑊
𝜔1
2〈𝐼𝑛𝑜𝑖𝑠𝑒

2 〉 =
4𝐾𝑏𝑇𝑛𝐵𝑤

𝑅𝑙
+ 

2𝑒𝐵𝑤𝑃𝑠𝑟𝐾2

𝐾
+
𝐵𝑤𝑊

∆𝑣
𝐼2      Eq. ( 3.51) 
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Due to the probability of conveying bit ‘’0’’ and ‘’1’’ is the same and equal to (0.5) therefore Eq. 

(20) will become: 

〈𝐼𝑛𝑜𝑖𝑠𝑒
2 〉 =

4𝐾𝑏𝑇𝑛𝐵𝑤

𝑅𝑙
+ 

𝑒𝐵𝑤𝑃𝑠𝑟𝐾2

𝐾
+
𝐵𝑤𝑊

2∆𝑣
𝐼2    Eq. ( 3.52)  

Lastly, relying on the outcomes of Eqs. (3.48) and (3.52), the SNR expression can be written the 

following form: 

𝑆𝑁𝑅2𝐷−𝐻𝑆𝑆𝑍𝐶𝐶 =
[
𝑃𝑠𝑟𝐾2

𝐾
]
2

4𝐾𝑏𝑇𝑛𝐵𝑤
𝑅𝑙

+ 
𝑒𝐵𝑤𝑃𝑠𝑟𝐾2

𝐾
+
𝐵𝑤𝑊

2∆𝑣
𝐼2

                   Eq. ( 3.53) 

Then, we can calculate the BER using the Gaussian approximation as [37]:  

𝐵𝐸𝑅2𝐷−𝐻𝑆𝑆𝑍𝐶𝐶 =
1

2
𝑒𝑟𝑓𝑐√

𝑆𝑁𝑅2𝐷−𝐻𝑆𝑆𝑍𝐶𝐶
8⁄  

   =
1

2
𝑒𝑟𝑓𝑐√

1

8
∗

[
𝑃𝑠𝑟𝐾2

𝐾
]
2

4𝐾𝑏𝑇𝑛𝐵𝑤
𝑅𝑙

+ 
𝑒𝐵𝑤𝑃𝑠𝑟𝐾2

𝐾
+
𝐵𝑤𝑊

2∆𝑣
𝐼2

  Eq. ( 3.54) 

 

3.4. 2D-CS code 

3.4.1.  Construction of Novel 2D-Spectral/Time code 

3.4.1.1. Construction of 1D-CS code  

The design of CS code greatly resembles the design of FCC code but the difference between 

them is that CS code belongs to ZCC family codes while this feature is not available as case of 

FCC code. Consequently, it can almost say that both CS and FCC codes have the same construction 

steps and the position of ones but CS code is different from in term of code length which can be 

given by the following law: 

𝐿𝐶𝑆 = 𝜔.𝐾     Eq. ( 3.55) 

The CS code can be constructed as following: 

Firstly, determine the desirable values of active users’ number and code weight. For instance 𝐾 =

4 and 𝑤 = 3. Therefore the length of acquitted code sequence is (𝐿 = 10).  

Secondly, generate the 1st assigned code sequence "𝐶1" for the 1st user where that can be attained 

by determining the position of ones relying on Eq. (3.56) and the remnant positions are filled by 

zeros. 

𝑃𝑖,𝑗 = {
1         𝑓𝑜𝑟       𝑗 = 1,2, … , 𝜔
0                     𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒       

    Eq. ( 3.56) 
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By virtue of the 1st  and 2nd stages, 𝐶1 of CS code matrix can be written as follows: 

𝐶1 = [𝟏 𝟏 𝟏 0 0 0 0 0 0 0 0 0⏞                            
𝐿=12

]
1×12

  Eq. ( 3.57) 

Thirdly, to acquire the 2nd code sequence (𝐶2),𝐶1 should to shift by "𝜔" times to the right as shown 

in Eq. (3. 58). 

𝐶2 = [0 0 0 𝟏 𝟏 𝟏 0 0 0 0 0 0⏞                            
→𝑏𝑦 3

]

1×12

  Eq. ( 3.58) 

Likewise, the remnant code sequences 𝐶3 and 𝐶4 can acquired by shifting 𝐶2 and 𝐶3 “𝜔" times to 

the right, respectively as fourth stage. Finally, the CS code matrix can be presented as following: 

𝐶𝑆 = [

𝟏 𝟏 𝟏 0 0 0 0 0 0 0 0 0
0 0 0 𝟏 𝟏 𝟏 0 0 0 0 0 0
0 0 0 0 0 0 𝟏 𝟏 𝟏 0 0 0
0 0 0 0 0 0 0 0 0 𝟏 𝟏 𝟏

]

4×12

  Eq. ( 3.59) 

In general, regarding the others codes sequences: 𝐶2, 𝐶3, 𝐶4, … … , 𝐶𝐾, it can be obtained them 

by shifting the prior code sequences 𝐶1, 𝐶2, 𝐶3, … … , 𝐶𝐾−1 "𝜔" bits horizontally to the right, 

consecutively. Thus, the total sifting times is (𝐿 − 𝜔).  

 

3.4.1.2. Construction of 2D-CS code  

As aforementioned in the back part in concretion with 2D codes, the same principle is applied 

for 2D-spectral /time codes. Thus, we need two code sequences the first is used to encode spectral 

component while the second is used to encode the temporal component. In this case, we suppose 

“B” code sequence allocated for temporal component where 𝐵 = {𝐵0 , 𝐵1 , 𝐵2 , … … , 𝐵𝑇−1}.  

Both sequences “A” and “B” have successfully, code lengths: 𝑊 = 𝜔1𝐾1 and 𝑇 = 𝜔2𝐾2 where 

their code weights and sizes are referred them respectively, by these symbols: 𝜔1 and 𝐾1 and 𝜔2  

and 𝐾2. It can express the 2D-CS code matrix as shown in Eq. (3.61) where 𝐴𝑎 and 𝐵𝑏 denote 𝑎𝑡ℎ 

and 𝑏𝑡ℎ code sequence of spectral component (𝐴) and temporal component (B), successfully. An 

example of the 2D-CS code sequences is presented in Table 3.6 for (K1 = 2, ω1= 2, K2= 4, ω2 = 

2). According to Eq. ( 3.60), the 2D-CS code words can be expressed as follows: 

𝑐𝑜𝑑𝑒𝑤𝑜𝑟𝑑𝑠 (2𝐷 − 𝐶𝑆)

{
 
 

 
 
𝑢𝑠𝑒𝑟 1   ⟹    𝜆1, 𝜏1, 𝜆1, 𝜏2, 𝜆2, 𝜏1, 𝑎𝑛𝑑 𝜆2, 𝜏2 
𝑢𝑠𝑒𝑟 2   ⟹   𝜆1, 𝜏3, 𝜆1, 𝜏4, 𝜆2, 𝜏3, 𝑎𝑛𝑑 𝜆2, 𝜏4 
𝑢𝑠𝑒𝑟 3   ⟹   𝜆1, 𝜏5, 𝜆1, 𝜏6, 𝜆2, 𝜏5, 𝑎𝑛𝑑 𝜆2, 𝜏6
𝑢𝑠𝑒𝑟 4   ⟹   𝜆3, 𝜏1, 𝜆3, 𝜏2, 𝜆4, 𝜏1, 𝑎𝑛𝑑 𝜆4, 𝜏2
𝑢𝑠𝑒𝑟 5   ⟹    𝜆3, 𝜏3, 𝜆3, 𝜏4, 𝜆4, 𝜏3, 𝑎𝑛𝑑 𝜆4, 𝜏4
𝑢𝑠𝑒𝑟 6   ⟹    𝜆3, 𝜏5, 𝜆3, 𝜏6, 𝜆4, 𝜏5, 𝑎𝑛𝑑 𝜆4, 𝜏6

 Eq. ( 3.61) 
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Table 3.6 The 2D-CS code with  (𝐾1 = 3, 𝜔1= 2, 𝐾2= 3, 𝜔2 = 2). 

     Spectral 

 

Spatial 

 

𝐴0 = [𝟏 𝟏 0 0] 

 

 

𝐴1 = [0 0 𝟏 𝟏] 

𝐵0
𝑇 =

[
 
 
 
 
 
𝟏
𝟏
0
0
0
0]
 
 
 
 
 

 𝑚0,0 =

[
 
 
 
 
 
𝟏 𝟏 0 0
𝟏 𝟏 0 0
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0]

 
 
 
 
 

 𝑚0,1 =

[
 
 
 
 
 
0 0 𝟏 𝟏
0 0 𝟏 𝟏
0 0 0 1
0 0 0 0
0 0 0 0
0 0 0 0]

 
 
 
 
 

 

𝐵1
𝑇 =

[
 
 
 
 
 
0
0
𝟏
𝟏
0
0]
 
 
 
 
 

 𝑚1,0 =

[
 
 
 
 
 
0 0 0 0
0 0 0 0
𝟏 𝟏 0 0
𝟏 𝟏 0 0
0 0 0 0
0 0 0 0]

 
 
 
 
 

 𝑚1,1 =

[
 
 
 
 
 
0 0 0 0
0 0 0 0
0 0 𝟏 𝟏
0 0 𝟏 𝟏
0 0 0 0
0 0 0 0]

 
 
 
 
 

 

𝐵1
𝑇 =

[
 
 
 
 
 
0
0
0
0
𝟏
𝟏]
 
 
 
 
 

 𝑚2,0 =

[
 
 
 
 
 
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
𝟏 𝟏 0 0
𝟏 𝟏 0 0]

 
 
 
 
 

 𝑚2,1 =

[
 
 
 
 
 
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
0 0 𝟏 𝟏
0 0 𝟏 𝟏]

 
 
 
 
 

 

 

The 2D-CS code matrix can be given as: 

𝑀𝑎,𝑏 = 𝐵𝑏
𝑇 ∗ 𝐴𝑎     Eq. ( 3.62) 

Let take 𝑚𝑖𝑗 which represents the 𝑀𝑎,𝑏 elements where 𝑖 = 0, 2, 1, … … ,𝑊 − 1 and 𝑗 =

0, 2, 1, … … , 𝑇 − 1. 𝑀𝑎,𝑏 code matrix with their elements can be expressed in detail in Eq. (3.62). 

𝑀𝑎,𝑏 = [

𝑚0,0
𝑚1,0
⋮

𝑚𝑇−1,0

𝑚0,1
𝑚1,1
⋮

𝑚𝑇−1,1

…
…
⋮
…

𝑚0,𝑊−1
𝑚1,𝑊−1
⋮

𝑚𝑇−1,𝑊−1

]    Eq. ( 3.63)  

According to the 2D-CS code cross correlation explanations, the characteristic matrices 

𝑅(𝑑)(𝑑 =  1, 2, 3, 4) are written as [117]: 

{

𝑅(1) = 𝐵𝑇 . 𝐴
𝑅(2) = 𝐵𝑇 . �̅�
𝑅(3) = 𝐵𝑇 . 𝐴
𝑅(4) = �̅�𝑇 . �̅�

     Eq. ( 3.64) 
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Where �̅� and �̅� are successively the complement of code sequences 𝐴 and 𝐵. Let take 𝑚𝑖,𝑗
(𝑑)

 and 

𝑚𝑖,𝑗 represent the element of 𝑀(𝑑) and 𝑀𝑎,𝑏, consecutively so that the cross correlation 𝑀(𝑑) and 

𝑀𝑎,𝑏 is defined as [25], [26]: 

𝑅(𝑎, 𝑏) = ∑ ∑ 𝑚𝑖,𝑗
(0)𝑚𝑖𝑗(𝑎, 𝑏)

𝑊−1
𝑗=0

𝑊−1
𝑖=0 = {

𝜔1. 𝜔2       𝑓𝑜𝑟         𝑎 = 0 ∩ 𝑏 = 0
0                                       𝑒𝑠𝑙𝑒             

 Eq. ( 3.65) 

For more detail and relying on Eq. (3.64) the different cross-correlation values of 2D-CS codes 

are offered in Table 3.7. It is splitted into four different states: 𝑎 = 0 ∩ 𝑏 = 0, 𝑎 = 0 ∩ 𝑏 ≠ 0, 𝑎 ≠

0 ∩ 𝑏 = 0 and 𝑎 ≠ 0 ∩ 𝑏 ≠ 0. It is remarked through comparing between both "𝑎" and "𝑐" cases 

with 𝑅(𝑑) groups, each group from 𝑅(𝑑) has a value in a single state and others are equal to zero. 

 

Table 3.7 The 2D-CS code cross correlation. 

 𝑅(1)(𝑎, 𝑏) 𝑅(2)(𝑎, 𝑏) 𝑅(3)(𝑎, 𝑏) 𝑅(4)(𝑎, 𝑏) 

𝑎 = 0 ∩ 𝑏 = 0 𝜔1𝜔2 0 0 0 

𝑎 = 0 ∩ 𝑏 ≠ 0 0 𝜔1𝜔2 0 0 

𝑎 ≠ 0 ∩ 𝑏 = 0 0 0 𝜔1𝜔2 0 

𝑎 ≠ 0 ∩ 𝑏 ≠ 0 0 0 0 𝜔1𝜔2 

 

For instance, the 𝑅(3) of cross correlation has zeros values for these states: 𝑎 = 0 ∩ 𝑏 = 0, 𝑎 =

0 ∩ 𝑏 ≠ 0 and 𝑎 ≠ 0 ∩ 𝑏 = 0 while it has the multiplication between code weight of spectral and 

temporal code sequence in third state: 𝑎 ≠ 0 ∩ 𝑏 = 0. To intercept that, it indicates to the ZCC 

property and its ability to restrict the MAI influence. Moreover, it can facility design the receiver 

through using any case in Table 3.7. Consequently, it can write these four equations referred to 

auto/cross correlation below: 

{
 
 
 

 
 
 𝑅

(1)(𝑎, 𝑏) = {
𝜔1𝜔2              𝑎 = 0 ∩ 𝑏 = 0  
0                               𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

𝑅(2)(𝑎, 𝑏) = {
𝜔1𝜔2              𝑎 = 0 ∩ 𝑏 ≠ 0 
0                              𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

𝑅(3)(𝑎, 𝑏) = {
𝜔1𝜔2               𝑎 ≠ 0 ∩ 𝑏 = 0  
0                               𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

𝑅(4)(𝑎, 𝑏) = {
𝜔1𝜔2               𝑎 ≠ 0 ∩ 𝑏 ≠ 0
0                               𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

   Eq. ( 3.66) 
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3.4.2.  System description 

The overall scheme of 2D-Spectral/Time-OCDMA system can be offered in Figure 3.6. There 

are K_1*K_2 transmitter/receiver pairs and "T" delay times. Each pair is assigned one of 𝑀𝑎,𝑏 2D-

CS code words. Spectral and temporal, encrypting and decrypting, can be respectively performed 

with help of Fiber Bragg gratings (FBG) and delay lines components. 

By virtue of Figure 3.7, the channel of each transmitter is formed from data generator, a 

broadband source (BBS) as LED, Mech-Zehnder Modulator (MZM), two sets of fiber Bragg 

gratings (FBGs) which the number of gratings is the same but with opposite arrangement, power 

splitter and optical time delay. 

 

Figure 3.6. Schematic of Spectral/Time OCDMA Network. 

 

At the starting, an electrical signal presents user' data, is produced and modulated by MZM 

according to ON-OFF keying (OOK) scheme. The role of MZM is a signal converter where it 

converts the coming electrical signal from generator to optical pulses and thereafter conveys them 

to the FBGs. Although each user has an appropriated code and in accordance with the matched 

wavelength to "1" of "𝐴𝑎" code sequence, FBG1 spectrally encode the optical pulses meanwhile 

the unmatched or in other sense matches zeros of "𝐴𝑎" are reflected out to the FBG2 to make up 

for the run-delay trip.  

Then, they are re-conveyed to "T" delay lines with assist of a power splitter where it towards 

the optical pulses to the matched delay to “1” of "𝐵𝑏" to encrypt them temporally. Consequently, 

with completing this stage, it can say that data is completely encoded in two dimensions. After that, 

the pulses of all transmitters encoded spectrally and temporally, are accumulated by a power 

combiner to send them over a fiber optic. Regarding to reception section, it presents the reverse 

operation comparing with emission section where as seen in Figure 3.8, each receiver' channel 
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contains two sets of FBGs, time delays, a single photo diode (PD) for SDD and lastly, a low pass 

filter (LPF). 

 

Figure 3.7. 2D-Wavelength/Time-CS transmitter block diagram. 

 

 

Figure 3.8. 2D-Wavelength/Time-CS receiver block diagram. 

 

After receiving the data, it is sectioned to "𝑇" delay times to achieve temporal decoding for 

optical pulses in accordance with the matched optical time to “1” of "𝐵𝑏" code sequence. With 

regard to spectral decoding, they are oriented to the FBGs where the first FBG decrypts them based 

on the matched wavelength to “1” of "𝐴𝑎" code sequence and the otherwise are reflected back to 

FBG2 by FBG1 for the making up for the run-delay trip. As a result, data is quietly decrypted 

spectrally and temporally where so here comes the stage of restoring it as form a signal with 

electrical nature through the PD which works as an optical/electrical converter in contrast MZM 

function. At the end, LPF filters the aggregate signal. 

 



Chapter 3  Novel Proposed Codes …….  

 

52 
 

 

3.4.3.  Mathematical analysis 

The 2D encoding case (spectral and time) looks like greatly 2D encoding case (spectral and 

spatial) where the basics rest itself such as Gaussian approximation and four assumptions that 

facilitate the system analysis. Also, the same noises are taken account. Therefore, the total noise 

expression in our system may write as following [25], [26], [35]: 

〈𝐼𝑛𝑜𝑖𝑠𝑒
2 〉 = 𝐼𝑡ℎ𝑒𝑟𝑚𝑎𝑙

2 + 𝐼𝑠ℎ𝑜𝑡
2 + 𝐼𝑃𝐼𝐼𝑁

2  

= 𝐵𝑤𝐼
2𝜏𝑐 +  2𝑒𝐵𝑟𝐼 +

4𝐾𝑏𝑇𝑛𝐵𝑊

𝑅𝑙
   Eq. ( 3.67) 

Although one of four assumptions, is each user has the same power with others, so it can write 

the PSD of the received signals as indicated in Eq. (3.67) [26]. 

𝑟(𝑣) =
𝑃𝑠𝑟

𝜔2∆𝑣
∑ 𝑑(𝑘)𝐾
𝑘=1 ∑ ∑ 𝑚𝑖,𝑗

𝑆
𝑘=1

𝑇
𝑗=1 ⋁(𝑣, 𝑖)                Eq. ( 3.68) 

In case of 2D encoding (spectral and temporal), ⋁(𝑣, 𝑖) can be written as follows: 

⋁(𝑣, 𝑖) = {𝑢 [𝑣 − 𝑣0 −
∆𝑣

2𝑊
(−𝑊 + 2𝑖)] − [𝑣 − 𝑣0 − 𝑢

∆𝑣

2𝑊
(−𝑊 + 2𝑖 + 2)]} Eq. ( 3.69) 

Relying on the cross-correlation between 𝑀0,0
0  and 𝑀𝑎,𝑏,, the currents of PD output can be written 

as  below [26]: 

𝐼 = ∫ 𝑟(𝑣)𝑑𝑣 
∞

0
    

          = ∫
𝑃𝑠𝑟

𝜔2∆𝑣
∑ 𝑑𝐾𝑅(𝑎, 𝑐) ⋁(𝑣, 𝑖) 𝑑𝑣
𝐾
𝑘=1

∞

0
 

      =
𝑃𝑠𝑟

𝜔2∆𝑣
(1 ∗ 𝜔1𝜔2𝜔3 ∗

∆𝑣

𝑊
+ 0) 

           =
𝑃𝑠𝑟𝜔1

𝑊
     Eq. ( 3.70) 

Although 𝑊 = 𝜔1. 𝐾1 and 𝐾1 = 𝐾/𝐾2, so Eq. (3.69) will become: 

𝐼 =
𝑃𝑠𝑟𝐾2

𝐾
              Eq. ( 3.71) 

The PIIN variance can be expressed as below: 

𝐼𝑃𝐼𝐼𝑁
2 = 𝐵𝑤𝐼

2𝜏𝑐 

  = 𝐵𝑟𝐼
2 ∫ 𝐺0

2(𝑣)𝑑𝑣
∞
0

(∫ 𝐺0(𝑣)𝑑𝑣
∞
0 )2

 

   = 𝐵𝑤
2
∫ 𝐺0

2(𝑣)𝑑𝑣
∞

0
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     = 𝐵𝑤
2
∫ [

𝑃𝑠𝑟

𝜔2∆𝑣
∑ 𝑑𝑘𝑅

(0)(𝑖, 𝑗) ⋁(𝑣, 𝑖)𝐾
𝑘=1 ]

2∞

0
𝑑𝑣  

   =
𝐵𝑤

2𝑃𝑠𝑟
2

(𝜔2∆𝑣)2
[(𝜔1𝜔2)

2 ∗
∆𝑣

𝑊
+ 0] 

   =
𝐵𝑤

2𝑃𝑠𝑟
2

∆𝑣𝑊
𝜔1
2             Eq. ( 3.72) 

     =
𝐵𝑤𝑊

∆𝑣
𝐼2             Eq. ( 3.73) 

Replacing Eq. (3.70) and Eq. (3.72) into Eq. (3.66) we get: 

〈𝐼𝑛𝑜𝑖𝑠𝑒
2 〉 =

4𝐾𝑏𝑇𝑛𝐵𝑤

𝑅𝑙
+ 

2𝑒𝐵𝑤𝑃𝑠𝑟𝐾2𝐾3

𝐾
+
𝐵𝑤𝑊

∆𝑣
𝐼2          Eq. ( 3.74) 

As the probability of conveying bit ‘’0’’ and bit ‘’1’’ is the same and estimated by (0.5) therefore 

Eq. (3.73) will become: 

〈𝐼𝑛𝑜𝑖𝑠𝑒
2 〉 =

4𝐾𝑏𝑇𝑛𝐵𝑤

𝑅𝑙
+ 

𝑒𝐵𝑤𝑃𝑠𝑟𝐾2𝐾3

𝐾
+
𝐵𝑤𝑊

2∆𝑣
𝐼2              Eq. ( 3.75) 

Lastly, relying on the outcomes of Eq. (3.72) and Eq. (3.73), this allows to write SNR expression 

as below: 

𝑆𝑁𝑅2𝐷−𝐶𝑆 =
[
𝑃𝑠𝑟𝐾2

𝐾
]
2

4𝐾𝑏𝑇𝑛𝐵𝑤
𝑅𝑙

 +  
𝑒𝐵𝑤𝑃𝑠𝑟𝐾2

𝐾
 + 
𝐵𝑤𝑊

2∆𝑣
𝐼2

  Eq. ( 3.76) 

Then, we can calculate the BER using the Gaussian approximation as [35], [118]:  

𝐵𝐸𝑅2𝐷−𝐶𝑆 =
1

2
𝑒𝑟𝑓𝑐√

𝑆𝑁𝑅2𝐷−𝐶𝑆
8⁄  

=
1

2
𝑒𝑟𝑓𝑐√

1

8
∗

[
𝑃𝑠𝑟𝐾2

𝐾
]
2

4𝐾𝑏𝑇𝑛𝐵𝑤
𝑅𝑙

 +  
𝑒𝐵𝑤𝑃𝑠𝑟𝐾2

𝐾
 + 
𝐵𝑤𝑊

2∆𝑣
𝐼2

  Eq. ( 3.77) 

3.5. 3D-SWZCC code 

3.5.1.  Construction of Novel 3D-spectral/time/spatial codes  

3.5.1.1. Construction of 1D-SWZCC codes 

The SWZCC code can be generated through the usage of shifting feature for the rows of the 

identity matrix with order equal or superior than two. As a case of SWZCC code matrix, the number 

of row and columns which respectively denote to the code size and code length, are equals. Through 

the name of code, it is indicated that code weight is equal one in other sense there is a single one 

in each row as well a single one in each column. Consequently, SWZCC is one of ZCC code 

families. 
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The steps followed in the SWZCC code construction can be explained as next [44], [108]: 

Step 1: 

As aforementioned us, SWZCC code relies an identity matrix (𝐼𝑁) so the first step represents by 

generation of it and to be it with order equal to 𝑁 = 3. 

𝐼3 = [
𝟏 0 0
0 𝟏 0
0 0 𝟏

]

3×3

     Eq. ( 3.78) 

Step 2: 

The second basic rule in SWZCC code construction represents by using the shifting feature 

between rows by one unit, so the wished rotation number for 𝐼𝑁 matrix is (N-1). After applying 

that rule, the resulted and rotated matrices are placed in a single matrix with order I9*3. Besides 

that, noting that number of users is multiplied from 𝑁 to 𝑁2 thanks to this method but the cross 

correlation value is equal to one that means that MAI existing. 

𝐼9×3 =

[
 
 
 
 
 
 
 
 
 
𝟏 0 0
0 𝟏 0
0 0 𝟏
− − − − −
0 𝟏 0
0 0 𝟏
𝟏 0 0
− − − − −
0 0 𝟏
𝟏 0 0
0 𝟏 0 ]

 
 
 
 
 
 
 
 
 

9×3

    Eq. ( 3.79) 

Although 𝐼3 matrix is rotated two times, so it has been obtained new two matrices which have been 

derived from 𝐼3 matrix. Thus, it can split 𝐼9×3 into (𝑁=3) sub-matrices 𝑚𝑖 where 𝑖 = 1,2, … ,𝑁 and 

can be written as shown in Eq. (3.78). 

𝑀1 = [
𝟏 0 0
0 𝟏 0
0 0 𝟏

] , 𝑀2 = [
0 𝟏 0
0 0 𝟏
𝟏 0 0

] and 𝑀3 = [
0 0 𝟏
𝟏 0 0
0 𝟏 0

]  Eq. ( 3.80) 

 To reduce the cross correlation from one to zero in 𝐼9×3 matrix with keeping the users’ number 

constant, 𝑌𝑖(𝑁
2 × 𝑁) matrix is constructed with help of 𝑀𝑖 by utilizing the following rule: 

𝑌𝑖(𝑚 + 3(𝑛 − 1, 𝑛)) = 𝑀𝑖(𝑚, 𝑛)   Eq. ( 3.81) 

Based on Eq. (3.79), 𝑍𝑖 matrices can be written as: 
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𝑌1 =

[
 
 
 
 
 
 
 
 
𝟏 0 0
0 0 0
0 0 0
0 0 0
0 𝟏 0
0 0 0
0 0 0
0 0 0
0 0 𝟏]

 
 
 
 
 
 
 
 

,  𝑌2 =

[
 
 
 
 
 
 
 
 
0 0 0
0 0 0
𝟏 0 0
0 𝟏 0
0 0 0
0 0 0
0 0 0
0 0 𝟏
0 0 0]

 
 
 
 
 
 
 
 

, and 𝑌3 =

[
 
 
 
 
 
 
 
 
0 0 0
0 0 0
𝟏 0 0
0 𝟏 0
0 0 0
0 0 0
0 0 0
0 0 𝟏
0 0 0]

 
 
 
 
 
 
 
 

   Eq. ( 3.82) 

Step 3: 

Generate zero matrix with order 𝑁2 × 𝑁2and fill 𝑌1, 𝑌2 and 𝑌3 matrices to obtain SWZCC code 

as indicated below. 

𝑍𝑒𝑟𝑜𝑠 𝑀𝑎𝑡𝑟𝑖𝑥𝑁2×𝑁2 =

[
 
 
 
 
 
 
 
 
0 0 0
0 0 0
0 0 0
0 0 0
0 0 0
0 0 0
0 0 0
0 0 0
0 0 0

0 0 0
0 0 0
0 0 0
0 0 0
0 0 0
0 0 0
0 0 0
0 0 0
0 0 0

0 0 0
0 0 0
0 0 0
0 0 0
0 0 0
0 0 0
0 0 0
0 0 0
0 0 0]

 
 
 
 
 
 
 
 

9×9

   Eq. ( 3.83) 

𝑆𝑊𝑍𝐶𝐶 =

[
 
 
 
 
 
 
 
 
𝟏 0 0
0 0 0
0 0 0
0 0 0
0 𝟏 0
0 0 0
0 0 0
0 0 0
0 0 𝟏

0 0 0
0 0 0
𝟏 0 0
0 𝟏 0
0 0 0
0 0 0
0 0 0
0 0 𝟏
0 0 0

0 0 0
0 0 0
𝟏 0 0
0 𝟏 0
0 0 0
0 0 0
0 0 0
0 0 𝟏
0 0 0]

 
 
 
 
 
 
 
 

9×9

        Eq. ( 3.84) 

 

3.5.1.2. Construction of 3D-SWZCC codes 

Through our saying that 3D codes, means the need for three code sequences where each one of 

them is dedicated to encode a dimension whatever spectral, time or spatial dimension. Therefore, 

the first step toward to constructing 3D code can be briefed by taking code sequences of 1D-

SWZCC code 𝐴 = {𝐴0 , 𝐴1 , 𝐴2 , … … , 𝐴𝑊−1}, 𝐵 = {𝐵0 , 𝐵1 , 𝐵2 , … … , 𝐵𝑇−1}, 𝐶 =

{𝐶0 , 𝐶1 , 𝐶2 , … … , 𝐶𝑆−1}. “A”, “B” and “C” have respectively, code lengths: 𝑊 = 𝐾1, 𝑇 = 𝐾2 and 

𝑆 = 𝐾3 where their sizes are referred them respectively, by these symbols: 𝐾1, 𝐾2 and 𝐾3.  

Let take 𝐴𝑎, 𝐵𝑏 and 𝐶𝑐 are the 𝑎𝑡ℎ, 𝑏𝑡ℎ and 𝑐𝑡ℎ code sequence of 𝐴, 𝐵 and 𝐶 respectively, where 

𝐴𝑎 presents the spectral code sequence where 𝑎 = 0, 2, 1, … … , 𝐾1 − 1, 𝐵𝑏  presents the temporal 
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code sequence where 𝑏 = 0, 2, 1, … … , 𝐾2 − 1 and 𝐶𝑐  presents the spatial code sequence where 

𝑐 = 0, 2, 1, … … , 𝐾3 − 1. The 2D-SWZCC code matrix can be given as: 

𝑀𝑎,𝑏,𝑐 = 𝐴𝑎
𝑇 . 𝐵𝑏. 𝐶𝑐              Eq. ( 3.85) 

Let take 𝑚𝑖,𝑗,𝑘 which represents the 𝑀𝑎,𝑏,𝑐 elements where 𝑖 = 1,2, … … ,𝑊, 𝑗 =  1,2, … … , 𝑇 

and 𝑘 = 1, 2, … … , 𝑆. 𝑀𝑎,𝑏,𝑐 code matrix with their elements can be expressed in detail in Eq. 

(3.85). An example of the 3D-SWZCC code sequences is presented in Table 3.8 for (K1 = K2= K3= 

2 and ω1= ω2=ω3= 1). According to the 3D-SWZCC code cross correlation explanations, the 

characteristic matrices 𝑅(𝑑)(𝑑 =  0, 1, 2, 3,4,5,6,7) are written as [41]: 

{

𝑅(1) = 𝐴𝑇𝐵𝐶
𝑅(2) = 𝐴𝑇�̅�𝐶
𝑅(3) = �̅�𝑇𝐵𝐶
𝑅(4) = �̅�𝑇�̅�𝐶

  and  {

𝑅(5) = 𝐴𝑇𝐵𝐶̅

 𝑅(6) = 𝐴𝑇�̅�𝐶̅

𝑅(7) = �̅�𝑇𝐵𝐶̅

𝑅(8) = �̅�𝑇�̅�𝐶̅

    Eq. ( 3.86) 

Where �̅�, �̅� and 𝐶̅ are successively the complement of code sequences 𝐴, 𝐵 and 𝐶. Let take 𝑚𝑖,𝑗,𝑘
(𝑑)

 

and 𝑚𝑖,𝑗,𝑘 represent the element of 𝑀(𝑑) and 𝑀𝑎,𝑏,𝑐, consecutively so that the cross correlation 𝑀(𝑑) 

and 𝑀𝑎,𝑏,𝑐 is defined as [41], [42]: 

R(d)(a, b, c) = ∑ ∑ ∑ mi,j,k
(d)S

k=1 . mi,j,k
T
j=1

W
i=1    Eq. ( 3.87) 

 

Table 3.8 The 3D-SWZCC code for 𝐾1 = 2, 𝐾2 =3 and 𝐾3 = 3. 

 𝑌𝟎 = [𝟏 𝟎 𝟎] ,      𝑪𝟎 = [𝟏 𝟎 𝟎] 

𝑨𝟎 = [
𝟏
𝟎
] 𝑚1,1,1 = [

𝟏 0 0
0 0 0

𝟏 0 0
0 0 0

0 0 0
0 0 0

] 

𝑨𝟏 = [
𝟎
𝟏
] 𝑚2,1,1 = [

0 0 0
𝟏 0 0

𝟏 0 0
0 0 0

0 0 0
0 0 0

] 

 𝑩𝟏 = [𝟎 𝟎 𝟏] ,  𝑪𝟎 = [𝟏 𝟎 𝟎] 

𝑨𝟎 = [
𝟏
𝟎
] 𝑚1,2,1 = [

0 0 𝟏
0 0 0

𝟏 0 0
0 0 0

0 0 0
0 0 0

] 

𝑨𝟏 = [
𝟎
𝟏
] 𝑚2,2,1 = [

0 0 0
0 0 𝟏

𝟏 0 0
0 0 0

0 0 0
0 0 0

] 

 𝑩𝟐 = [𝟎 𝟏 𝟎] ,  𝑪𝟎 = [𝟏 𝟎 𝟎] 

𝑨𝟎 = [
𝟏
𝟎
] 𝑚1,3,1 = [

0 𝟏 0
0 0 0

𝟏 0 0
0 0 0

0 0 0
0 0 0

] 

𝑨𝟏 = [
𝟎
𝟏
] 𝑚2,3,1 = [

0 0 0
0 𝟏 0

𝟏 0 0
0 0 0

0 0 0
0 0 0

] 
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Table 3.8 The 3D-SWZCC code for K1 = 2, K2 =3 and K3 = 3 (continued). 

 𝑩𝟎 = [𝟏 0 0] ,  𝑪𝟏 = [0 0 𝟏] 

𝑨𝟎 = [
𝟏
0
] 𝑚1,1,2 = [

0 0 0
0 0 0

𝟏 0 0
0 0 0

0 0 𝟏
0 0 0

] 

𝑨𝟏 = [
0
𝟏
] 𝑚2,1,2 = [

0 0 0
0 0 0

0 0 0
𝟏 0 0

0 0 0
0 0 𝟏

] 

 𝑩𝟏 = [0 0 𝟏] ,  𝑪𝟏 = [0 0 𝟏] 

𝑨𝟎 = [
𝟏
0
] 𝑚1,2,2 = [

0 0 0
0 0 0

0 0 𝟏
0 0 0

0 0 𝟏
0 0 0

] 

𝑨𝟏 = [
0
𝟏
] 𝑚2,2,2 = [

0 0 0
0 0 0

0 0 0
0 0 𝟏

0 0 0
0 0 𝟏

] 

 𝑩𝟐 = [0 𝟏 0] ,  𝑪𝟏 = [0 0 𝟏] 

𝑨𝟎 = [
𝟏
0
] 𝑚1,3,2 = [

0 0 0
0 0 0

0 𝟏 0
0 0 0

0 0 𝟏
0 0 0

] 

𝑨𝟏 = [
0
𝟏
] 𝑚2,3,2 = [

0 0 0
0 0 0

0 0 0
0 𝟏 0

0 0 0
0 0 𝟏

] 

 

Table 3.8 The 3D-SWZCC code for 𝐾1 = 2, 𝐾2 =3 and 𝐾3 = 3 (continued). 

 𝑩𝟎 = [𝟏 0 0] ,  𝑪𝟐 = [0 𝟏 0] 

𝑨𝟎 = [
𝟏
𝟎
] 𝑚1,1,3 = [

𝟏 0 0
0 0 0

0 0 0
0 0 0

0 𝟏 0
0 0 0

] 

𝑨𝟏 = [
𝟎
𝟏
] 𝑚2,1,3 = [

0 0 0
𝟏 0 0

0 0 0
0 0 0

0 0 0
0 𝟏 0

] 

 𝑩𝟏 = [0 0 𝟏] ,  𝑪𝟐 = [0 𝟏 0] 

𝑨𝟎 = [
𝟏
0
] 𝑚1,2,3 = [

0 0 𝟏
0 0 0

0 0 0
0 0 0

0 𝟏 0
0 0 0

] 

𝑨𝟏 = [
0
𝟏
] 𝑚2,2,3 = [

0 0 0
0 0 𝟏

0 0 0
0 0 0

0 0 0
0 𝟏 0

] 

 𝑩𝟐 = [0 𝟏 0] ,  𝑪𝟐 = [0 𝟏 0] 

𝑨𝟎 = [
𝟏
0
] 𝑚1,3,3 = [

0 𝟏 0
0 0 0

0 0 0
0 0 0

0 𝟏 0
0 0 0

] 

𝑨𝟏 = [
0
𝟏
] 𝑚2,3,3 = [

0 0 0
0 𝟏 0

0 0 0
0 0 0

0 0 0
0 𝟏 0

] 

  

Ma,b,c =

[
 
 
 
 

m1,1,1 m1,2,1 … m1,T,1 m1,1,2 m1,2,2 … m1,T,2 …… m1,1,S m1,2,S        … m1,T,S

m2,1,1 m2,2,1 … m2,T,1 m2,1,2 m2,2,2 … m2,T,2 …… m2,1,S m2,2,S        … m2,T,S

⋮           ⋮                      ⋮              ⋮             ⋮                    ⋮                          ⋮              ⋮                             ⋮
mW,1,1 mW,2,1 … mW,T,1 mW,1,2 mW,2,2 … mW,T,2    … mW,1,S mW,2,S     … mW,T,S]

 
 
 
 

Eq. ( 3.88) 
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Based on Table 3.9, it can split the cross-correlation of 3D-SWZCC into two groups. For the 

first group, the values of “d” are 1,2,3 and 4 so it contains: 𝑅(1)(𝑎, 𝑏, 𝑐), 𝑅(2)(𝑎, 𝑏, 𝑐), 𝑅(3)(𝑎, 𝑏, 𝑐) 

and 𝑅(4)(𝑎, 𝑏, 𝑐). Likewise, for the second group, the values of “d” are 5,6,7 and 8 so it contains: 

𝑅(5)(𝑎, 𝑏, 𝑐), 𝑅(6)(𝑎, 𝑏, 𝑐), 𝑅(7)(𝑎, 𝑏, 𝑐) and 𝑅(8)(𝑎, 𝑏, 𝑐). Not that both groups are almost identical 

as well each one of 𝑅(𝑑) has just one case equal to one whereas the other seven cases are equal to 

zero because of ZCC feature. 

 

Table 3.9 The 3D-SWZCC code cross correlation. 

 𝑅(1)(𝑎, 𝑏, 𝑐) 𝑅(2)(𝑎, 𝑏, 𝑐) 𝑅(3)(𝑎, 𝑏, 𝑐) 𝑅(4)(𝑎, 𝑏, 𝑐) 

𝑎 = 0 ∩ 𝑏 = 0 ∩ 𝑐 = 0 𝟏 0 0 0 

𝑎 = 0 ∩ 𝑏 ≠ 0 ∩ 𝑐 = 0 0 1 0 0 

𝑎 ≠ 0 ∩ 𝑏 = 0 ∩ 𝑐 = 0 0 0 1 0 

𝑎 ≠ 0 ∩ 𝑏 ≠ 0 ∩ 𝑐 = 0 0 0 0 1 

𝑎 = 0 ∩ 𝑏 = 0 ∩ 𝑐 ≠ 0 0 0 0 0 

𝑎 = 0 ∩ 𝑏 ≠ 0 ∩ 𝑐 ≠ 0 0 0 0 0 

𝑎 ≠ 0 ∩ 𝑏 = 0 ∩ 𝑐 ≠ 0 0 0 0 0 

𝑎 ≠ 0 ∩ 𝑏 ≠ 0 ∩ 𝑐 ≠ 0 0 0 0 0 

 𝑅(5)(𝑎, 𝑏, 𝑐) 𝑅(6)(𝑎, 𝑏, 𝑐) 𝑅(7)(𝑎, 𝑏, 𝑐) 𝑅(8)(𝑎, 𝑏, 𝑐) 

𝑎 = 0 ∩ 𝑏 = 0 ∩ 𝑐 = 0 0 0 0 0 

𝑎 = 0 ∩ 𝑏 ≠ 0 ∩ 𝑐 = 0 0 0 0 0 

𝑎 ≠ 0 ∩ 𝑏 = 0 ∩ 𝑐 = 0 0 0 0 0 

𝑎 ≠ 0 ∩ 𝑏 ≠ 0 ∩ 𝑐 = 0 0 0 0 0 

𝑎 = 0 ∩ 𝑏 = 0 ∩ 𝑐 ≠ 0 1 0 0 0 

𝑎 = 0 ∩ 𝑏 ≠ 0 ∩ 𝑐 ≠ 0 0 1 0 0 

𝑎 ≠ 0 ∩ 𝑏 = 0 ∩ 𝑐 ≠ 0 0 0 1 0 

𝑎 ≠ 0 ∩ 𝑏 ≠ 0 ∩ 𝑐 ≠ 0 0 0 0 1 

 

Nevertheless, this one value in a single case resulted from the multiplication process between 

code weights (𝑤1 ∗ 𝑤2 ∗ 𝑤3 = 1) of spectral, temporal and spatial components. Additionally, 

although the code weight for any component of SWZCC code is always equal to one, for this reason 

the auto-correlation value was equal to one exactly. Further, it can easily design the receiver 

through using any case in Table 3.9. Consequently, it can write these eight equations referred to 

auto/cross correlation as shown in Eq. ( 3.89). 
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{
 
 
 
 
 
 
 

 
 
 
 
 
 
 𝑅

(1)(𝑎, 𝑏, 𝑐) = {
1              𝑎 = 0 ∩ 𝑏 = 0 ∩ 𝑐 = 0  
0                                       𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

𝑅(2)(𝑎, 𝑏, 𝑐) = {
1              𝑎 = 0 ∩ 𝑏 ≠ 0 ∩ 𝑐 = 0  
0                                       𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

𝑅(3)(𝑎, 𝑏, 𝑐) = {
1              𝑎 ≠ 0 ∩ 𝑏 = 0 ∩ 𝑐 = 0  
0                                       𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

𝑅(4)(𝑎, 𝑏, 𝑐) = {
1              𝑎 ≠ 0 ∩ 𝑏 ≠ 0 ∩ 𝑐 = 0  
0                                       𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

𝑅(5)(𝑎, 𝑏, 𝑐) = {
1              𝑎 = 0 ∩ 𝑏 = 0 ∩ 𝑐 ≠ 0  
0                                       𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

𝑅(6)(𝑎, 𝑏, 𝑐) = {
1              𝑎 = 0 ∩ 𝑏 ≠ 0 ∩ 𝑐 ≠ 0  
0                                       𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

𝑅(7)(𝑎, 𝑏, 𝑐) = {
1              𝑎 ≠ 0 ∩ 𝑏 = 0 ∩ 𝑐 ≠ 0  
0                                       𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

𝑅(8)(𝑎, 𝑏, 𝑐) = {
1              𝑎 ≠ 0 ∩ 𝑏 ≠ 0 ∩ 𝑐 ≠ 0  
0                                       𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

   Eq. ( 3.90) 

 

3.5.2.  System description 

Figure 3.9 presents the correspondent system schema to 3D encoding techniques: 

wavelength/time/space in OCDMA network. The total users number is 𝐾 = 𝐾1. 𝐾2. 𝐾3 where each 

one of them is assigned by 3D-SWZCC code word 𝑀𝑎,𝑏,𝑐. 

According to Figure 3.10, the channel for each user in transmission side, contains the following 

components: an optical broadband source (BBS), Electrical to optical modulator (EOM) to convert 

the electrical signal generated to optical signal, two sets of fiber Bragg gratings (FBG1 and FBG2) 

with opposite (inverse) arrangements for spectral encoding, delay line for temporal encoding and 

a splitter for spatial encoding with S outputs. 

After the data bits generated, they are delivered to EOM that does two functions: the modulation 

based on OOK schema and electrical/optical (E/O) conversion. It is then turn of the performing of 

three encoding techniques as follows: 

Firstly, the output optical signal from MZM passes through FBG aiming the spectral encoding 

in accordance with the corresponded to "1" of spectral code sequence 𝐴𝑎 and the others are filtered 

where FBG1 sends them to FBG2 where it also reflects them for compensation the run-trip delay.  

Secondly, the  encoded and output optical signal from FBG2 is sent to delay lines to encode by 

time-spreading in accordance with the corresponded to "1" of temporal code sequence 𝐵𝑏 after 

dividing them into 𝜔2 equal parts and each one of them is oriented to the corresponding delay line. 

For more elaboration, each encoded wavelength spectrally is sent itself at different moments in 

accordance with the corresponded to "1" of temporal code sequence 𝐵𝑏. Thirdly, the delay lines 

output is divided into 𝜔3 equal parts and each part is oriented to the specified coupler in accordance 

with the corresponded to "1" of spatial code sequence 𝐶𝑐 to apply the spatial encoding. 
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Figure 3.9. Conceptual schematic block diagram of the spectral/temporal/spatial OCDMA 

network. 

 

Thus, the three encoding steps are achieved completely. Regarding the channel components in 

the reception side, it has the same components with transmission side such as two sets of FBGs and 

delay lines. The difference is represented by a combiner, a single photo-diode (PD) for SDD 

technique and optical/electrical (O/E) conversion, low pass filter (LFP) and BER analyzer as shown 

in Figure 3.11. 

Initially, all performed operations in transmitting side, are applied oppositely in the receiving 

side where the incoming optical signal from the SCs are regrouped in accordance with the 

corresponded 𝐶𝑐of spatial code sequence permitting the spatial decoding. The combiner output is 

divided into 𝜔2 equal parts which are oriented to the specified delay lines to decode them 

temporally in accordance with 𝐵𝑏 by the correlator. Finally, it is turn to decode these optical signals 

spectrally by sending them to FBG1 after outing from delay lines. FBG1 reflects back the 

components of spectral code sequence 𝐴𝑎 which are corresponded to "1" to deliver to FBG2 for 

compensation the run-trip delay. Thus, the three decoding steps are achieved completely. At the 

last, the signal is restored to electrical with assist of PD then aggregated and filtered by LPF. 
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Figure 3.10. The 3-D SWZCC Code Transmitter Structure. 

 

 

Figure 3.11. The 3-D SWZCC Code Receiver Structure. 

 

3.5.3.  Mathematical analysis 

Mathematical analysis in 3D case does not greatly differentiate from 2D case where the basics 

rest itself such as Gaussian approximation and four assumptions that simplify the system analysis. 

Further, the same noises are considered. Therefore, the total noise expression in our system may 

write as following [38], [41]–[43], [113]: 

〈𝐼𝑛𝑜𝑖𝑠𝑒
2 〉 = 𝐼𝑡ℎ𝑒𝑟𝑚𝑎𝑙

2 + 𝐼𝑠ℎ𝑜𝑡
2 + 𝐼𝑃𝐼𝐼𝑁

2  

   = 𝐵𝑤𝐼
2𝜏𝑐 +  2𝑒𝐵𝑟𝐼 +

4𝐾𝑏𝑇𝑛𝐵𝑊

𝑅𝑙
   Eq. ( 3.91) 

Although one of four assumptions, is each user has the same power with others, so it can write 

the PSD of the received signals as indicated in Eq. (3.89) [43], [43]: 

𝑟(𝑣) =
𝑃𝑠𝑟

𝜔2𝜔3∆𝑣
∑ 𝑑(𝑘)𝐾
𝑘=1 ∑ ∑ ∑ 𝑚𝑖,𝑗,𝑘

𝑆
𝑘=1

𝑇
𝑗=1

𝑊
𝑖=1 ⋁(𝑣, 𝑖)               Eq. ( 3.92) 

In case of 3D, ⋁(𝑣, 𝑖) can be written as follows: 
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⋁(𝑣, 𝑖) = {𝑢 [𝑣 − 𝑣0 −
∆𝑣

2𝑊
(−𝑊 + 2𝑖)] − [𝑣 − 𝑣0 − 𝑢

∆𝑣

2𝑊
(−𝑊 + 2𝑖 + 2)]} 

Relying on the cross-correlation between 𝑀0,0,0
0  and 𝑀𝑎,𝑏,𝑐, the currents of PD output can be 

written as  below: 

𝐼 = ∫ 𝑟(𝑣)𝑑𝑣 
∞

0

 

          = ∫
𝑃𝑠𝑟

𝜔2𝜔3∆𝑣
∑ 𝑑𝐾𝑅(𝑖, 𝑗, 𝑘) ⋁(𝑣, 𝑖) 𝑑𝑣
𝐾
𝑘=1

∞

0
 

           =
𝑃𝑠𝑟

𝜔2∆𝑣
(1 ∗ 𝜔1𝜔2𝜔3 ∗

∆𝑣

𝑊
+ 0) 

        =
𝑃𝑠𝑟𝜔1

𝑊
      Eq. ( 3.93) 

Although 𝑊 = 𝐾1, 𝜔1 = 1 and 𝐾1 = 𝐾/𝐾2𝐾3, so Eq. (3.90) will become: 

𝐼 =
𝑃𝑠𝑟𝐾2

𝐾
                         Eq. ( 3.94) 

The PIIN variance can be expressed as below: 

𝐼𝑃𝐼𝐼𝑁
2 = 𝐵𝑤𝐼

2𝜏𝑐 

                = 𝐵𝑟𝐼
2 ∫ 𝐺0

2(𝑣)𝑑𝑣
∞
0

(∫ 𝐺0(𝑣)𝑑𝑣
∞
0 )2

 

          = 𝐵𝑤
2
∫ 𝐺0

2(𝑣)𝑑𝑣
∞

0
 

                   = 𝐵𝑤
2
∫ [

𝑃𝑠𝑟

𝜔2𝜔3∆𝑣
∑ 𝑑𝑘𝑅

(0)(𝑖, 𝑗, 𝑘) ⋁(𝑣, 𝑖)𝐾
𝑘=1 ]

2∞

0
𝑑𝑣 

       =
𝐵𝑤

2𝑃𝑠𝑟
2

(𝜔2𝜔3∆𝑣)2
[(𝜔1𝜔2𝜔3)

2 ∗
∆𝑣

𝑊
+ 0] 

           =
𝐵𝑤

2𝑃𝑠𝑟
2

∆𝑣𝑊
𝜔1
2         

  =
𝐵𝑤𝑊

∆𝑣
𝐼2             Eq. ( 3.95) 

Replacing Eq. (3.92) and Eq. (3.93) into Eq. (3.89) we get: 

〈𝐼𝑛𝑜𝑖𝑠𝑒
2 〉 =

4𝐾𝑏𝑇𝑛𝐵𝑤

𝑅𝑙
+ 

2𝑒𝐵𝑤𝑃𝑠𝑟𝐾2𝐾3

𝐾
+
𝐵𝑤𝑊

∆𝑣
𝐼2   Eq. ( 3.96) 

As the probability of conveying bit ‘’0’’ and bit ‘’1’’ is the same and estimated by (0.5) therefore 

Eq. (3.93) will become: 
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〈𝐼𝑛𝑜𝑖𝑠𝑒
2 〉 =

4𝐾𝑏𝑇𝑛𝐵𝑤

𝑅𝑙
+ 

𝑒𝐵𝑤𝑃𝑠𝑟𝐾2𝐾3

𝐾
+
𝐵𝑤𝑊

2∆𝑣
𝐼2   Eq. ( 3.97) 

Lastly, relying on the outcomes of Eq. (3.92) and Eq. (3.95), this allows to write SNR expression 

as below: 

𝑆𝑁𝑅3𝐷−𝑆𝑊𝑍𝐶𝐶 =
[
𝑃𝑠𝑟𝐾2

𝐾
]
2

4𝐾𝑏𝑇𝑛𝐵𝑤
𝑅𝑙

 +  
𝑒𝐵𝑤𝑃𝑠𝑟𝐾2𝐾3

𝐾
 + 
𝐵𝑤𝑊

2∆𝑣
𝐼2

                    Eq. ( 3.98) 

Then, we can calculate the BER using the Gaussian approximation as [77], [119]:  

𝐵𝐸𝑅3𝐷−𝑆𝑊𝑍𝐶𝐶 =
1

2
𝑒𝑟𝑓𝑐√

𝑆𝑁𝑅3𝐷−𝑆𝑊𝑍𝐶𝐶
8⁄  

            =
1

2
𝑒𝑟𝑓𝑐√

1

8
∗

[
𝑃𝑠𝑟𝐾2

𝐾
]
2

4𝐾𝑏𝑇𝑛𝐵𝑤
𝑅𝑙

 +  
𝑒𝐵𝑤𝑃𝑠𝑟𝐾2𝐾3

𝐾
 + 
𝐵𝑤𝑊

2∆𝑣
𝐼2

  Eq. ( 3.99) 

The Q-factor can be derived from the BER where can be expressed as [120]: 

𝑄3𝐷−𝑆𝑊𝑍𝐶𝐶(𝑑𝐵) = 20𝑙𝑜𝑔10 [
√2

𝑒𝑟𝑓𝑐(2×𝐵𝐸𝑅3𝐷−𝑆𝑊𝑍𝐶𝐶)
]   Eq. ( 3.100) 

 

3.6. Summary 

This chapter has concentrated on the development of three different categories of new code 

sequences proposed and published recently in our papers. These categories of code sequences 

include 1D-IRSM, 1D-ICSM, 2D-HSSZCC, 2D-CS and 3D-SWZCC codes. Of course, all these 

codes have suggested to be implemented for non-coherent SAC-OCDMA systems. Further, the 

design of transmitting and receiving devices has been described in detail for each proposed system.  

Also, this chapter include the mathematical development for new model of SNR and BER 

expressions where each system has its own expressions. In the next chapter, the theoretical and 

mimic outcomes will be amply presented. 
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Chapter 4: Results and Discussion 
 

4.1. Introduction 

This chapter concentrates on the performance of SAC-OCDMA system based on 1D-IRSM, 

1D-ICSM, 2D-HSSZCC, 2D-CS and 3D-SWZCC codes. The first and second approaches interest 

in encoding spectral component, the third interests in encoding spectral and spatial components, 

the fourth interest in encoding spectral and temporal components and the latter interests in encoding 

spectral, temporal and spatial components. 

The theoretical consequences were derived and emulated through the utilization of 

𝑂𝑝𝑡𝑖𝑠𝑦𝑠𝑡𝑒𝑚𝑇𝑀 software from Optiwave. The theoretical and emulation outcomes were acquired 

by analyzing the system under different predefined parameters, for instance, transmitted power, 

fiber-optic length, data transmission rate, cardinality and optical bandwidth. 

In addition, the impact of MAI and common noises in OCDMA system, which are thermal noise, 

PIIN and shot noise, are included in this analysis. As a result, the effect of MAI can be restricted 

significantly thanks to zero cross correlation property of our proposed codes. The theoretical 

analysis is complemented in accordance with the mathematical formulas acquired in the previous 

chapter.  

On the other hand, the emulation analysis has an essential role to emphasize and support the 

theoretical findings with the help of the commercial software. For that, this analysis requires to 

take a consideration data rate, transmitted power and fiber length. 

In this chapter, the performance of IRSM and ICSM codes are compared to existent codes, for 

instance, DPS, MQC, MDW, DCS and RD codes, 2D-HSSZCC code is compared with existent 2D 

codes: hybrid FCC/MDW, PD, DPD, DCS, MD and hybrid ZCC/MD, 2D-CS code is compared to 

2D-EDW, 2D-FCC/MDW, 2D-DCS, 2D-PD, 2D-MS and 2D-ZCC/MD, and finally, 3D-SWZCC 

code is compared to 3D existent 3D codes, for example, PD, hybrid PD/MD, hybrid DCS/MD and 

MD. 

 

4.2. Design Parameters: 

The design parameters are the configuration parameters that are set by a designer with a target 

of study the system performance. These parameters can be modified or varied in order to gain the 

system a good performance. The parameters include transmitter and receiver power, distance, chip 

spacing and bit rate. Each one of these parameters existed in this investigation is explained in the 

next subsections. 
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Figure 4.1. Scope of Work. 

 

4.2.1.  Bit error rate (BER)      

In a communication system, the BER in known as error probability that means any bit sent 

through the system will be received incorrectly. To elaborate on that, if the bit sent is “zero” that 

will be received as a “one” and vice versa. Nevertheless, the BER can be measured in a practical 

test over sending a fixed number of bits through the system and computing how many bits’ errors 

occurrence. Therefore, by dividing the number of bits’ errors occurrence overall number of bits 

sent, this ratio permits to estimate the BER.  

For concern the relation between BER and bits number, it is increasable proportional. At the 

highest border, the BER becomes a perfect estimate of the true error probability when the number 

of sending bits closes from infinity. In real systems, most errors are due to random noise and happen 
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at random times unlike at an equally distributed rate. In addition, the BER assessment shaped by 

taking a ratio of errors to bits conveyed.  

It can derive the relevance between SNR and BER with assist of Gaussian statistics and is 

documented in several communications books. In accordance with the IEEE optical fiber standards, 

the BER ranges between “1e-9” and “1e-12” but for the target of this investigation, it is chosen at 

1e-9 for the worst state scenario signifying is that there is one error only for each “1e+9”  bits 

conveyed [51].   

 

4.2.2.  Transmission Power 

Transmission power is estimated by dBm unit. The requirement to attain the desirable BER and 

sufficient light to beat all optical transmission losses is dependent on power. This should be 

considered in a manner that takes into account the longevity of the system, repairs, fluctuations, 

and does not overload the receiver. Moreover, it should be considerate several factors, when the 

optical power is conjugated from a source into a fiber, which are the core size, numerical aperture, 

core-cladding index difference of the fiber, refractive index profile, angular power distribution of 

the optical source, size and radiance where these have been set according to the standard of SMF 

“G.652” used [51]. 

 

4.2.3.  Chip Spacing 

The concept of chip spacing is meant with the spacing between non-zero spectra or, in other 

words, two weights in which are being sent in an OCDMA system. Nowadays, there is not a 

criterion spacing for OCDMA systems. However, the spacing has been varied to observe and 

evaluate its influence on an OCDMA system performance in this research.  As usual, non-linear 

influences like cross phase modulation (XPM) and four wave mixing (FWM) become more 

importance with nearer channel spacing [51]. 

 

4.2.4.  Output Power (Received Power) 

Whatever the employed concept: output power or received power in which express the same 

sense that refers to the amount of power measured at the receiver part where estimated by dBm 

unit. There is a difference between the averaged total power and peak power where the first can be 

measured using a power meter while the second can be measured using an optical spectrum 

analyzer (OSA) [51]. 

 

4.2.5.  Noise Power 

Any existing signal strength at the receiver, which differs from the required signal, is known as 

receiver noise. This involves any undesired disturbances, which corrupt, mask, minimize the 
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significance of information or might overlap with the desired signal. For the mimic of the proposed 

systems, we have considerate thermal noise, shot noise, dark current and incoherent intensity noise 

at PD level  [51]. 

 

4.2.6.  Factor Quality 

Is defined in the best decision point i.e., the ratio between signal power and noise power. Assume 

probability both “1” and “0” bits are equal, QF is expressed as below: 

𝑄 =
𝜇1−𝜇0

𝜎1+𝜎0
     Eq. ( 4.1) 

In the information theory, "𝜇0" and "𝜇1" signify “0” and “1” the average voltage meanwhile "𝜎0" 

and "𝜎1" signify standard variance. 

 

4.2.7.  Distance 

The optical fiber, which can be distributed between the transmitter and receiver nodes, is the 

transmission distance criterion. The fiber length is featured by some important parameters mainly 

contribute in effecting on the system performance. These include the dispersion, duration of light 

propagation and loss.  The relationship between distance and loss increases in a linear manner 

dictated by a constant value equal 0.25 𝑑𝐵. 𝑘𝑚−1 in SMF.  

Dispersion is a pulse disseminating as a function of wavelength and estimated by ps/km/nm 

unit. Consequently, a change in the fiber length can also be featured by the dispersion’s amount. 

For that, the relevance between distance and pulse dispersion is linearly increasable. On the other 

hand, the relevance between pulse dispersion and permissible data rate and bandwidth are inversely 

proportional resulting in a decrease for them as fiber length augments. 

 

4.3. Optisystem Software 

On a daily basis, the complexity of optical communication networks grows. Computer 

simulations have become an important aspect of mathematical modeling of many natural systems; 

they also aid in the development of new technology by providing insight into how such systems 

work. OptiSystem is a cutting-edge simulation tool for optical communication systems that can 

develop, test, and optimize nearly any sort of optical link in the physical layer of a wide range of 

optical networks. 

It is a standalone tool that does not require the use of any other simulation frameworks. It's a 

physical layer simulator with a sophisticated new simulation environment and a hierarchical 

definition of components and systems based on realistic modeling of fiber-optic communication 

systems. Sweeps of parameter permit to investigate the impact of specific device specifications on 

system performance. The enormous library of passive and active components contains realistic, 
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wavelength-dependent parameters [121]. To perform project simulations, OptiSystem-Optiwave 

ver. 7.0 used in this thesis. 

 

4.4. Study of SAC-OCDMA System performance based on IRSM and ICSM codes 

4.4.1.  Numerical results 

This section studies the effect of IRSM code on SAC-OCDMA system where it is compared 

with MQC, DPS, MDW, DCS and RD codes using Matlab software. Several parameters are 

depended on to evaluate the system performance like the relationship between SNR and BER with 

the number of simultaneous users. Employed parameters are listed in Table 4.1. According to [8], 

[9], [12]–[14], the SNR of each code family mentioned above, can be written as: 

𝑆𝑁𝑅𝑀𝑄𝐶/𝐷𝑃𝑆 =
(
ℜ𝑃𝑠𝑟
𝑝
)
2

4𝐾𝑏𝑇𝑛𝐵𝑤
𝑅𝑙

+
𝑒𝐵𝑤ℜ𝑃𝑠𝑟(𝑝−1+2𝐾)

𝑝2+𝑝
+ 𝐵𝑤(ℜ𝑃𝑠𝑟)2𝐾

(
(𝐾−1)
𝑝

+𝑝+𝐾)

2∆𝑣(𝑝+1)𝑝2

  Eq. (4.2) 

𝑆𝑁𝑅𝑀𝐷𝑊 =
ℜ𝑃𝑠𝑟(𝜔−1)

𝐿
4𝐾𝑏𝑇𝑛𝐵𝑤

𝑅𝑙
+ 
𝑒𝐵𝑤ℜ𝑃𝑠𝑟(𝜔+3)

𝐿
 + 
𝐵𝑤(ℜ𝑃𝑠𝑟)

2𝐾𝜔(𝜔+3)

2∆𝑣𝐿

    Eq. (4.3) 

𝑆𝑁𝑅𝐷𝐶𝑆 =
(
ℜ𝑃𝑠𝑟(𝜔−1)

𝐿
)
2

4𝐾𝑏𝑇𝑛𝐵𝑤
𝑅𝑙

+ 
𝑒𝐵𝑤ℜ𝑃𝑠𝑟(𝜔+3)

𝐿
+ 
𝐵𝑤(ℜ𝑃𝑠𝑟)

2𝐾𝜔(𝜔+3)

2∆𝑣𝐿2

    Eq. (4.4) 

𝑆𝑁𝑅𝑅𝐷 =
(
2ℜ𝑃𝑠𝑟𝜔

𝐿
)
2

4𝐾𝑏𝑇𝑛𝐵𝑤
𝑅𝑙

+ 
2𝑒𝐵𝑤ℜ𝑃𝑠𝑟𝜔

𝐿
+ 
𝐵𝑤(ℜ𝑃𝑠𝑟)

2𝐾𝜔(𝐾−1+𝜔)

2∆𝑣𝐿2

    Eq. (4.5) 

In accordance with the above SNR expressions, both of MDW and DCS codes have the same 

SNR expressions, but not necessary both have the same performance due to this mainly relies on 

the properties of implemented code. 

 

Table 4.1 Used Parameters in numerical analysis. 

Parameter Value Parameter Value 

Photo-diode responsivity (𝑅) 0.75 Boltzmann’s constant (𝐾𝑏) 1.38 × 10−23𝐽. 𝑠−1 

Effective source power (𝑃𝑠𝑟) -10 dBm Receiver load resistor (𝑅𝑙) 1030 ohm 

Data rate (𝑅𝑏 1 Gb/s Spectral width (∆𝑣) 5 Thz 

Electron charge (𝑒) 1.6 × 10−19 c Number of active users (K) 50 

Receiver noise temperature 

(𝑇𝑛) 
300 K Code weight (w) 4 
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Figure 4.2. BER versus number of concurrent users for (w=4). 

 

Figure 4.2 manifests the relevance between BER and system cardinality for four different codes. 

It is obviously from curves variations that ICSM code has the better performance comparing to 

MQC, DCS and RD codes thanks to own several merits code like ZCC merit whilst other codes 

have constant and variable CC value in case of MQC and DCS, and RD codes respectively.  

Respectively, for an active users’ number chosen “50”, the BER values are: 0.0012, 2.68𝑒 − 7, 

2.025𝑒 − 12 and 3.2𝑒 − 26 for MQC, DCS, RD and ICSM codes. Note that just ICSM and RD 

codes can attain optical communication demands since its BER value is less than 1𝑒 − 9. 

Additionally, the maximum various systems capacities are 26, 35, 58 and 87 in case of 

implementing on SAC-OCDMA DCS, RD and ICSM codes, respectively. Thus, the number of 

increased times is calculated as; 

{
 
 

 
 
87

26
= 3.35 𝑡𝑖𝑚𝑒𝑠

87

35
= 2.49 𝑡𝑖𝑚𝑒𝑠

87

58
= 1.5 𝑡𝑖𝑚𝑒𝑠
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Figure 4.3. Noise current versus number of concurrent users for (w=4). 

 

Figure 4.3 manifests the total noise against the received power for 50 and 0.622 Gbps of number 

of active users and data rate, consecutively. It is observed that the variation of noise is constant 

when the effective power values are low until (𝑃𝑠𝑟 = -30 𝑑𝐵𝑚) for all codes except our proposed 

code which interprets that just thermal noise affects the overall system performance whereas shot 

noise and PIIN are negligible. Although the SAC-OCDMA system based on ICSM code is 

analyzed without taking account the PIIN effect, herein, it can deduce that the PIIN effect starts 

from -30 dBm concerning to MQC, DCS and RD codes and the shot noise effect starts from 0 dBm 

for all codes. 

Figure 4.4 manifests the relevance between BER and data rate under constant users ‘number at 

50 in addition to the same code weight for all codes. It is evident that our proposed code gives each 

user in SAC-OCDMA system the greatest amount of data rate than these SAC-OCDMA systems 

that depend on MQC, MDW and RD codes. Based on the obtained results in Fig. 3, they reveal 

that when the SAC-OCDMA system depending on ICSM code, accommodates 50 active users, 

each one of them can carry a bit rate of 1.9 Gb/s. As well, in case of other SAC-OCDMA codes: 

MQC, DCS and RD, each user can carry up to 0.17, 0.44 and 0.83 Gb/s. Thus, ICSM code has been 

could outperform MQC, DCS and RD codes approximately 11.2, 4.3 and 2.3 times respectively. 
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Figure 4.4. BER versus data rate for (𝑁𝑢 = 50). 

 

Figure 4.5. BER against number of concurrent users for (w=4). 
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In Figure 4.5, it is evident that the proposed code, in term of BER in front of number of 

concurrent users, outperforms DPS, MDW and RD codes. For instance, the optical demand feature 

can be attained with 88, 58, 49 and 25 users for IRSM, RD, MDW and DPS codes, consecutively. 

According to the above, the proposed code improves overall 3.52, 1.79 and 1.52 times the SAC-

OCDMA system performance depended on DPS, RD and MDW codes, respectively. These 

improvements aforementioned come back ZCC feature existing in IRSM code characteristics, 

which in turn has been worked cancel PIIN effect quietly. Moreover, it can compute the increased 

percent thanks to our proposed code as follows: 

 
𝑃𝑟𝑜𝑝𝑜𝑠𝑒𝑑 𝑐𝑜𝑑𝑒 − 𝐶𝑜𝑚𝑝𝑎𝑟𝑒𝑑 𝑐𝑜𝑑𝑒 

𝐶𝑜𝑚𝑝𝑎𝑟𝑒𝑑 𝑐𝑜𝑑𝑒
× 100 

For that, we have: 

{
 
 

 
 
88 − 25

25
= 252 %

88 − 49

49
= 79 %

88 − 58

58
= 52 %

 

 

Figure 4.6. BER against data rate for (𝑁𝑢 = 60). 
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By transiting to Figure 4.6, it interests to study the BER variation in front of data rate for the 

limited active users number at 60. It is noted that the proposed SAC-OCDMA system depended on 

IRSM code can be employed in order to rapid more transmission of data.  Particularly, the optical 

transmission is assured with 1.33 Gb/s, that is 11.08, 2.77 and 2.29 times that of DPS, MDW and 

RD codes, respectively since they support up to 0.12, 0.48 and 0.58 Gbps of data rate, 

consecutively. 

 

Figure 4.7. Spectral efficiency against code weight. 

 

At the last, Figure 4.7 interests in studying the spectral efficiency (SE) variation in front of the 

code weight with limiting data rate at 622 Mbps as well received power at -10 dBm. The SE can 

be defined by dividing the aggregate information rate on total spectral bandwidth where it can be 

given as [59], [116]: 

𝑆𝐸 =
𝑁𝑢𝐵𝐸𝑅=10−9

∆𝜗×𝑤
    Eq. ( 4.6) 

Where 𝑁𝑢𝐵𝐸𝑅=10−9 refers to the maximum system cardinality and ∆𝜗 refers to the bandwidth of 

each optical wavelength which is estimated by 90 nm. it is plainly that the IRSM code has the 

greatest SE compared to other encoding techniques including DPS, MDW and RD codes. 

Observing that the relevance between “SE” and “w” is reversible proportional since the SE 

diminishes as the weight increases. 
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For minor considered code weight that is equal (10), IRSM code overcome all compared codes 

in this study, which are DPS, MDW, RD and IRSM codes whence SE percent by dint of 3%, 5.88%, 

6.69% and 10.56% respectively. In fact, these consequences are due to that IRSM code supplies 

203 users whereas DPS, MDW and RD codes supply just 25, 48, 58 and 88 users, consecutively at 

a consent BER 1e-9 with taking account the same number of wavelength for all codes. 

 

4.4.2.  System Setup 

In this section, the system simulation is procedure using Optisystem software ver. 7.0. Figure 

4.8 elaborates the scheme of IRSM/ICSM code in the SAC-OCDMA system with depending on 

WDM and optical Bessel filter as encoder and decoder, respectively in addition SDD as detection 

technique at receiver level. Avoiding to repetition, ICSM code has the same structure with IRSM 

code but the differentiation is in configuration of WDM and FBG blocks.  

Table 4.2 contains all parameters employing in simulation analysis. Initially, to evaluate the 

system performance, eye diagram has been utilized as presented in Figure 4.9 and Figure 4.10 for 

IRSM and ICSM codes, successfully. Two main parameters are depended to estimate our optical 

communication network, which are: Q-factor and BER. A plain graphic of 3 users is appeared in 

Figure 4.8. This test was done with assist of the employed parameters referenced in Table 4.2 in 

accordance with ITU-T G.625 standard as well taking into account the non-linear effects in single 

mode fiber (SMF). 

As revealed in Table 4.4, where 3 users are specified ICSM code with L=9 and w=3 so that each 

user uses its own WDM in the transmitter part as shown in Figure 4.8 as it is enough to filter a 

single wavelength in the receiver part due to SDD technique. 

 

Table 4.2 Used parameters in network simulation 

Parameter Value Parameter Value 

Dark current 5 × 10−9 A Data rate 622 Gbps 

Distance 40 km Attenuation 0.25 𝑑𝐵. 𝑘𝑚−1 

Thermal noise 1.8 × 10−23𝑊/𝐻𝑧 Cutoff frequency 466.5 MHz 

Reference wavelength 1550 nm Transmitted power -115 dBm 

Bandwidth of Bessel filter  0.3 nm Dispersion 18 ps/nm/km 
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Figure 4.8. The IRSM/ICSM code schematic block for 3 users. 

 

At first, it is utilized both blocks pseudo random bit sequence (PRBS) generator and non-return 

to zero (NRZ) to generate the signal. Afterwards, it is conveyed to the Mach-Zehnder modulator 

(MZM) for two functions: firstly, the modulation and secondly electrical/optical conversion where 

each MZM is connected with WLS. Concerning the encoder, WDM is used where each chip is 

configured by “0.625” nm of spectral width.  

In order to the ITU-T G.652 standard, the reference wavelength of the SMF is set at 1550 nm 

with the dispersion and the attenuation coefficients are set at 18 ps/Km/nm and 0.25 dB/Km 

respectively. Then, a power combiner (PC) is used to all issued optical pulses from OLT to 

aggregated and transfer them over SMF. On the other side of the fiber, there is a power splitter (PS) 

which works to retransfer the aggregated optical pulses for several users in the receiving side. 

For second part, ONU is composed of a specific decoder for each user to retrieve its data where 

it has been utilized Bessel optical filter as decoder and is identical the same FBG configuration. 

SDD technique is used to retrieve the data to its original case (electrical signal). At last, the 

produced signal from PIN is filtered by utilizing Bessel LPF and a visualizer to see eye diagram 

and take resulted Q-factor and BER values. The description of the components used in all networks 

listed in Table 4.3. 
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Table 4.3 Function of components used in proposed network. 

 

Components name Symbol Function 

PRBS generator 

 

Generates PRBS based on how  

mode operation works. 

NRZ pulse generator 

 

Produces NRZ coded signal 

White light source 

 

Produces a continuous wave optical signal 

MZM 

 

Converts electrical signal to an optical signal 

Fiber Bragg grating 

 

Reflects specific wavelengths of light and 

transmits all other. 

Optical delay line 

 

It performs fixed time delay(s) 

Star coupler 

 

Distribute the optical signal to several fibers 

or, conversely, to route the signal coming 

from several fibers to a single one. 

Power combiner 

 

Accumulates all signals of users 

Power splitter 

 

Copy the input signal in N versions to the 

output. 

PIN photodetector 

 

Converts an optical signal into 

an electrical signal 

Low Pass Bessel filter 

 

Filters the signal with a Bessel frequency 

transfer function 

3R Generator 

 

Reproduces the optical signal 

BER analyzer 
 

 

Measures the performance of the system 

based on the signal before and after the 

propagation. 
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Table 4.4 ICSM code with K=w = 3, L=9 and the conforming wavelengths 

L 1 2 3 4 5 6 7 8 9 
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1𝑠𝑡 user 1 0 0 0 1 0 0 0 1 

2𝑛𝑑 user 0 1 0 0 0 1 1 0 0 

3𝑟𝑑 user 0 0 1 1 0 0 0 1 0 

 

 
Figure 4.9. Eye diagram for 3 users using IRSM code. 

  

Based on  

Figure 4.9, it exhibits the eye diagram of IRSM code at fiber length up to 40 km. It is 

perspicuously that IRSM code grants SAC-OCDMA system an agreeable performance represented 

consecutively, by 7.59 dB and   1.43 × 10−14 of Q-factor and BER when allowing for three users 

to be active. Likewise, it has been obtained a quality factor and BER up to 9.25 dB and 9.64 ×

10−21, respectively due to using of ICSM code as illustrated in Figure 4.10. These results are 

overall consent in optical communication systems because Q-factor should to be at least 6 𝑑𝐵 and 
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the BER should to be at most 10−9. For that, it can deduce that our proposed code has the ability 

of satisfying optical communication demands.  

 

 

Figure 4.10. Eye diagram for 3 users using ICSM code.  

 

4.5. Study of SAC-OCDMA system performance based on 2D-HSSZCC code 

4.5.1.  Numerical Results 

This section studies the effect of 2D-HSSZCC code on OCDMA system where it is compared with 

2D codes: hybrid FCC/MDW, PD and DCS codes using Matlab software. Several parameters are 

depended on to evaluate the system performance like the relationship between SNR and BER with 

the number of simultaneous users. Employed parameters are listed in Table 4.5.  

According to [33]–[35], [117], the SNR of each code family mentioned above, can be written 

as: 

𝑆𝑁𝑅2𝐷−𝐹𝐶𝐶/𝑀𝐷𝑊 = 

(
ℜ𝑃𝑠𝑟𝜔1
𝑊

)
2

𝐼𝑡ℎ𝑒𝑟𝑚𝑎𝑙
2 +𝑒𝐵𝑤

ℜ𝑃𝑠𝑟
𝜔2𝑊

[𝜔1𝜔2+2𝜔1𝑈1+2𝜔2𝑈2+4𝑈3]+ 
𝐵𝑤
2𝑊∆𝑣

[
ℜ𝑃𝑠𝑟

𝜔2(𝑊𝑆−1)
]
2
∗[∆1+∆2]2+[∆2]2 

 Eq. ( 4.7) 
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𝑆𝑁𝑅2𝐷−𝑃𝐷 = 

(
ℜ𝑃𝑠𝑟𝜔1
𝑊

)
2

𝐼𝑡ℎ𝑒𝑟𝑚𝑎𝑙
2 +𝑒𝐵𝑤

ℜ𝑃𝑠𝑟
𝜔2𝑊

[𝜔1𝜔2+2𝜔1𝑈1+2𝜔2𝑈2+4𝑈3]+
𝐵𝑤
2𝑊∆𝑣

(
ℜ𝑃𝑠𝑟

𝜔2(𝑊𝑆−1)
)
2
(
(∆1+∆2)

2

𝜔1
+

∆2
𝜔1−1

)
 Eq. ( 4.8) 

 

𝑆𝑁𝑅2𝐷−𝐷𝑃𝐷 = 

(
ℜ𝑃𝑠𝑟𝜔1
𝑊

)
2

𝐼𝑡ℎ𝑒𝑟𝑚𝑎𝑙
2 +𝑒𝐵𝑤

ℜ𝑃𝑠𝑟
𝜔2𝑊

[𝜔1𝜔2+2𝜔1𝑈1+2𝜔2𝑈2+4𝑈3]+
𝐵𝑤
2𝑊∆𝑣

(
ℜ𝑃𝑠𝑟

𝜔2(𝑊𝑆−1)
)
2
(
(∆1+∆2)

2

𝜔1
+

∆2
𝜔1−1

)
  Eq. ( 4.9) 

 

𝑆𝑁𝑅2𝐷−𝐷𝐶𝑆 = 

(
ℜ𝑃𝑠𝑟𝜔1
𝑊

)
2

𝐼𝑡ℎ𝑒𝑟𝑚𝑎𝑙
2 +𝑒𝐵𝑤

ℜ𝑃𝑠𝑟
𝜔2𝑊

[𝜔1𝜔2+2𝜔1𝑈1+2𝜔2𝑈2+4𝑈3]+
𝐵𝑤
2𝑊∆𝑣

(
ℜ𝑃𝑠𝑟
𝜔2𝑊

)
2
(
𝜔1𝜔2+𝜔2𝑈2

𝜔1
+
𝜔2𝑈3
𝜔1−1

)
2𝐵𝑤𝐾𝜔(𝐾−1+𝜔)

2∆𝑣𝑊

 Eq. ( 4.10) 

 

Where  

{
 
 

 
 𝑈1 =

(𝐾−1)𝜔2(𝜔2−1)

𝑊𝑆−1

𝑈2 =
(𝐾−1)𝜔1(𝜔1−1)

𝑊𝑆−1

𝑈3 =
(𝐾−1)𝜔1(𝜔1−1)𝜔2(𝜔2−1)

𝑊𝑆−1

 and {
∆1= 𝜔1𝜔2(𝑊𝑆 − 1)

∆2= 𝜔2(𝐾 − 1)(𝑊 − 1)
  Eq. ( 4.11) 

 

Table 4.5  Employed parameters in the numerical calculation. 

Parameters Value Parameters Value 

Responsivity of PD () 0.75 Receiver load resistor (𝑅𝑙) 1030 𝛺 

Effective source power (𝑃𝑠𝑟) −10 𝑑𝐵𝑚 Receiver noise temperature (𝑇𝑛) 300 𝐾 

Data bit rate (𝑅𝑏) 1 𝐺𝑏𝑝𝑠 Optical bandwidth (∆𝑣) 3.75 𝑇𝐻𝑧 

 

In accordance with the above SNR expressions, all codes almost similar with SNR expressions 

where the difference mainly focuses on the properties of each code of them. Moreover, it is not 

necessary two codes match with same performance. 



Chapter 4 Results and Discussion 

 

80 
 

 

 

Figure 4.11. BER versus Number of active users for (W=57 and S=3). 

 

Figure 4.11 reveals the variation of active users' number comparing to BER when the received 

power and data rated are set at -10 dBm and 1 Gbps, respectively for the same code lengths: spectral 

and spatial for 2D codes. Noting that 2D-HSSZCC code is able to gain higher OCDMA system 

capacity up to 149 users whilst its capacity is not able to surpass 100 users based on 2D codes: 

hybrid FCC/MDW, PD and DPD as well its symmetric 1D-ZCC code where their highest capacities 

estimated by 94, 45, 64 and 68 users, respectively. These obtained results was computed 

graphically at BER=10e-9. Nevertheless, the enhanced percentage estimated by 56.51 %, 231.11 

%, 132.81% and 119.12 %, respectively, where they can be calculated as follows: 

{
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Figure 4.12. BER versus effective received power for K=100. 

 

Figure 4.12 reveals the variation of the amount of received power for each user comparing to 

BER for 100 of active users and 1 Gbps of data rate. It is noted that 2D-HSSZCC code needs less 

power that other codes estimated by -11.7 dBm while other codes: 1D-ZCC and 2D-DPD need up 

to -8.72 and -11.25 dBm of received power, respectively. As a result, it can save an amount of 

received power by using 2D-HSSZCC code reaches 2.98 and -0.45 dBm comparing to 1D-ZCC 

and 2D-DPD codes, respectively. 

In Figure 4.13 the SNR curves of different codes are plotted as function of number of active 

users. It evident that 2D-HSSZCC code grants the OCDMA system better QoS comparing to 2D 

codes but when K<40, the SNR of 1D-ZCC code curve outperforms to the SNR of 2D-HSSZCC 

code curve. Overall, thanks to SDD technique minimizes the OCDMA/2D-HSSZCC system 

complexity reaches to half where 2D-hybrid FCC/MDW, 2D-PD and 2D-DPD mainly rely on AND 

detection technique. Further, its ZCC property that works to MAI annulation totally leading to 

minimize the intense of noise current. These factors have been had an essential role in enhancement 

of the SNR of 2D-HSSZCC code. 
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Figure 4.13. SNR versus Number of active users for (W=57 and S=3). 

 

Figure 4.14. BER versus data rate for K=100. 
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Also, for the same active user number equal to 100, Figure 4.14 reveals the variation of data rate 

comparing to BER with fixing Psr at -10 dBm. At 𝑅𝑏 = 1 𝐺𝑏𝑝𝑠, the BER values are: 1.4e-18, 3.3e-

11, 4.8e-7, 1.6e-5 and 1.06e-4 for 2D-HSSZCC, 2D-DPD, 2D-PD, 1D-ZCC and 2D-hybrid 

FCC/MDW codes, respectively. Noting that both 2D-HSSZCC and 2D-DPD codes can only satisfy 

optical communication requirements. At BER=10e-9, the maximum data rate that enables  each 

user in OCDMA system profiting it, up to 2.1, 1.19, 0.68, 0.5 and 0.39 Gbps for 2D-HSSZCC, 2D-

DPD, 2D-PD, 1D-ZCC and 2D-FCC/MDW codes, respectively. 

 

Figure 4.15. BER versus optical bandwidth. 
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bandwidth amount up to 6 and 2.4 THz comparing to 2D codes: PD and DPD codes that need up 

to 7.6 and 4 THz, respectively. 

Also, this study includes a comparison between our proposed HSS-ZCC code with 2D-ZCC 

codes like MD and hybrid ZCC/MD codes, for the same code lengths: M = 62 of spectral 

component and N = 3 of spatial components, as shown in Figure 4.16. Remark that at an acceptable 

BER value (1e-9), the 2D-HSZCC code is able to accommodate about 127 users whereas the 2D-
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hybrid ZCC/MD and 2D-MD codes, successively. This comes back the good cross/auto correlation 

features of the proposed code. 

 

Figure 4.16. BER versus number of simultaneous users for (M=62 and N=3). 
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Table 4.6 Configured parameters for network simulation.  

Parameter Value 

Effective Source power -115 dBm 

Data rate 0.622, 1 and 1.25 Gbps 

FBG bandwidth 0.3 nm 

Attenuation 0.25 dB/Km 

Dispersion 18 ps/nm/Km 

Dark current 10 Na 

PD responsivity 1 A/W 

Thermal noise is 1.8 × 10−23 W/Hz 

Cutoff frequency 0.65*(Data rate) 

 

The mechanism of the system can be briefed as follows:  

At first, with help of PRBS generator (i.e.) pseudo random bit sequence, data of each user is 

generated then delivered for  the modulation based on OOK (i.e) ON-OFF Keying and 

transfomated to optical pulses. Here, it is a role of encoder where in accordance with  Table 4.7 

Implemented matrix of HSSZCC code for 2D-Spectral/Spatial-OCDMA system network., it 

is appointed two Fiber Bragg Grattings (FBGs) to encode it spectrally accodring to the matched 1s 

of ''𝑊''.  

In the second stage, after acheived spectrum encoding,  it divided into 𝑤2 utilizing a power splitter 

and sent to a star coupler accodring to the matched 1s of ''𝑆𝑇 '' for performing spatial encoding. 

Thus, data is fully encoded in two dimensions. In third stage, decoding process comes and it 

presents the opposite process for encoding  process where using a power combiner, it is accumlated 

the the data from star couplers in accordance with the matched 1s of ''𝑆𝑇 '' and then sent to FBG.  

Observing that, it has been used just a single FBG at receiver level where ZCC families uses SDD 

and it is enough to recover just a wavelength thus data decoding after that is done in two dimensions 

completly. Although ZCC code families accept to apply SDD technique, so it is possible to use just 

a single FBG at receiver level as observed, due to sufficiently recover one of wavelengths existing 

in code sequence. Thus, data decoding after that is fully acheived in two dimensions. 

Finally, data is retrieved as orginal nature (electrical signal) with assist of a Photo diode (PD) then 

sent to a low pass Bessel filter. A BER analyser is used to show eye diagram and estimate both Q-

factor and BER values. For different data rates: 0.622, 1 and 2.5 Gbps, 2D-OCDMA system based 

on HSSZCC code is able give better performance where it can prove that by results in Figure 4.21, 

successively.  

In spite of configured data rates are high, the proposed system remain generate agreeable results 

whatever Q-factor or BER which are almost 9.4, 8.4 and 7.6, and 10−21 , 10−18 and 10−15  for 
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0.622, 1 and 2.5 Gbps, successively. On the other side, the system performance can be also 

estimated by checking the opening of eye diagram regardless the above results where we obtained 

multiple eye diagrams at different rates with wide openings in other sense as far as the eye opining 

gets wider, the system will offer good performance and vis-versa.  

 

Table 4.7 Implemented matrix of HSSZCC code for 2D-Spectral/Spatial-OCDMA system 

network. 

       𝐴𝑎     

𝐵𝑏
𝑇   

𝜆1 𝜆2 𝜆3 𝜆4 𝜆1 𝜆2 𝜆3 𝜆4 

𝐶1 𝜆1, 𝐶1  𝜆3, 𝐶1   𝜆2, 𝐶1  𝜆4, 𝐶1 

𝐶2         

𝐶3 𝜆1, 𝐶3  𝜆3, 𝐶3   𝜆2, 𝐶3  𝜆4, 𝐶3 

𝐶4         

𝐶1         

𝐶2 𝜆1, 𝐶2  𝜆3, 𝐶2   𝜆2, 𝐶2  𝜆4, 𝐶2 

𝐶3         

𝐶4 𝜆1, 𝐶4  𝜆3, 𝐶4   𝜆2, 𝐶4  𝜆4, 𝐶4 

 

Table 4.8 Implemented matrix of MD code for 2D-Spectral/Spatial-OCDMA system network. 

         𝐴𝑎     

𝐵𝑏
𝑇   

𝜆1 𝜆2 𝜆3 𝜆4 𝜆1 𝜆2 𝜆3 𝜆4 

𝐶1 𝜆1, 𝐶1   𝜆3, 𝐶1  𝜆2, 𝐶1 𝜆4, 𝐶1  

𝐶2         

𝐶3         

𝐶4 𝜆1, 𝐶3   𝜆3, 𝐶3  𝜆2, 𝐶3 𝜆4, 𝐶3  

𝐶1         

𝐶2 𝜆1, 𝐶2   𝜆3, 𝐶2  𝜆2, 𝐶2 𝜆4, 𝐶2  

𝐶3 𝜆1, 𝐶4   𝜆3, 𝐶4  𝜆2, 𝐶4 𝜆4, 𝐶4  

𝐶4         
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Figure 4.17. 2D-OCDMA system based on HSSZCC code for 4 users. 

 

 

Figure 4.18. 2D-OCDMA system based on MD code for 4 users. 
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Additionally, the 2D-MD code is emulated as displayed in Figure 4.19 and Figure 4.20 or the 

same parameters, where it can generate these values: 8.6 and 8.1 as well 10−18 and 10−16 of Q-

factor and BER, successively at data rates: 0.622 and 1 Gbps, successively. Consequently, our 

proposed code has the ability that permits to outperform 2D-MD code with low difference despite 

both have the same numerical results so as in case two codes have the same properties and the same 

numerical computation. For that, simulation results are considered in this case the solution to 

demonstrate the extent to which one is superior to the others. 

Moreover, observing that the eye diagrams of four users for different input source power: -10, 

0, 10 and 20 dBm are displayed in Figure 4.24 where they denote to the eye augments diameter 

and the BER value improves as long the source power augments. It can translate that through the 

capability of 2D-HSSZCC to improve the system performance and load high data rate for long 

distance. This resulted improvement due to increase in transmitted power, refers to the augment in 

signal power compared to noise power. So that, it can deduce that the relation between Psr and 

SNR is proportional. All the above comes back features of our proposed code, the most important 

of them is zero cross correlation characteristic. 

 

 

Figure 4.19. Eye diagram of 2D-MD for 622 Mbps. 
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Figure 4.20. Eye diagram of 2D-MD code for 1 Gbps. 

 

Figure 4.21. Eye diagram of 2D-HSSZCC 622 Mbps. 
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Figure 4.22. Eye diagram of 2D-HSSZCC code for 1 Gbps. 

 

Figure 4.23. Eye diagram of 2D-HSSZCC code for 2.5 Gbps. 
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Figure 4.24. Eye diagrams of four users for 622 Mbps at different input power. 
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Figure 4.25. Q-factor versus fiber length. 

 

For more motivation of our work, Figure 4.25 has been added which devoted to show the Q-

factor variation as function of SMF length for two data rates: 0.622 and 1 Gbps. Since studied 

distance reaches 60 km, it is visibly that 2D-MD code can be implemented for minor distance than 

2D-HSSZCC code. At a passable BER value or Q-factor value, there is a possibility to extend an 

optical fiber at distance up to 56.5 and 54.4 Km for data rate configured at 0.622 whereas when the 

data rate is 1 Gbps, that distance slightly decreases to reach 52.2 and 49.3 Km for 2D codes: 

HSSZCC and MD, consecutively. Consequently, it is remarked that 2D-HSSZCC code beat 2D-

MD code in term of SMF length in a few kilometers. Finally, when data rate equal to 2.5 Gbps, 

that distance amounts to 19.2 km in a case of 2D-HSSZCC code implemented. 

 

4.6. Study of SAC-OCDMA system performance based on 2D-CS code 

4.6.1.  Numerical Result 

This part interests in discussion about the system performance based on 2D-CS code in different 

two terms: bit error rate (BER) and signal to noise ratio (SNR) against different parameters as 

number of simultaneous users, received power, data rate …. etc. Due to numerical calculation steps 

for 2D-spectral/time (2D-S/T) and 2D-spectral/spatial 2D-(S/S) codes are the same, so it can 

compare our proposed 2D-S/T code with proposed 2D-S/S codes [26], [108].  
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The last explained idea needs for a proof, therefore the following sub-section contains a brief 

explanation about Synchronous-OCDMA (S-OCDMA) and Asynchronous-OCDMA (A-

OCDMA) systems.  

4.6.1.1. A Comparison between Synchronous and Asynchronous-OCDMA 

systems  

Overall, OCDMA systems can classified into two kinds [66]: A-OCDMA and S-OCDMA 

systems. This classification is based on the data transmission.  

S-OCDMA systems are distinct by great system capacity but they need expensive components 

increasing their complexity comparing with A-OCDMA systems which described by bordered 

capacity and without need for any synchronization type. Also, the desirable information bits are 

encrypted utilizing a sequence signature and then modulated utilizing an optical modulator that 

transforms them into optical pulses from electrical pulses. After that, it is role of combiner which 

sums all users’ signals to convey them over a SMF. By transiting to another side of system, a PD 

is employed to restore the original signal which is electrical signal. At the end, an OCDMA decoder 

is employed the restore the data. On the other hand, there are three classes of A-OCDMA systems 

include: 1D, 2D and 3D. Each class of them has several approaches. To avoid prolongation, it is 

enough to refer at least two examples as below:  

Prime code (PC) and optical orthogonal codes (OOC) relied on temporal domain, 2D-OOC and 2-

D prime hop system (2D-PHS) relied on temporal-wavelength or temporal-spatial, and 3D-OOC 

and 3-D multiple pulses per row (3D-MPR) which relied on temporal/spatial/wavelength and 

temporal/wavelength/polarization, consecutively.  

By shedding light to their applications, there are of them passive optical network (PON), local 

area network (LAN) …etc. The most important obstacle in A-OCDMA systems is, MAI which 

precisely emerges because the superposition of same incoming wavelengths from different users 

at combiner level. 

By passaging to the second class, S-OCDMA systems approximately match with A-OCDMA 

systems in term of transmission operations but there are some differentiations between them, for 

example, all are enabled to access to the network at the same time in addition the utilize of PRPS 

generator to generate the user bit randomly and a concurrent source in order to produce various 

wavelengths. Furthermore, a low pass Bessel filter is utilized to acquire the desirable data according 

to a certain cutoff frequency. S-OCDMA systems can be applied in fiber to the x (FTTx) and PON 

technologies Regarding to the codes suggested for S-OCDMA systems, there are a lot, for instance; 

Perfect cyclic shift (CS), difference (PD), multi service (MS) …etc, and so on which are proposed 

for spectral amplitude coding (SAC-OCDMA) system with aiming to encrypt spectral component 

(1D).  
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These codes can border from the MAI influence which in turn contribute to minimize the PIIN. 

Likewise, there are constructed codes for 2D encrypting (spectral /temporal or spectral/spatial) and 

3D encrypting (spectral/ temporal /spatial). Let take examples about 2D and 3D as follows:  

2D-flexible cross correlation/modified double weight (2D-FCC/MDW) code (spectral/temporal), 

2D-MS and 2D-PD codes, 3D-multi diagonal (3D-MD) and 3D-PD codes (spectral/ temporal/ 

spatial). Consequently, our proposed code 2D-CS, belongs to synchronous codes families. To more 

elaborate the comparison among S-OCDMA and A-OCDMA systems, A-OCDMA systems are 

described as less efficiency than S-OCDMA systems whence the trade-offs between code-length, 

address space and MAI because the receiver checks the correlator output only at one moment in 

the chip-interval. To define the code sets of S-OCDMA systems, their parameters are referred using 

these symbols: (N, w, λ) which respectively, denote to the code length, the code weight and the 

maximum IPCC value.  

For instance, OOC code is one of codes has been suggested for A-OCDMA systems with “|Ca|” 

of cardinality that also can be used for S-OCDMA systems with “|Cs| = n.|Ca|” of cardinality where 

"n" indicates time-shifts of each code sequence of “Ca” can be used as a unique code sequence in 

“Cs” with correlation particulars itself. As well, Prime Code (PC) families can be utilized in A-

OCDMA systems but allow for lower subcarriers' number to be active comparing with OOC codes 

due to non-existing time-shifting property as used in synchronous one.  

Although both code length and code weight parameters in OOC code, are not correlated so it 

should to set them separately with staying the number of spreading codes small with target of 

acquiring a good correlation value [53]. In last decade, OOC)has been debated by Yang et al. [122]. 

The objective from this desscussion of OOC code is due to suggest it for 2D-WH/TS encoding 

technique by making the code weight is constant with changing the code length. This code owns 

the ability to support multimedia services and satisfy zone services demands for OCDMA networks 

by using FBG as an encoder/decoder.   

In [123], [124], Two novel code families have been proposed by Kandouci et. al., for W-T 

encoding technique. The first approach is hybrid and formed of two various codes: optical 

complementary code (OOC) and balanced incomplete block design (BIBD). However, the 2D-

hybrid OOC/BIBD has two paradoxical adjectives:   

the first is IPCC value equal to one for OOC code while the second is zero cross correlation 

(ZCC) for BIBD code which signifies the existing of MAI. Regarding to the second approach, it 

devotes the same code family which 1D-ZCC code to encode wavelength and time axis.  However, 

these two investigations are slightly limited due to they have been confined discuss only emulation 

results utilizing Optisystem software meanwhile analytical results are never discussed.  

The same matter for work in [125] where Jyoti el al. proposed 2D-W/T code namely 2D-Golomb 

Rule code with target of removing MAI. Unfortunately, this code is not able to remove it since the 

exist of an IPCC value equal to one between two neighboring codes. Also, this study matches 
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studies in [123], [124] in term of offering emulation results only. Further, a lot of works that 

investigated on novel 2D encoding techniques, for example; perfect difference (PD) [126], single 

weight ZCC (SWZCC) [108], half spectral/spatial ZCC (HSSZCC) [37], Pascal’s triangle ZCC 

(PTZCC) [25], diagonal Eigen unity (DEU) [127], MD [26], extended double weight (EDW) [28], 

diluted perfect difference (DPD) [34], multi service (MS) [128], hybrid ZCC/MD and dynamic 

cyclic shift (DCS) [35] codes.  

The common relation between these different encoding techniques is that that the first 

component and second component are selected for spectral coding and spatial coding, respectively 

in other meaning asynchronous transmission. Let’s take: 2D-DCS and 2D-MS codes which are 

compared with 2D codes: EDW, PD and hybrid FCC/MDW where the last code FCC/MDW [117] 

has been proposed by Karef et al., for spectral and temporal encoding.  

Likewise, 2D-SWZCC code was also compared with 2D codes EDW, hybrid FCC/MFW, DCS 

and PD. By virtue of the above, it can deduce that comparison synchronous codes with 

asynchronous code is possible. Besides that, authors in [19] has been proposed 2D-Permutation 

vectors’ (2D-PV) code with devoting [19] the first component and the second component for 

spectrally encoding and temporal encoding, respectively. By giving careful consideration for “Fig 

.11” in [19], we note that 2D-MD code was one of code included in the study in order to compare 

2D-PV code with them as well 2D-DEU and 2D-DPD codes. And although both MD and PV codes 

have the same features (ZCC characteristic) and the same performance, therefore, we conclude that 

synchronous code is compared with asynchronous codes (result N°1). 

On the other side, MDW code is proposed for 2D-encrypting in two different investigations: the 

first by Areif et al. [24] for 2D-spectral/spatial and the second by Azura et al. [129] for 2D-

spectral/temporal. The second study has been confined the emulation results. 

By concentrating on the mathematical computational in both investigations, we remark that 2D-

spectral/temporal and 2D-spectral/spatial encodings are identical in term of computational stages 

as well the same SNR relation. As outcome, this means that both encoding techniques will grant 

OCDMA system the same numerical results and so the same performance. Depending on the above, 

this allow saying that the comparison between 2D-spectral/temporal encoding study with 2D-

spectral/spatial encoding study is possible in term of numerical results. 

In accordance to above consequence, it can compare this work with published 2D codes 

recently: EDW[28], hybrid FCC/MDW[117], PD [126], DPD [34], MS[128] and hybrid ZCC/MD 

[36] codes for the same code lengths: first axis: spectral and second axis: temporal or spatial (𝑊 =

57) and (𝑆 𝑜𝑟 𝑇 = 3), successfully whereas the last code, its spectral code length is fixed at (𝑊 =

62). The parameters used in numerical calculation are listed in Table 4.9. 
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Table 4.9 Employed parameters for numerical calculation for the case of ideal channel. 

Parameter Symbol Value 

PD responsivity  0.6 A/w 

Effective source power 𝑃𝑠𝑟 -10 dBm 

Data rate 𝑅𝑏 0.622 Gb/s 

Electron charge 𝑒 1.6 × 10−19 c 

Receiver noise temperature 𝑇𝑛 300 K 

Boltzmann’s constant 𝐾𝑏 1.38 × 10−23𝐽. 𝑠−1 

Receiver load resistor 𝑅𝑙 1030 𝛺 

Optical width ∆𝑣 3.75 THz 

 

 

Figure 4.26. SNR versus Number of simultaneous users. 

 

At the starting, the first studied parameter is number of simultaneous user alteration in front of 
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that 2D-CS code has the greatest SNR comparing with other codes when 𝐾 ≥ 20. This outcome 

can be explicated is that 2D-CS code owns zero cross correlation property as well higher auto-

correlation than its symmetrical code in 1D case. These two last features do an effective role to 

preserve PIIN effect bordered in other concept, they work to diminish the interferences between 

various users' spectrums. At K=150, the SNR values for 2D codes: hybrid FCC/MDW, EDW, PD, 

hybrid DPD and hybrid ZCC/MD codes are respectively, 54.18, 73.38, 116.5, 217 and 210.9 

whereas in case of 1D and 2D CS codes, their SNR values are respectively almost 117.7 and 418.1. 

Consequently, 2D-CS code allows to improve the signal power up to 3.35 folds comparing with 

its 1D symmetrical code. 

Besides, the SNR of 1D-CS code beats both 2D-EDW and 2D-hybrid FCC/MDW codes in 

addition to an approximate case with 2D-PD code predicting to say that the same similar capacity 

will be for SAC-OCDMA/CS and 2D-OCDMA/PD systems and so also outperforming than 2D-

OCDMA/EDW and 2D-OCDMA/FCC/MDW systems for the same term though 2D codes EDW 

and hybrid FCC/MDW codes are developed, as will be evidenced in Figure 4.26. 

 

Figure 4.27. BER versus Number of simultaneous users. 
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-10 dBm, consecutively. According to E (), the code size of 2D-CS code for W=57 and T=3, is 
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system capacity to improve approximately 2.31 folds with minor code size. Additionally, As well, 

the efficient capacity (𝜂) of our proposed code can be computed according the relation as:  

𝜂 =
𝐾
𝐵𝐸𝑅=10−9

𝐿
     Eq. ( 4.12) 

Therefore, we find that "𝜂" equalize to 50% and 118.7 % for 1D and 2D-CS codes, successfully. 

On the other hand, though 2D codes: EDW, hybrid FCC/MDW, PD, DPD and both MS and hybrid 

ZCC/MD which cited in this investigation, own an equal code lengths with 2D-CS code excluding 

2D-hybrid ZCC/MD code that owns 186 and since OCDMA system relied on these codes can fulfill 

a capacity up to 48, 55, 87, 15 and 136 subcarriers, sequentially, so, we deduce that 2D-OCDMA 

system  thanks to CS code, has been optimized reaching 4.61, 3.69, 2.31 and 1.49 folds comparing 

with 2D codes: EDW, hybrid FCC/MDW, PD, DPD and both MS and hybrid ZCC/MD, 

sequentially. These consequences are less the capacity from that the use of 2D-CS code making it 

more adaptable and convenient candidate to fulfill the optical communication requirements. 

 

Figure 4.28. BER versus effective source power. 

 

Figure 4.28 evidences BER alteration with the received power for steady active users’ number 

at 120. It is noted that when the received power minor than -30 dBm, the BER alteration is identical 

for all codes in other concept there is a state of restriction suffered by curves. Where the curves of 

codes: 2D-hybrid FCC/MDW and 2D-PD begin in changing but cannot attain to the BER floor. 

For the other codes, their curves remain the same variation until the 𝑃𝑠𝑟 value becomes -24 dBm 

and then begins declining to the BER sill until 𝑃𝑠𝑟 values reach -8.8m -6.5, -11.11, -11.4, -12.35 
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and -12.95 dBm for 1D-CS, 2D-EDW, 2D-hybrid ZCC/MD, 2D-MS, 2D-DPD and 2D-CS codes, 

respectively. 

Relying on the above outcomes, it is certainly that our proposed code to save power at receiver 

side around since it consumes minor power between them. For that, the saved power resulted from 

using 2D-CS code can be estimated around -6.45, -1.84, -1.55 and -0.6 dBm comparing with 2D 

codes: EDW, hybrid ZCC/MD, MS and DPD, respectively. Further, the passage from 1D to 2D 

allows to save around -4.51 dBm. On the other hand, other codes curves keep the same changing 

until -24 dBm then start in descending to the BER threshold when 𝑃𝑠𝑟values are -12.95, -12.35,-

11.4, -11.11, -6.5 and -8.8 dBm for 2D-CS, 2D-DPD, 2D-MS, 2D-ZCC/MD, 2D-EDW and 1D-CS 

codes respectively. Remark that the improvement difference between 2D-EDW code and 1D-CS 

code is assessed almost twice half folds.  

 

Figure 4.29. BER versus data rate. 

 

In addition, the BER alteration in front of data rate is studied in Figure 4.29 for steadily users’ 

number at 70. As shown in Figure 4.29, the proposed code: 2D-CS enables each user in OCDMA 

system to exploit the highest data rate if compared with other codes in this investigation where it 

amounts to 2.9 Gbps. For other systems, 2D-OCDMA/EDW, 2D-OCDMA/FCC/MDW, 2D-

OCDMA/PD, 2D-OCDMA/MS and 2D-OCDMA/ZCC/MD, each user in them can respectively 

exploit just 0.46, 0.44, 0.89, 1.23, 1.13 and 1.39 Gb/s of data rate. It is evident that none of these 

developed codes are able to amount 1.5 Gbps even some of them do not override 0.5 and 1 Gb/s as 

in case of 2D-EDW and 2D-FCC/MDW, and 2D-PD codes, successfully. Although our code grants 
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for each user in OCDMA system authorization to exploits reach 2.9 Gb/s, so, it outperforms its 

symmetrical 1D code that is capable to exploit up to 0.98 Gb/s. As an outcome, our code has been 

beaten all comprised codes which included in this investigation with different great percentages 

where it nears to 3 Gb/s. 

 

Figure 4.30. BER versus spectral width. 

 

Fourth parameter studies in this work is that BBS spectral width alteration with BER when the 

users’ number that allowed to be active is set at 70 and the electrical bandwidth is set at 0.311 GHz 

as elaborated in Figure 4.30. As remarked, our system performs its function better that 2D-OCMA 

systems which employ these 2D codes: EDW, hybrid FCC/MDW, PD, MS, DPD and hybrid 

ZCC/MD. That’s can be evidenced through these outcomes of BBS spectral width which estimated 

their values by 6.02, 5.5, 2.6, 1.8, 1.6 and 1.5 T Hz, consecutively.  

Besides, our code requires just 0.65 THz therefore it expends less optical bandwidth in addition 

to keep up to 1.04, 1.24, 2.04, 4.94 and 5.46 THz comparing with 2D codes: hybrid ZCC/MD, 

DPD, MS, PD, hybrid FCC/MDW and EDW, consecutively. On the other hand, 1D-CS code in not 

drawn in Figure 4.30 due to its ZCC property which functions to clear PIIN effect fully in other 

concept the value of this noise equalizes zero in numerical computational and though BBS spectral 

variable in PIIN term therefore, it does not exist its alteration in 1D case. 
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Figure 4.31. Incident current versus effective source power. 

 

Also, this study interests in remarking the variation of PD output current and dark current noise 

term not with BER or SNR as in case of the above last five figures, but as function of effective 

source power as depicted respectively in Figure 4.31 and Figure 4.32. Note that the smallest 

variation between output PD current and received power is for our proposed code: 2D-CS 

meanwhile other codes offer better current than it except resulted current by using 1D-CS code. 

This can be interpreted by these codes utilize AND detection at receiver level while our code and 

2D-ZCC/MD use SDD technique. It is observed that the variation of output PD current with 

effective source power of 2D-CS code is the smallest comparing with 2D codes: EDW, hybrid 

FCC/MDW, PD, MS, DPD and it is the same with 2D-ZCC/MD code. As defined in the first 

chapter of this thesis that AND detection technique allocates for each wavelength existed in code 

sequence, an assigned filter leading to augments the signal quality. 

In contrast, it is enough to use a single filter for any wavelength of code sequence to retrieve the 

data in SDD technique. For this reason, the power of output PD signal in AND detection technique 

is superior than SDD technique. However, AND technique requires to use four PDs meanwhile 

SDD technique requires just a single PD in 2D encoding case. Consequently, in spite of SDD 

technique produces a current less than AND technique, but it contributes to decrease the complexity 

of OCDMA system signifying thanks to CS code, the complexity of 2D-OCDMA system has been 

decreased up to 75% comparing to other 2D-OCDMA systems that use EDW, hybrid FCC/MDW, 

PD, DPD and MS codes as well allows to design the system simply. 
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Figure 4.32. Dark current noise versus effective source power. 

 

In return, Figure 4.32 studies how to vary the dark current noise with received power. It is 

noticed that the significant influence caused by PIIN on OCDMA system shows clearly due to 

utilizing 2D codes: EDW, hybrid FCC/MDW, MS, PD and DPD. Since these aforementioned codes 

have high auto-correlation feature but suffer from constant IPCC meanwhile the main features of 

our code which are high auto auto-correlation and zero cross-correlation, implying to MAI 

reduction totally with its intended PIIN and that justifies why our proposed code diminishes the 

dark current noise value. Coming back to Eq. (3.75), the SNR can be defined by dividing the output 

PD current on the dark current noise which signifies that the relevance between SNR and 𝐼𝑛𝑜𝑖𝑠𝑒
2  is 

proportional reversible. In conclusion, Figure 4.31 and Figure 4.32 justify why our code has greater 

SNR value as appeared in Figure 4.26. 
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Figure 4.33. Effect of different noise sources: PIIN, Thermal and shot on 2D-WT-OCDMA/CS 

system. 

 

Regarding to Figure 4.33, it studies how to impact each noise source on the QoS of our system 

when the optical and electrical bandwidths are determined at 3.75 THz and 311 MHz, 

consecutively. Firstly, it is confirmable that SNR will be diminished if all noise sources have been 

considered as well becomes so close if thermal noise is ignored as appeared in red and black curves. 

Secondly, the SNR will raise if PIIN is ignored influence as seemed in green curve. The last case 

presents by considering thermal noise and PIIN as shown in blue curve where it is different from 

other cases. In short, there are two cases almost have the same result. Also, we can conclude that 

two sources mainly impact OCDMA system performance which are thermal noise and PIIN 

therefore it is possible to ignore shot noise. In view of PIIN has the highest impact on OCDMA 

system performance so it is the dominant factor on the system performance. 

 

4.6.2.  Simulation Result 

This sub-section studies the implementation of 2D-OCDMA/CS system using mimic tool 

namely Optisystem ver. 7.0.  Its implementation scheme is offered in Figure 4.34 and Figure 

4.35for transmission and reception parts, consecutively. Our system is emulated using two kinds 
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It is known that LASER and white sources belong to coherent and incoherent kinds as mentioned 

in the first chapter. For that, a brief comparison between white and Laser should to add in this sub-

section (Table 4.10) before transit to the system function. 

Laser sources are distinct by narrowband sources and much chromatic than LED sources. They 

permit various types of modulation for example frequency shift keying (FSK), phase shift keying 

(PSK) and quadrature phase shift keying (QPSK) where for high distance and data rate, it is 

possible to modulate the signal. With whole facilely, it can be miniaturized the transmitters which 

depend on modulated lasers directly due to low power consuming and cost efficiency contrary 

those depend on LEDs with an external modulation. Further, it can precede other optimizations 

such as in dispersion tolerance for high-speed transmission links and can be employed fir high data 

rates reaching 12 Gbps [95], [130]. 

 

Table 4.10 comparison between LASER and LED merits [95], [130].  

Merit LASER source White light source 

spectral bandwidth Narrow [1,2] nm Wide [25,100] nm 

Output power Up to hundreds of mWatt, 

possibility for amplification 

related to speed and up to 40 

mWatt at maximum for high 

speed 

Modulation speed Faster (may be 1 GHz) Slower ( [100,300] MHz) 

Gain Lower Higher 

Life time medium with degradation in 

power levels over time 

long with small degradation in 

power levels 

System cost expensive and specially 

compensating electronics and 

high grade optics 

cheap and off-the-shelf 

electronics and optics 

Applications Long haul applications like 

metropolitan area network 

(MAN) 

Fiber to the home (FTTH) and 

local area network (LAN). 

Driving current Lower [5,40] mA Higher [50,100] mA 

Temperature 

dependence 

Moderate dependence Low dependence 

Spectral spreading Lower Higher 

Coherence and 

directionality 

Coherent and greatly 

directional 

Essentially incoherent 

E/O efficiency Higher [30,70] % Lower [10,20] % 

Optical bandwidth Minor than 1 nm [40, 100] nm 
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Concerning to system function, Table 4.12 elucidates the implemented matrix for four users 

(two for spectral axe and two for temporal axe): 𝑇1,1, 𝑇1,2, 𝑇2,1 and 𝑇2,2 where these code-words: 

𝐵1,1, 𝐵1,2, 𝐵2,1and 𝐵2,2 are devoted for them, respectively based on Eq. (3.57). 

The encoding/decoding process for can be explained as follows: 

The optical bandwidth released by optical source (laser or white) is partitioned into four various 

wavelengths: 𝜆1, 𝜆2, 𝜆3 and 𝜆4 where two wavelengths at most are appropriated for each subcarrier 

so it can say the utilized code-words in spectral axe are: 𝐴1 = [1 1 0 0] and 𝐴2 =

[0 0 1 1] employing wavelengths: 𝜆1 = 1548.5 𝑛𝑚, 𝜆2 = 1549 𝑛𝑚, 𝜆3 = 1550.5 𝑛𝑚 and 

𝜆4 = 1551 𝑛𝑚 for laser meanwhile for whit light source, it employs these wavelengths: 𝜆1 =

1548 𝑛𝑚, 𝜆2 = 1549 𝑛𝑚, 𝜆3 = 1551 𝑛𝑚 and 𝜆4 = 1552 𝑛𝑚. 

 

Table 4.11 Employed parameters for numerical simulation using SMF channel. 

 

Likewise, for temporal axe,  which also partitioned into four various delays: 𝜏1 = 0 𝑝𝑠, 𝜏2 =

402 𝑝𝑠, 𝜏3 = 804 𝑝𝑠 and 𝜏4 = 1206 𝑝𝑠. As depicted in Table 4.7, it is appropriated the first and 

second wavelengths: 𝜆1 and 𝜆2, and first and second delays: 𝜏1 and 𝜏2 for the 1st subcarrier where 

𝜆1 and 𝜆2 is delayed by 𝜏1 and also delayed by 𝜏2 and that can be achieved with help of a power 

splitter for both 𝜆1 and 𝜆2 into two branches, once 𝜆1 is conveyed with 𝜏1 and another with 𝜏2 and 

same for 𝜆2 . Then, it should to compile the encoded data of 1st subcarrier with assist of a power 

combiner.  

The same process is duplicated for rest subcarriers then their signals are summed to convey 

through a single mode fiber (SMF). By passage for decoding process, it presents the inverse process 

comparing with encoding process. At first, data is decoded spectrally then decoded temporally by 

virtue of the corresponded wavelength and delay. 

Parameter Value Parameter Value 

Each chip spectral width 0.3 nm Cutoff frequency 0.65 ∗ 𝑅𝑏 MHz 

Data rate 0.622Gbps Input Source Power 4 mW 

Thermal noise Coefficient 1.8 × 10−23𝑊/𝐻𝑧 Attenuation 0.2 𝑑𝐵. 𝑘𝑚−1 

Dark current 10 nA Dispersion 17.5 ps/nm/km 

PD responsivity 1 A/W SMF 20 km 

Central wavelength 1550 nm Cutoff frequency 0.65 ∗ 𝑅𝑏 MHz 
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Table 4.12 Implemented matrix of 2D-CS code for OCDMA system network. 

𝐴𝑎 

𝐵𝑏
𝑇 

𝜆1 𝜆2 𝜆3 𝜆4 𝜆1 𝜆2 𝜆3 𝜆4 

𝜏1 𝜆1,𝜏1 𝜆2, 𝜏1     𝜆3, 𝜏1 𝜆4, 𝜏1 

𝜏2 𝜆1, 𝜏2 𝜆2, 𝜏2     𝜆3, 𝜏2 𝜆4, 𝜏2 

𝜏3         

𝜏4         

𝜏1         

𝜏2         

𝜏3 𝜆1, 𝜏3 𝜆2, 𝜏3     𝜆3, 𝜏3 𝜆4, 𝜏3 

𝜏4 𝜆1, 𝜏4 𝜆2, 𝜏4     𝜆3, 𝜏4 𝜆4, 𝜏4 

 

 

Figure 4.34. Encoder setup for 2D-W/T-OCDMA system using white light source. 
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Figure 4.35. Decoder setup for 2D-W/T-OCDMA system using white light source. 
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Our network can be splitted into two partitions: optical line terminal (OLT) and optical network 

units (ONUs) presented in Figure 4.34 and Figure 4.35, respectively. OLT and ONU are linked to 

each other through SMF with 20 Km length. Each transmitter in OLT consists of an optical source 

(Laser or white) responsible for generating an optical bandwidth, pseudo random bit sequence 

(PRBS) and non-return zero (NRZ) blocks. The last two block are responsible for generating data. 

 Also, Mech-Zehnder modulator (MZM) is one OLT blocks, which is fed by an optical source. 

The incoming electrical data are transformed by MZM into optical pulses as well its function 

summarized by applying OOK modulation scheme, two sets of FBGs, optical delay lines, a power 

splitter and a power combiner. 

The spectral width of laser and white sources are 2 nm and 5 nm, sequentially.  

In return, the receiver of each sub-carrier in ONU, consists of: two FBGs, two optical delay 

lines, a power combiner, a power splitter, single PD for SDD technique due to CS code belongs to 

ZCC code families, in addition restore the data as electrical signal from optical pulses, and low 

pass Bessel filter. 

The mechanism of our proposed system can be elucidated as follows: 

Initially, the information of each subcarrier is produced by PRBS generator and NRZ as electrical 

signal then oriented to the MZM which linked to optical source and transforms it to optical signal. 

MZM towards it to FBG to perform the spectral encoding as shown in Figure 4.34. 

In according with the matched wavelength to “1”of 𝐴𝑎 code word, the information is encoded 

spectrally by FBG, and then splitted into two identical branches due to (𝑤2 = 2) where the delay 

time is used to attain temporal encoding according to the corresponded delay to “1”of  𝐵𝑏 code 

word as cleared in Table 4.12.  

Then, it's the turn of the power combiner that collects the components of all sub-carriers that 

have completed its 2D encoding to be transmitted through a SMF. 

For the receiver side as cleared in Figure 4.35, a power splitter splits all signals into eight 

identical branches. Each branch is devoted to decode the data temporally and spectrally  through 

using the same blocks: delay lines and FBGs, respectively which have been used to fulfill encoding 

process in OLT. 

After that, the power combiners configured to collect these decoded and and respective 

information sending it to PD to restore the information as electrical signal (original form) and orient 

to low Bessel pass filter to acquire the BER and Q-Factor values using BER analyzer through 

comparing it with the premier generated information by PRBS and NRZ blocks in OLT partition. 

The system performance is assessed relying on two criterions: BER and Q-factor. Thus, the eye 

diagrams of Laser and white sources are sequentially offered in Figures. 3. 36 & 3. 37. It is 
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evidently that CS code is adaptable to implement in 2D-OCDMA system that uses WH-TS 

encoding technique as well able to detect the desirable signal resulted due to utilizing SDD 

technique. 

 

 

Figure 4.36. Eye diagram of 4 users using white light source at distance 20 km. 
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Figure 4.37. Eye diagram of 4 users using laser at distance 20 km. 
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Figure 4.38. Eye diagram of the second user using white light source at distance 20 km. 

 

Since the allowable data rate for each user is high with existing deformation factors such as 

dispersion and attenuation which their impacts raise as long SMF length raises, Figure 4.36 and 

Figure 4.37 shows that CS code grants 2D-WT-OCDMA system a good performance presented by 

how wide the eyes openings diagram whatever employed light source where these eyes are not 

closed, but rather  extended where overall, as long as eye augments in extending or gets wider, the 

system performance will improve more and vice versa. To more affirm the above, Figure 4.38 and 

Figure 4.39 are appended where Q-factor outcomes are 10.62 and 6.66 dB whereas BER outcomes 

are 8.64e-27 and 9.85e-12.  Consequently, they are passable viewing of don't override their sill 

values. 
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Figure 4.39. Eye diagram of the fourth user using laser source at distance 20 km. 

 

Figure 4.40. Q-factor against distance for two optical sources. 
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Figure 4.41. BER against distance for two optical sources. 

 

Respectively, Figure 4.40 & Figure 4.41 concentrate on studying how to Q-factor and BER vary 

in front of the allowable distance to spread a SMF. Using white light source, it is remarkable that 

the curves' alteration is slowly whatever Q-factor or BER contrary the use of Laser source rather 

than it, where their alterations done speedily. Also, when the SMF length reaches 20 km, the 

maximum Q-factor values estimated at 6.8 dB and 11 dB whereas the minimum BER values 

estimated at 1e-12 and 1e-30 resulting from using white light source and Laser source, respectively. 

Consequently, the above values are considered as passable values because none of them overrides 

Q-factor sill or BER sill which known equal superior than 6 dB and minor than 1e-9, successfully. 

On the other side, our proposed system: 2D-WT-OCDMA/CS enables to spread a SMF at 

distance successfully, up to 99.6 and 54.5 km if white and Laser source implemented. In briefly, 

the implementation of our proposed network 2D-WT/OCDMA/CS depends on two factors:  

Firstly, it is favorite to use Laser source with target of acquiring high Q-factor values but for short 

distance. Secondly, the white light source is convenient for high distance regardless resulted Q-

factor values are so close from the sill.  
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Figure 4.42. BER against optical received power with different user number. 

 

Figure 4.43. BER against optical received power with the same user number (K=4). 
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Starting from Figure 4.36 until Figure 4.41, the discussion of system performance included the 

study of these criteria: eye diagrams, BER, Q-factor and SMF length using two different optical 

sources: Laser and white source which belong to coherent source and incoherent source categories, 

respectively. 

We have been deduced that the system performance greatly depends on the nature of light source 

overall as demonstrated in the first and second experiences. Besides that, both Q-factor and BER 

are altered due to the variation occurred in the SMF length.  

By coming back to Tables 6.3 and 6.5 which present mimic and numerical parameters, we find 

that there are some parameters are inserted in mimic setup not inserted in numerical computational. 

For example, attenuation, input power dispersion and SMF length are one of parameters that exist 

in Table 4.11 while not existed in Table 4.9. For those reasons above, it is difficult to accurately 

compare numerical results with mimic results. 

Figure 4.42 shows the BER alteration in front of the optical received power alteration of each 

user in two different cases: mimic and analytical with determining the active users' number at 4 

and 120, consecutively. It is reasonable to say that as the augmenting in users', the power at receiver 

level will also augment because the proportional relevance between them. 

However, we have been acquired that the power consumption utilizing the white light source is 

higher than that the use of Laser source by a large difference although the difference in permitted 

users' number to be active but this comparison is not precise because the active users' number in 

mimic and analytical states are not the same.  

For that, Figure 4.43 is added which matches with Figure 4.42 in term of parameters changed in 

addition to equalize the actives users' number in both mimic and analytical states. Figure 4.43 

shows the comparison between mimic and analytical outcomes, which are obtained using software 

tools namely "Optisystem" and "Matlab" of the BER versus optical received power for each 

subcarrier using 2D-CS code with 𝑊 = 4 and 𝑇 = 4. 

By fulfilling the equality between the common parameters in both Table 4.9 and Table 4.11 the 

same, therefore, we have been used laser and white as optical sources in the emulation, with code 

weight of spectral component: 𝑤1 = 2. The bandwidth of each spectral component is set at 0.3 nm 

which equal to 37.48 GHz. By virtue of that, the effective bandwidth of the source whatever laser 

or optical is 𝛥𝑣 = 𝑊 ∗ 37.48 𝐺𝐻𝑧, i.e., 0.1499 ≈ 0.15 𝑇𝐻𝑧. Although SDD technique is used, so 

each receiver owns just single PIN photo-detector with quantum efficiency R=1 A/W.  

Figure 4.43 appears the mimic analytical results when the number of user is the same and equal 

to 4. As elaborated, the analytical evaluations are nearby to the mimic outcomes in case of using 

Laser source contrary to white light source where it's very away by great difference. The passable 

BER can be achieved when the received power is about +67.1, -26.9 and -33.1 dBm for white 

implementation, Laser implementation and analytical assessment, consecutively. The difference 

between mimic result and analytical assessment is about +100.2 dBm comparing with white source 
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while comparing with laser source is about +6.2 dBm. The causes of these differences are due to 

non-ideal properties of the practical optical components and power loss. 

 

4.7. Study of SAC-OCDMA system performance based on 3D-SWZCC code 

4.7.1.  Numerical Result 

This section studies the effect of 3D-SWZCC code on OCDMA system where it is compared with 

3D codes:  PD, hybrid PD/MD, hybrid DCS/MD and MD codes using Matlab software. Several 

parameters are depended on to evaluate the system performance like the relationship between SNR 

and BER with the number of simultaneous users. Employed parameters for numerical calculation 

are listed in Table 4.13.  

In case 3D codes, the electrical bandwidth equal to 0.5 ∗ 𝑁 ∗ 𝑅𝑏 while it is equal 0.5 ∗ 𝑅𝑏 for 

the cases 1D and 2D codes where 𝑅𝑏 represents the data bit rate.  

The variation of BER is assessed in multiple terms which are number of active users, effective 

source power, data bit rate and spectral width and SNR in term of number active users. Also, Q-

factor variation was added to validate results in Figure 4.44. 

 

Table 4.13 Employed parameters in the numerical calculation  

Parameters Symbol Value 

Responsivity of PD   0.75  

Effective source power  𝑃𝑠𝑟 −10 𝑑𝐵𝑚  

Number of active users 𝐾 200 

Receiver load resistor  𝑅𝑙 1030 𝛺  

Receiver noise temperature  𝑇𝑛 300 𝐾  

Optical bandwidth ∆𝑣 5 𝑇𝐻𝑧  

Electron charge 𝑒 1.6× 10−19c 

   

According to [38], [41]–[43], the SNR of each code family mentioned above, can be written as: 

𝑆𝑁𝑅3𝐷−𝑃𝐷 =
[(𝐼0−𝐼3)−(𝐼1−𝐼3) − (𝐼4− 𝐼6) − (𝐼5−𝐼7)]

2

4𝐾𝑏𝑇𝑛𝐵𝑟
𝑅𝑙

+ 𝑒𝐵𝑟[𝐼0+ 𝐼1+ 𝐼2+ 𝐼3+ 𝐼4+ 𝐼5+ 𝐼6+ 𝐼7] + 
𝑀𝐵𝑟
2∆𝑣

[
(𝐼0−𝐼1−𝐼4+ 𝐼5)

2

𝑤1
+ 
(𝐼2−𝐼3− 𝐼6+ 𝐼7)

2

(𝑤1−1)
2 ] 

     Eq. ( 

4.13) 

𝑆𝑁𝑅3𝐷−𝑃𝐷/𝑀𝐷 =
[𝑅𝑃𝑠𝑟𝑤1/𝑀]

2

4𝐾𝑏𝑇𝑛𝐵𝑟
𝑅𝑙

+ 𝑒𝐵𝑟[𝐼0+ 𝐼1+ 𝐼2+ 𝐼3]+ 
𝑀𝐵𝑟
2∆𝑣

[
(𝐼0−𝐼1)

2

𝑤1
+ 
(𝐼2−𝐼3)

2

(𝑤1−1)
2]  

  Eq. ( 4.14) 

𝑆𝑁𝑅3𝐷−𝐷𝐶𝑆/𝑀𝐷 =
[𝑅𝑃𝑠𝑟𝑤1/𝑀]

2

4𝐾𝑏𝑇𝑛𝐵𝑟
𝑅𝑙

+𝑒𝐵𝑟[𝐼0+ 𝐼1+ 𝐼2+ 𝐼3]+ 
𝑀𝐵𝑟
2∆𝑣

[
(𝐼0−𝐼1)

2

𝑤1
+ 
(𝐼2−𝐼3)

2

(𝑤1−1)
2] 

   Eq. ( 4.15) 
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𝑆𝑁𝑅3𝐷−𝑀𝐷 =
[𝑅𝑃𝑠𝑟𝐾2𝐾3/𝐾]

2

 
4𝐾𝑏𝑇𝑛𝐵𝑟

𝑅𝑙
+ 
𝑒𝐵𝑟𝑅𝑃𝑠𝑟𝐾2𝐾3

𝐾
+ 
(𝑅𝑃𝑠𝑟)

2𝐵𝑟𝑤1𝐾2𝐾3
2∆𝑣𝐾

    Eq. ( 4.16) 

 

In accordance with the above SNR expressions, both 3D codes: hybrid PD/MD and hybrid 

DCS/MD are almost similar with SNR expressions where the difference mainly focuses on the 

properties of PD and DCS codes (the spectral and temporal components). Nevertheless, it is not 

necessary two codes match with same performance although the spatial component is itself for both 

them.  

On the other side, the SNR of 3D-PD code does not match with any SNR expressions above but 

the match concerns to detection technique that is AND subtraction technique for 3D codes: PD, 

hybrid PD/MD and hybrid DCS/MD. Finally, we observe that the SNR expression of 3D-MD and 

3D-SWZCC codes are almost similar due to both codes belong to ZCC code families. 

 

Figure 4.44. BER versus Number of active users for (W=7, T=13 and S=3). 
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Figure 4.45. SNR versus Number of active users for (W=7, T=13 and S=3). 

 

Figure 4.46. BER versus Data rate for K=200. 
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Figure 4.47. BER versus Spectral width for K=250. 

 

Figure 4.48. BER versus Effective source power for K=250. 
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Figure 4.49. BER versus Effective source power with taking account different sources of noise. 

 

Figure 4.50. Photo-crurent noise versus Effective source power. 
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Figure 4.51. Q-factor versus Number of active users for (W=7, T=13 and S=3). 
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On the other hand, if the capacity of our proposed system compared to capacities resulted from 

3D-OCDMA systems that use PD, hybrid PD/MD, hybrid DCS/MD and MD codes, we find that 

3D-SWZCC code could enhance the capacity up to 4.82, 4.13, 3.75 and 1.29 folds, respectively 

due to these last systems can support just 84, 98, 108 and 314 users, respectively. These obtained 

results was computed graphically at 𝐵𝐸𝑅 = 10−9. 

Additionally, when the number of active users is fixed for all systems at 300, the BER values 

are: 2.276 × 1e-3, 1.391 × 1e-3, 3.917 × 1e-4, 1.517 × 1e-10 and 4.958 × 1e-14 for the 3D-PD, 3D-

PD/MD, 3D-DCS/MD, 3D-MD and 3D-SWZCC, respectively. During the computational for last 

results, we observe that both our proposed code and 3D-MD code have BER value less than floor 

value despite great cardinality. Therefore, it can interpret this positive results that is MAI is totally 

restricted as well the effect of PIIN is also diminished. Finally, the enhanced percentage assessed 

by 282 %, 313 %, 275 % and 29 %, respectively, where they can be calculated as follows: 

{
 
 
 

 
 
 
405 − 84

84
=  382 %

405 − 98

98
=  313 %

405 − 108

108
= 275 %

405 − 314

314
= 29 %

 

Figure 4.45 appears the variation of the active users’ number comparing to SNR when the 

electrical and optical bandwidth are respectively set at 8.125 GHz and 5 THz. It is obviously that 

3D-SWZCC code has the highest SNR value along the number of users studied. Further, the 3D-

MD code also has good SNR value with noting the difference between SNR curves of 3D-MD and 

3D-SWZCC codes is almost equal. This can be interpreted due to ZCC property for both codes. 

For fixed number of active users chosen at 100, the SNR values are 1.233 × 102 , 1.412 × 102, 

1.523 × 102, 12.03 × 102, 0522× 102, 2.43 × 102 and 19.64 × 102, sfor 3D-PD, 3D-PD/MD, 

3D-DCS/MD, 3D-MD codes in addition to 1D, 2D and 3D SWZCC codes, respectively. 

In Figure 4.45, it is remarkable that the 3D-SWZCC code has higher value of SNR users and 

beats the system performance than other comprised codes and that is due to from high signal power 

compared to noise power according to SNR definition.  

For the constant number of active users equal to 100, the next SNR values are found: 1.233 ×

102, 1.412 × 102, 1.523 × 102, 12.03 × 102  and 19.64 × 102 for 3D-PD, 3D-PD/MD, 3D-

DCS/MD and 3D-SWZCC codes, respectively. Also, both 1D and 2D SWZCC codes have 

respectively, 0.552 × 102 and 2.43 × 102 of average SNR, therefore, it improves about 35.85 

times and 8.08 folds compared with 1D and 2D, respectively. 

Figure 4.46 appears the variation of allowable data rate for each user comparing to BER for 200 

of active users and -10 dBm of received power. It is noticed that the 3D-SWZCC code is able to 

accommodate greater data rate assessed by 𝑅𝑏 = 4.85 𝐺𝑏𝑝𝑠 nearly one and half the data rate of 
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3D-MD code which is able to accommodate amount to 2.9 𝐺𝑏𝑝𝑠 so it enables fulfilling the 

necessary needs of optical communication network. Regarding to other 3D codes: PD, hybrid 

PD/MD and hybrid 3D-DCS, their data rates range from 0.5 to 0.8 𝐺𝑏𝑝𝑠 so they are very low 

comprised with 3D-SWZCC code. 

Figure 4.47 shows the relevance between BER as function the spectral width when number of 

active users 200 and received power is -10d Bm at data rate 0.622 Gbps. We remark that our 

proposed code demands a bandwidth reaches 0.082 THz whereas 0.14, 4.5, 5.67 and 6.79 THz for 

3D-MD, 3D-hybrid DCS/MD, 3D-hybrid PD/MD and 3D-PD codes, respectively. As a result, the 

necessary spectral width is smaller than other 3D codes: PD, hybrid PD/MD, hybrid DCS/MD and 

MD. 

 

Figure 4.48 is devoted to elaborate the relevance between BER and effective source power (𝑃𝑠𝑟) 

for the same number of active users equal to 200 at 0.622 Gbps of data rate. When the received 

power is minor than -30 dBm (𝑃𝑠𝑟 < −30 𝑑𝐵𝑚), we note that whole codes match in BER value as 

well its variation is bordered, and then begins varying quickly. At the passable 𝐵𝐸𝑅 = 10−9, the 

effective power at receiver amount to −13.44 𝑑𝐵𝑚,  , −13.67 𝑑𝐵𝑚 and −14.8 𝑑𝐵𝑚 for 3D-

hybrid DCS/MD, 3D-MD and 3D-SWZCC codes, successfully.  This mentions that our proposed 

system has better performance and is capable to keep the power at receiver level almost -1.36 dBm 

and -1.13 dBm comprised with 3D-hybrid DCS/MD and 3D-MD codes. As noticed, BER variation 

for remaining 3D codes: PD and hybrid PD/MD, doesn’t override values lower than 10−9 and 

that’s comes back intense effects MAI and it attaching PIIN. By passaging for 1D-SWZCC and 

2D-SWZCC codes, they need around -6.41 dBm and -13.3 dBm consecutively therefore the transit 

from 1D and 2D to 3D enable saving power consecutively evaluated by -8.39 dBm and -1.5 dBm. 

Figure 4.49 focuses on studying the impact degree of existing noise sources (thermal, shot and 

PIIN) on 3D-OCDMA system performance based on SWZCC code. As depicted, our system is 

greatly impacted by thermal noise and PIIN both curves: green and blue while red curve manifests 

BER variation by taking account only PIIN and shot noise where BER decreased by a large 

percentage. In short, it can deduce that there isn’t an intensive influence for shot noise for system 

performance therefore it is possible to ignore its influence as well the assessment of OCDMA 

system performance mainly relies on PIIN and thermal noise. 

Figure 4.50  highlights on noise variation as function of received power for 0.622 Gbps of data 

rate. It is noted that all systems that employ 3D codes have nearly the same curve noise when 𝑃𝑠𝑟 

value is very small until 𝑃𝑠𝑟 = −30 𝑑𝐵𝑚.  

Excluded from the above are: 3D-SWZCC and 3D-MD codes, where their curves continue in 

variation steadily until 𝑃𝑠𝑟  equal to -10 dBm. These observations mean that thermal noise is main 

influential factor with possibility to neglect shot noise.  
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Further, when 𝑃𝑠𝑟 begins augmenting, curves begin interfering between them which means that 

the PIIN controls systems and thermal noise becomes uninfluential. Accordingly, it can say that 

OCDMA system is majority subjected to PIIN effect and this is proved in Figure 4.49. 

Relying on Eq. (3.98), the Q-factor variation as function of number of simultaneous users is 

drawn with determining the data rate at 1250 Mbps. It is remarked that, when the users' number 

augments, the Q-factor reduces which mentions to the opposite relevance between them in contrast 

to BER and "K". At a passable Q-factor value in optical communications in which assessed by 6 

dB, the OCDMA system cardinality is 405, 314, 108, 98 and 84 in a case of implementing 3D-

SWZCC, 3D-MD, 3D-DCS/MD, 3D-PD/MD and 3D-PD codes, consecutively.  

As a result, obtained outcomes in Figure 4.51 are matched with the consequences in Figure 4.44. 

Therefore, we can say that it is possible to also utilize Q-factor beside BER criteria to assess the 

system performance. On the other side, the total code length of 3D-SWZCC code amounts to 273 

for 𝑊 = 7, 𝑇 = 13 and 𝑆 = 3 with K=405. Moreover, the total code lengths of 1D and 2D 

SWZCC codes amount to 𝐿 = 𝐾 = 57 and L=171 for 𝑊 = 57 and 𝑆 = 3 with K=157, 

respectively. Observe that the improvement has been involved in term of system capacity with 

reducing the code length as well. Nonetheless, the effective cardinality (η) of our proposed code 

can be computed based on the expression below in Eq. (4.17): 

𝜂(%) =
𝐾
𝐵𝐸𝑅=10−9

𝐿
× 100             Eq. ( 4.17) 

So that, we get "η "amounts to 148 %, 125 %, 39.5 %, 35.9 %, 30.8 %, 79.5 % and 100 % for 

3D-SWZCC, 3D-MD, 2D- 3D-hybrid DCS/MD, 3D-hybrid PD/MD, 3D-PD, 2D-SWZCC and 1D-

SWZCC codes, successfully. The overhead consequences elucidate that 3D-SWZCC code is more 

capable to outperforming than other exhibited codes in this investigation making it more flexible 

and convenient with target of meeting the optical communication demands. 

Finally, the alteration of PIIN as function of received power was studied in Figure 4.52, for 

active users number equal to 150. Firsly, noting that the relevance between PIIN and received 

power is linear. Secondly, both 3D-PD and 3D-PD/MD codes have the same PIIN alteration 

whereas 3D-DCS/MD code has less power than them. Thirdly, both 3D-PTZCC and 3D-SWZCC 

codes have close values with low difference between them. However, as long received power 

studied, we find that 3D-OCDMA system based on 3D-SWZCC code has the lowest influence by 

PIIN comparing other codes. To confirm that, the values of PIIN at Pr=-25 dBm, are: 3.9e-18, 5.4e-

18, 3.13e-15 Ampere and 8.3e-15 for 3D codes: SWZCC, PTZCC, DCS/MD and, PD and PD/MD 

codes, respectively. 
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Figure 4.52. PIIN versus received power. 

  

4.7.2.  System Setup 

This sub-section debates the performance of 3D-OCDMA system based on SWZCC code with 

assist of Optisystem software ver. 7.0 as shown in Figure 4.53. This system comprises eight users: 

two code sequences devoted for spectral encoding, two code sequences devoted for temporal 

encoding and two code sequences devoted for spatial encoding. 

The transmission channel of 3D-OCDMA/SWZCC system is formed from: White light source 

(WLS) to produce the optical bandwidth (Δv), pseudo random bit sequence (PRBS) generator and 

non-return zero (NRZ) to produce the data, Mach–Zehnder (MZM) modulator which assures 

electrical/optical conversion., a single fiber Bragg gratting (FBG) employed for encoding spectrally 

and Time delay employed for temporal encoding,  

Regarding to the receiving aspect, it is formed from: a single FBG to decode the desirable pulses 

and filter the others, a single PD for SDD as well assures optical/electrical conversion for data and 

low pass Bessel filter (LPF).  

Initially, data is produced by PRBS and NRZ blocks and encoded in accordance with the 

matched code sequence spectrally. After that, it is divided utilizing power splitter to encode the 

data temporally with help of time delay. Herein, it is turn of star couplers to achieve spatial 
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encoding. Star couplers work as accumulator for two different data and encoded spectrally and 

temporally yet and then resend them into combiner. 

The combiner accumulates all signals of different users to convey them over single channel (a 

fiber optic). When the data is received, summed signals are divided in order to spectrally and 

temporally decoded utilizing FBG and delay time, consecutively. At the end, a single PD is linked 

with FBG for SDD technique in addition to restore the data as its original nature. 

Three criteria are used to estimate the developed system performance, which are: eye diagram, 

BER and Q-factor based on different parameters for system configuration and listed in Table 4.14. 

Simple SWZCC code construction implemented using a matrix with 2*2 order is offered in Table 

4.15. 

The eye diagrams of eight users that constitute 3D-OCDMA system and allowed to be active 

are displayed in Figure 4.54. By giving careful consideration to eye diagrams in Figure 4.54, it is 

remarked that the values of Users’ Q-factor comprise between 11 and 14 dB enabling to say that is 

a strong proof is that proposed code 3D-SWZCC offers satisfied results despite high configured 

data rate in total amount to 8 Gbps. As a result, 3D-SWZCC code is eligible to detect and restore 

the desirable signals. 

 

Table 4.14 Configured parameters for network simulation. 

Parameter Value 

Effective Source power -115 dBm 

Data rate 0.622, 1 and 1.5 Gbps 

FBG bandwidth 0.8 nm 

Attenuation 0.25 dB/Km 

Dispersion 18 ps/nm/Km 

Dark current 10 nA 

PD responsivity 1 A/W 

Thermal noise 1.8 × 10−23 W/Hz 

Cutoff frequency 0.75 ∗ 𝑅𝑏 

SMF length 50 km 

Cutoff frequency 0.75 GHz 

Number of users 8 

MZM extinction ratio 30 dB 
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Table 4.15 Implemented code words in our proposed system. 

Subcarriers 
𝐀𝐚
𝐓 

𝐁𝐛 𝐂𝐜 Implemented 

Code t1 t2 C1 C2 

1stCode 
λ1     

λ1, t1, C1 λ2     

2ndCode 
λ1     λ2, t1, C1 

 λ2     

3rdCode 
λ1     λ1, t2, C1 

 λ2     

4thCode 
λ1     λ2, t2, C1 

 λ2     

5thCode 
λ1     

λ1, t1, C2 λ2     

6thCode 
λ1     λ2, t1, C2 

 λ2     

7thCode 
λ1     λ1, t2, C2 

 λ2     

8thCode 
λ1     λ2, t2, C2 

 λ2     

 

In accordance with the aformentioned results in Figure 4.54, that the eye diagrams of different 

users are not the the same meaning that BER and Q-factors values are also different. This 

phenomena can be explained due to several factors as follows: 

Firstly, power waste; in spite of all users have the equal power in the side of transmitter but 

during the transmission they subject to the loss in power as well this loss isn't necessary the loss is 

the same for all. 

Seconly, synchronization absence; each user sends its information but it isn't necessary all users 

restrict in distinguished moment. 

Thirdly, PIIN effect; although the power loss is different from each user, it limplies to vary PIIN 

effect as in Eq. (3.92) so it will reflect back on BER. Additionally, this was demenstrated in Figure 

4.52. 

Fourthly, Spectrum differential; OCDMA is deemed as a multi service transmission technique. 

That signifies that it can send different formats such as audio, video, file, image ...etc. Further, it is 

also knowable that each format has its signal type in which means that there are various signal 

types carried in the same network where each one of thel has its a distinict spectrum.  
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Figure 4.53. Block diagram of the 3D-OCDMA system. 
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Figure 4.54. Eye diagrams of 8 users using 3D-SWZCC code at 𝑅𝑏 = 1 𝐺𝑏𝑝𝑠. 

 

 
Figure 4.55. Eye diagrams of user using 3D-SWZCC code at 𝑅𝑏 = 1 𝐺𝑏𝑝𝑠 and 50 km. 
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Figure 4.56. Eye diagram of the eight user using 3D-SWZCC code at 0.622, 1, 1.5 and 2 Gb/s. 

 

To boost what above-mentioned, Figure 4.55 discloses the eye diagram of one of receivers at 

distance amount to 50 km which in turn show a Q-factor up to 10.69 dB and a BER value up to 

5.48 × 10-27. Of course, these results are passable in optical transmission conditions that determine 

those parameters values more than 6 dB and less than 1e-9, consecutively, that sates optical 

communication demands and reinforce the detecting and capability of coveted signals for 3D-

OCDMA/SWZCC network. 
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In this context, the performance of 3D-SWZCC code is also assessed at different data rates and 

characterized by referring to BER and the Eye diagram patterns as appeared in Figure 4.56. Plainly, 

the 3D-SWZCC code gives 3D-OCDMA system good performance and it can observe this through 

outcome BER and Q-factor values where the BER values are: 

4.81 × 10−52, 1.53 × 10−21, 4.76 × 10−14 and 1.48 × 10−06 as well the Q-factor values are: 

15.11, 09.42, 07.42 and 04.66 for different data rates at 0.622, 1, 1.5 and 2 Gbps, successfully. 

Besides that, Figure 4.57and Figure 4.58 are added to refer more optimizations resulted from 

3D-SWZCC implementation which respectively, interest in studying Q-factor and BER variations 

as function of SMF length that can be extended along transmitter and receiver nodes. 

It is visible that Q-factor reduces and BER raises as long as SMF length increases. Furthermore, 

this depression in Q-factor value and increment in BER value are due to optical fiber dispersion 

impacts which augment their intense as long as fiber length increases and so, impair the system 

performance.  

Each user avails high data rate in different ways: 1.5, 1 and 0.622 Gbps. It is noticed that the SMF 

lengths of the 3D-OCDMA/SWZCC network system straight amount to 48.05, 69.22 and 122.1 

km whatsoever the floor Q-factor or BER values. As an outcome, it can infer that 3D-SWZCC code 

has the ability to sate the requirements of optical communication systems. 

 

Figure 4.57. Q-factor versus SMF length. 

0 20 40 60 80 100 120 140
2

4

6

8

10

12

14

16

18

20

SMF length (km)

Q
-F

a
c
to

r 
(d

B
)

 

 

Rb=0.622 Mbps

Rb=1 Gbps

Rb=1.5 Gbps

Q=6 dB



Chapter 4 Results and Discussion 

 

132 
 

 

 

Figure 4.58. BER versus SMF length. 

 

4.8. Summary 

At the end, this chapter housed four main parts where each one study the performance of SAC-

OCDMA system performance based on our proposed codes which reported and published recently.  

Each study is divided into two sub-part where the first sub-part emphasizes numerical results 

using Matlab software whereas the second sub-part emphasizes the simulation results using 

Optisystem software. The fundamental objective of each suggestion is to annul MAI effect and its 

accompanying PIIN.  

On the numerical side, each proposed code has been compared with their symmetrical codes 

which means is that IRSM and ICSM codes have been compared with MQC, DCS MDW and RD 

codes. The same matter for 2D-HSSZCC code which has been compared with 2D codes: 

FCC/MDW, PD, DPD and DCS in addition to 1D-ZCC code, and 2D- CS code which has been 

compared with 2D-EDW, 2D-FCC/MDW, 2D-PD, 2D-DPD, 2D-MS and 2D-ZCC/MD codes.  

Regarding to 3D-SWZCC code, it has been compared with 1D and 2D SWZCC codes in 

addition to 3D codes such as PD, hybrid PD/MD, hybrid DCS/MD and MD. On the simulation 

side, the comparison has been confined BER and Q-factor values based on different data rates and 

varied fiber optic length. In brief, each proposed system has been offered passable results and 

proper to attain optical communication demands.  
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General Conclusion and Future Works 

 

This section displays the conclusions of this thesis and the promising works in the futurity. This 

thesis was dedicated to find solutions in order to overcome the performance constraints of OCDMA 

system in different encrypting/decrypting fields: one dimensional, two dimensional and three 

dimensional codes. These constraints come back the occurred overlapping for spectrums of two 

users at least, which match with the same phase. With target of satisfying the demands of optical 

network as happening an augmentation for system capacity, many code sequences have been 

developed.  

Nevertheless, in this survey, five new codes have been proposed are termed as 1D-IRSM, 1D-

ICSM, 2D-HSSZCC, 2D-CS and 3D-SWZC codes. Both first and second approaches were devoted 

to realize encrypting spectrally, the third approach for realization of encrypting spectrally and 

spatially, the fourth approach for realization of encrypting spectrally and temporally, and the last 

approach for realization of encrypting spectrally, temporally and spatially.  

As shown in Chapter 3, the design of new approaches relies on an identity matrix and shifting 

property as case of 1D-IRSM, 1D-ICSM and 3D-SWZCC codes whereas 2D-CS code relies on 

shifting property only for a code sequence to find its next. Finally, the design of 2D-HSSZCC code 

relies on block matrices and rotation property. Since OCDMA network by nature pains from MAI 

and PIIN, which deemed the major reasons for performance regression, so, the major 

accomplishment of this investigation is to support the ability to curb MAI impact in addition to the 

impact of three main sources of noise at receiver direction: shot noise, PIIN and thermal noise.  

The theoretical assessment of the performance of the 1D-IRSM, 1D-ICSM, 2D-HSSZCC, 2D-

CS and 3D-SWZCC codes have been performed at the BER threshold of 1e-9 where the 

performance of each code has been evaluated and compared with existing codes belong to its same 

category. It has been found that each proposed system in this thesis, could demonstrates it 

effectiveness, enhance the multiplexing technique and transmission, and beat symmetrical codes 

in other sense, codes use the same encoding/decoding techniques.  

The terms of outperformances have been included an increment in system capacity and data 

rate, economizing power, generating high quality factor and low BER, spectral efficiency...etc. The 

thanks are due to ZCC property, of our proposed codes, which have been strongly worked to 

remove MAI and PIIN impacts. Additionally, that positively reflected on the system performance 

and so the optical network overall.  

This work has revealed that the block diagram of the proposed codes design is described by 

simplicity of their designs compared to the existent schemas until this moment. In this context, our 

proposed codes are based on SDD technique which in turn facilitates the restore of desirable data 

signal at the transceiver part whereas codes involved in this study, use AND subtraction technique 
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except 2D-ZCC/MD and 3D-MD codes as well as the recovery of the data signal at the receiver, is 

based on the direct detection technique, is much simpler compared to the existing scheme. As a 

result, the receiver complexity has been lowered by 50%, 75% and 87.5% comparing 1D, 2D and 

3D codes, successfully.  

The analytical outcomes of 1D-IRSM, 1D-ICSM, 2D-HSSZCC, 2D-CS and 3D-SWZCC codes 

for fixed parameters, revealed that, the implement of them enable SAC-OCDMA system to offer 

good performance presented by high data rate capacity surpasses other traditional systems of the 

same category.  

The mimic was conducted with help of Optiwave 7 commercial optical software. The purpose 

of using another software in this study is to confirm the validation of theoretical consequences.  

The mimic analysis was carried out with three users for 1D-IRSM and ICSM codes, four users 

for both 2D-HSSZCC and 2D-CS codes and eight users for 3D-SWZCC code under different 

constant parameters including transmitted power, data transmission rate, cutoff frequency, SMF 

length, MZM extinction ratio, …etc. It has been found that proposed codes attain a better 

performance although high data rate up to 0.622 Gbps as minimum case.  

At the end, the development of one of proposed code introduces an optimization of the OCDMA 

system by diminishing the impact of MAI and ignoring the PIIN since our proposed codes own 

zero cross correlation merit. In addition, it can design a new system simpler than other reported 

systems with better advantages qualifying to be adopted in the OCDMA network and satisfied for 

optical communication demands. 

The future orient can be briefed as following 

1. All proposed systems in this thesis, require an application in the practical  

2. It can insert Orthogonal Frequency Division Multiplexing (OFDM) technique for OCDMA 

system, which in turn allows to form a hybrid system and benefit from advantages of both 

techniques simultaneously  

3. Each work can be extended, for instance, 1D codes into 2D codes, 2D codes into 3D codes and 

3D code into four dimensional (4D) code. 

4. The survey can be performed by emerging with other techniques such as Multiple Input Multiple 

Output (MIMO) and Free Space Optics (FSO). 
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