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Université Ferhat Abbas Sétif-1

Faculté des Sciences
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Introduction

This research work was done in the LRSD Laboratory of Ferhat Abbas Sétif-1

University. In our thesis, we focused on the design, modeling and simulation of new

clustering approaches in the context of the Internet of Vehicles. In the introduction of

this manuscript, we will first present the context and problematic of the research work,

then we describe the goals and contributions of this thesis. Finally, we will describe

the organization of this thesis.

Context and Problematic

In recent years, we have seen a significant evolution in Vehicular Ad hoc NETworks

(VANETs), mainly due to the different needs currently expressed in terms of road

safety and comfort. They can offer to both drivers and passengers. The emergence of

the Internet of Things (IoT) has led to the evolution of conventional VANETs towards

a new paradigm called Internet of Vehicles (IoV). This latter can be seen as a new

Intelligent Transportation System (ITS) paradigm. According to recent statistics, 15

billion ”things” are connected to the Internet in 2015 and 75 billion of “things” will be

connected to the Internet by 2025 among which vehicles will constitute a significant

portion1.

The difference of the vehicle concept in VANET and IoV makes these two paradigms

essentially different in the terms of devices, communications technologies, challenges,

requirements, services and applications. In VANET, a vehicle is considered as a mo-

bile node used to disseminate messages among vehicles and infrastructures. On the

1Statistics conducted by Statista (The portal for statistics) from 2015 to 2025.

1



Introduction 2

other hand, a vehicle in IoV is considered as a smart mobile object with a powerful

multi-sensor system, communications technologies and IP-based connectivity to the

Internet, infrastructures and other vehicles [1]. Moreover, a vehicle in IoV is perceived

as a dynamic mobile communication system, which allows the following communica-

tion modes: intra-vehicle components mode and Vehicle-to-X (V2X) mode, where X

can be vehicle, road, infrastructure, human, cloud or Internet. As a result, the IoV

enables the acquisition and processing of large amount of data (big data) from different

geographical areas via intelligent vehicles computing systems to offer various categories

of services for road safety and other non-safety services to drivers and passengers.

Compared to conventional VANETs, IoV has many specific advantages and charac-

teristics, such as developing and extending the exploitation of the ITS in different fields

of research and industry. As a main advantage, the ability to integrate multiple users,

multiple vehicles and multiple networks using different communication technologies.

This benefit allows sharing safety information between vehicles and providing useful

information, such as availability of hotels, parkings, location, gas stations, and even

drivers comfort application. Moreover, the IoV system allows to exploit the different

wireless access technologies, which facilitates the network scaling with a significant

number of connected vehicles. Furthermore, Vehicular Cloud Computing (VCC) tech-

nology can be integrated in the vehicular networks. This emergent technology allows

applications, resources and data to be stored in the cloud, so that they can be used

by clients with low capacity. Therefore, the VCC technology can manage the large

amount of data generated by the high number of the connected vehicles [2].

Even though IoV has many advantages, it faces a number of challenges. As a

main challenge, the integration of all components and object communications in the

IoV ecosystem. Secondly, the rapid growing number of vehicles and other objects

connected to the IoV system. Thirdly, the big data to be processed and stored in

IoV network and that is because of the large number of connected vehicles. This

challenge negatively affects the network overhead. Moroeover, it has been noticed

that IoV faces many implementation problems, such as the security and reliability of

inter-vehicles communications and multiple simultaneous requests for assistance that

generate a large number of collisions [3,4]. Finally, the challenges that already exist in

conventional VANET networks, such as high mobility of vehicles, dynamic topology,
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variable density, network fragmentation and communication models.

Considering all the above issues, the choice of an efficient network structuring tech-

nique for the IoV paradigm is a topic that is still relevant, especially since this type

of network is expanding, because of its huge potential for beneficial contributions,

especially for security in which the lives of individuals are at stake. In this context,

researchers have turned to the use of new network structuring techniques, for managing

their challenges and providing suitable conditions to run the different applications. As

an important network structuring technique used in conventional VANETs, clustering

has significantly improved their performances compared with classic flat structure in

numerous applications, such as data dissemination and aggregation, Quality of Service

(QoS), network overhead minimization, road safety, security, channel access control,

topology discovery, drivers comfort and mainly routing prtocols [5, 6].

For this reason, we have focused our work on the clustering technique, which is

widely deployed in vehicular networks to imporve the performances of the IoV system

and meet their requirements. According to Yang and al. [7], clustering is the tech-

nique of dividing the network into groups of nodes called clusters. Each cluster has

a cluster head and the rest of nodes in the cluster are called cluster members. This

grouping is performed according to the application requirements to provide an easily

manageable area. So, the vehicles are compared with each other, such that the most

similar one, according to certain metrics, such as mobility metrics, weighted metrics,

geographical location metrics and neighbors information metrics are selected to join

the same cluster. Typically, the clustering method is composed of five main phases:

neighborhood discovery, Cluster Head (CH) selection, announcement, affiliation and

maintenance [8]. Clustering is therefore a key mechanism for the design and modeling

of vehicular networks protocols and applications to ensure:

• Load balancing: Clustering aims to spread evenly the most expensive tasks in the

network by observing node density and cluster size in order to avoid congestion

points [9, 10]. This significantly minimizes the total network overhead.

• Scalability: Clustering allows to guarantee a good functioning even with a high

number of nodes without affecting the network performances.

• Stable structure: Clustering makes it possible to form clusters with more stable
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structures in a very dynamic environment, because clusters are formed taking

into account different metrics related to nodes, such as mobility, position, density,

speed, etc.

• Optimal bandwidth exploitation: During the clustering process, the members

interact only with the CH of their cluster, which avoids the unnecessary exchange

of messages between nodes in the same cluster. As a result, the rate of collisions

will decrease significantly.

• Quality of service (QoS): The high mobility of the nodes or other transitory faults

can cause a frequent disconnection in the links of communications which causes

a temporary stop of the service provided by the application of the network. It is

therefore necessary to ensure and provide a high quality of service, even in the

presence of breaks in communication links, to ensure the required service [11].

Goals and Contributions

In this PhD thesis, we are interested in the application of the clustering technique in the

context of IoV to meet the requirements of such network. Therefore, the general goal of

this thesis focuses on the design, modeling and simulation of new clustering algorithms

for the IoV paradigm. These proposals are developed to improve the performances of

these networks and confront their challenges. The contributions of our thesis is in the

form of scientific papers, each dealing with a specific problem.

Firstly, in our papers: “A review of routing protocols in Internet of vehicles and

their challenges” [3], published in Sensor Review (Emerald), “Survey on VANET clus-

tering algorithms: An overview, taxonomy, challenges and open research issues” [12],

submitted paper and “Survey: Routing Protocols in Vehicular Ad Hoc Networks” [13],

presented in the Second International Conference on Advanced Wireless Information,

Data, and Communication Technologies (AWICT 2017), we conduct a critical review

of the literature of the clustering algorithms in VANETs. In this respect, we propose a

new taxonomy to classify these algorithms with a detailed description of each existing

algorithm, and discuss about their advantages and drawbacks. Moreover, a detailed

comparison is provided for each classes of the proposed taxonomy considering relevant
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key parameters. This study allowed us to explored thoroughly the issue, in order to

propose new clustering algorithms suitable for the IoV paradigm.

Secondly, we propose three different clustering approaches suitable for the IoV

environment. The common goals between these proposals are to optimize the network

overhead and improve the clusters stability in such environment. In our paper entitled

“A New Heuristic Clustering Algorithm Based on RSU for Internet of Vehicles” [14],

accepted for publication at Arabian Journal of Science and Engineering (Springer), we

propose a new one-hop heuristic clustering algorithm based on graph theory concepts

and RSU, called HCAR. The latter entails the centralization of a clustering process

at distributed RSUs. The basic motivation behind using the RSUs to perform the

clustering process is that the RSUs are fixed infrastructure. It is much easier to send a

message to a fixed target than to a moving one. Moreover, the corresponding algorithm

uses a new recovery method, which is based on the election of the secondary CH using

a weighted scheme.

In our paper entitled “MCA-V2I: A Multi-hop Clustering Approach over Vehicle-

to-Internet communication for improving VANETs performances” [15], published in

Future Generation Computer Systems journal (Elsevier), we develop a new multi-hop

clustering algorithm using Internet access to perform the clustering process. The corre-

sponding algorithm propose a new multi-hop clustering model is proposed. Compared

with one-hop clustering schemes, this model is designed to extend the coverage area

of clusters, reduce the number of clusters, optimize the control overhead and improve

cluster stability. Moreover, MCA-V2I provides an Internet access to vehicles to ex-

change the necessary information to perform the clustering process. Furthermore, a

new parameter, called mobility rate is introduced to perform the clustering process.

This parameter is calculated based on mobility metrics to satisfy the requirements of

the new features of VANET, and to consider its mobility characteristics.

In our paper entitled “An Efficient Weight-Based Clustering Algorithm using Mo-

bility Report for IoV” [16], presented in 2018 9th IEEE Annual Ubiquitous Comput-

ing, Electronics & Mobile Communication Conference (UEMCON) (IEEE UEMCON

2018), we present a new weight-based clustering algorithm for IoV, which aims to

increase the stability of clusters and reduce communication overhead. The proposed

algorithm uses both classic weighted parameters, such as degree, average distance and
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a new metric introduced by the corresponding algorithm, called mobility report. The

latter is a parameter that combines mobility metrics: relative velocity and relative

acceleration to satisfy the requirements of the new features of IoV, and to consider its

mobility characteristics.

To sum up, the main contributions of this thesis can to be summarized as follows:

• analyze, through a critical review of the literature, a number of existing clustering

algorithms in VANETs, in order to detect certain problems still open or whose

proposed solutions are still to improve;

• propose new clustering approaches appropriate for the IoV network, which make

it possible to improve its performances while guaranteeing a high level of service

required by the function performed by the latter;

• evaluate the performance of the proposed algorithms, compared with known up-

per bounds and best known algorithms in recent literature.

Thesis organization

In this thesis, we opted for the “articles” format. Some chapters are therefore the

transcription of articles published in, or submitted to, scientific journals or conferences.

So, the thesis contains five chapters divided into two main parts: background and

contributions, and it is organized as follows:

In the background part:

• Chapter 1 gives a background of knowledge about the Internet of Vehicle (IoV);

their architecture, characteristics, challenges, communication technologies and

applications; and all that belongs to this domain.

• Chapter 2 presents the state of the art on the clustering algorithms for VANETs

in the literature. In this regard, we propose a new classification taxonomy based

on different metrics, then we classify and survey a number of the recent clustering

algorithms proposed in the literature according to this taxonomy. At this point,

we attempt to detect certain problems still open or whose proposed solutions are

still to improve, in order to propose new clustering approaches suitable for IoV.
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The contributions part of this thesis introduces the proposed clustering approaches:

• In Chapter 3, we present a new one-hop heuristic clustering algorithm based on

the graph theory concepts for IoV, known as HCAR, which is aimed at improving

the total network overhead and clusters’ stability. The proposed algorithm uses

a central node that is the RSU to perform the clustering process. We carry out

a theoretical and experimental analysis of our proposal.

• In Chapter 4, we propose a new multi-hop clustering approach over vehicle-to-

Internet communication, known as MCA-V2I. This latter provides Internet access

to vehicles to perform the clustering process. Moreover, the proposed approach

aims to extend the coverage area of clusters, optimizes the control overhead and

improves the clusters’ stability. A study of the performances of the proposed

approach is elaborated by simulation.

• In Chapter 5, we introduce an efficient weight-based clustering algorithm using

a mobility report, namely WECA-MR for IoV. The proposed algorithm uses a

new weighted metric called ”mobility report” to perform the clustering process.

The main goal of the proposed algorithm is to construct stable clusters with

an acceptable load balancing. We evaluate our WECA-MR proposition through

simulations.

• Finally, we conclude our thesis with a brief discussion and some future perspec-

tives.
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Chapter 1

Internet of Vehicles: An overview

1.1 Introduction

In recent decade, the world has seen a great evolution in the automotive industry,

which leads to increase the number of vehicles enormously. This revolution has cer-

tainly facilitated the daily lives of peoples and has even allowed the acceleration of

economic growth around the world, but it has also generated some challenges, such

as traffic congestion, traffic accident, energy consumption and environmental pollu-

tion [17]. These issues opened the door to global innovations, which contributed to the

birth of the concept of the vehicular network. This concept is provided by a Vehicular

Ad hoc Network (VANET), which allows vehicles to communicate with other vehicles

(V2V) and road infrastructures (V2I) via messages. In VANET, each vehicle is either

a source, a destination or a gateway in the network, which allows creating a network

with a wide range [18]. However, when a vehicle goes outside the range of the network,

it becomes an orphan node. As a result, it can be concluded that VANET covers only

a very small mobile network due to mobility constraints and the number of connected

vehicles [19].

Over the past several years, there has not been any classic or popular implementa-

tion of VANET. The desired commercial interests have not emerged either. Therefore,

VANET’s usage has begun to stagnate. The emergence of the Internet of Things (IoT)

has led to the evolution of conventional VANETs toward a new paradigm called the

Internet of Vehicles (IoV). IoV can be seen as a new Intelligent Transportation Sys-

tem paradigm. It extends VANETs scale, structure and applications. This evolution

9
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leads to the emergence of new interactions at the road level among vehicles, humans

and infrastructure. IoV paradigm is a wide range of technologies and applications,

including intelligent transportation, vehicle information service, modern information

and communication technology and automotive electronics.

The present chapter introduces the fundamental concepts of IoV. Here, we point out

on definitions, architecture, applications, communication technologies, characteristics,

challenges and requirements that face such network.

1.2 IoVs’ definitions

Alam et al. [20] defined IoV as an ITS integrated IoT from the perspective of intelligent

transportation. Moreover, IoV is considered as the vehicular ITS, which regards the

driving vehicle as the information sensing and intelligent mobile object.

Hartenstein et al. [21] consider that IoV is a global network that integrates three

sub-networks: intra-vehicle network, inter-vehicles network, and vehicular mobile In-

ternet.

Acording to Ang et al. [4], IoV is a convergence of the mobile Internet and the

Internet of Things (IoT) where vehicles function as smart moving intelligent nodes or

objects within the sensing network.

Jiacheng et al. [22] present the definition of IoV from the perspective of integration

of on-board sensors and communication technology. They consider IoV as a set of

intelligent vehicles equipped with advanced sensors, controllers, actuators, and other

devices, which uses modern communications and network technology for providing

the vehicles complex environmental sensing, intelligence decision-making and control

functions.

It can be concluded that there are differences in the definitions of IoV when re-

searchers provide their definition in view of their own research areas.

1.3 IoVs’ network architecture

Because of the various definitions of IoV that proposed in the literature, there is no

default or specific IoV network architecture. In similar trend, the current research

proposes an architecture presented in Figure 1.1.
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Figure 1.1: IoV network architecture.

The proposed network architecture of the IoV network is composed of two main

parts: Access Network (AN) and Backbone Network (BN). The AN includes two main

components: vehicle that equipped with On Board Unit (OBU) and RoadSide Unit

(RSU). On the other hand, the BN includes three main components: Transportation

Control Center (TCC), Vehicular Cloud Center (VCC) and Internet. The definition of

the different components are as follows:

1. Vehicle: It is the mobile node and the main component of the architecture. It

is seen a smart object equipped with a powerful multi-sensor platform, commu-

nications technologies, computation units, IP-based connectivity to the Internet

and to other vehicles either directly or indirectly [3].

2. On Board Unit (OBU): It is a terminal equipment mounted on-board of a vehi-

cle to provide a mutual wireless communication between vehicle and surrounding

vehicles and infrastructures. It uses Wireless Access in Vehicular Environment

(WAVE) standard which is based on the emerging IEEE 802.11p specification [23].

It operates on the 5.9 GHz Direct Short Range Communications (DSRC) band
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compatible with vehicle systems to provide very low latency required for high

speed events, such as crash avoidance. In addition, the OBU contains several

modules: GPS device module, Human Machine Interface Device (HMI) module,

On Board Diagnostics (OBD) module, Input-Output (I-O) devices and Vehicle-

to-X (V2X) communication module. This latter allows the exchange of informa-

tion from a vehicle to any entity that may affect the vehicle, and vice versa. It is

a vehicular communication system that incorporates other more specific types of

communication [24] as Vehicle-to-Vehicle (V2V), Vehicle-to-Road infrastructure

(V2R), Vehicle-to-Internet (V2I), Vehicle-to-Sensors (V2S) and Vehicle-to-Device

(V2D) (see Figure 1.2).

Figure 1.2: Communication types in IoV.

3. Road Side Unit (RSU): It is a computing device installed on the roadside that

provides communication services to vehicles. Like OBU, the RSU uses WAVE

standard which is based on the emerging IEEE 802.11p specification. It also op-

erates on the 5.9 GHz DSRC standard. They are controlled and managed by the

Transportation Control Center (TCC) through wired communication channels.

It act as a gateway that allow vehicles to establish connection with Internet.

The RSU provides different services to vehicles such as: communication services,

security services, data dissemination and aggregation services, and Internet ac-

cess. In addition, the RSU has a number of functionalities such as: extending the
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network coverage, traffic directories, data dissemination, security management,

location servers and service proxies [25].

4. Transportation Control Center (TCC): It is a trusted center that collects

and maintains current information about vehicles. Based on the collected traffic

and vehicle information, TCC can assist in controlling the traffic [26]. It has

been built to support many safety applications such as: accident alert, traffic

signal violation warning, traffic, Lane change warning and congestion detection;

and no-safety applications such as: Mobile Internet access and music download-

ing [27]. It is responsible for network initialization, interconnecting RSUs and

exchanging data between them. It represents the interface between the Access

Network (AN) and the Internet network. that performs various functions such as:

supervising and controlling the RSUs, road traffic management, interconnecting

the conventional VANET network with other networks (e.g. cellular network)

and facilitating the scaling of IoV network.

5. Vehicular Cloud Computing (VCC): It is a set of virtual servers that is

based on cloud computing platform over the Internet. The VCC stores and

shares data, resources and applications to serve vehicles on demand. Moreover,

the VCC uses underutilized vehicle resources to form a cloud by aggregating

vehicular network computing resources. Furthermore, the VCC refers to a group

of largely autonomous vehicles, computing, sensing, communication and physical

resources of which can be coordinated and dynamically allocated to end users [28].

The VCC provides several services include [29]:

• Network as a service (NaaS): Objects having Internet access can provide

this it to other network objects.

• Storage as a service (STaaS): Objects having highest storage capacity can

act as a storage platform for other network objects to run their applications

remotely.

• Cooperation as a service (CaaS): Objects having services subscribed provide

necessary information to other objects according to their interest for the

same services. Moreover, the CaaS allows users to obtain services with

minimal capacity.
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• Entertainment and Information as a Service (ENaaS / IaaS): Mobile objects

can provide useful information for safe driving, such as traffic state, post-

crash warning and difference emergency states. This service is knows as

Information as a Service (IaaS). Furthermore, Entertainment as a Service

(ENaaS) allows many commercials services, such as advertisements, photo,

music and movies.

1.4 IoVs’ applications

With the emergence of IoV, the already existing applications of VANETs have been im-

proved and a number of new applications have emerged as well. This new infrastructure

creates the basic network needed for many valuable applications that require seamless

connectivity and addressability between their components. However, the overall of

these applications can be divided into two major categories; safety-oriented applica-

tions and user-oriented applications [19] as shown in Figure 1.3.

1.4.1 Safety-oriented applications

Safety-oriented applications focus on reducing the damages and dangers, especially

when the safety of the individuals is at stake. With the automatization and the intel-

ligentization of vehicle, this latter can recognizing dangerous situation and can easily

alerts alert others vehicles against these possible hazardous. There is a number research

on safety applications, among them are the following applications:

• Collision avoidance: It is one of the important safety applications. At present,

collision avoidance technologies are largely used in the literature [30–32].

• Intelligent Intersection: The intelligent intersection application, where such con-

ventional traffic control devices as stop signs and traffic signals are removed, has

been a hot area of research for recent years [19, 33].

• Real-time traffic: The real time traffic information can be stored at the road

infrastructures or at vehicular cloud and can be available to the smart vehicles

whenever and wherever needed. This benefit can play an important role in solving

several issues such as traffic jams and emergency alerts [34].
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Figure 1.3: IoV applications.

• Post crash notification: When a vehicle be party to an accident, and it would

transmit alert messages about its position to the neighboring vehicles, in order

to these latter make decision.

• Traffic Vigilance: Example: cameras can be installed at the road infrastructures

(RSU) in order to monitor the road. So, these cameras can work as input and

act as the latest tool in low or zero tolerance campaign against driving offenses.

1.4.2 User-oriented applications

User-oriented applications refers to non-safety one, which provide value-added services

to vehicles. Among these applications, let us site as examples:

• Co-operative local services : They are applications focusing on information that

can be obtained from locally based services, such as point of interest notification,

e-commerce, e-bank and media downloading [19].
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• Global Internet services : Global Internet services focus on data that can be ob-

tained from global Internet services [35].

• Community services : Example: insurance and financial services and parking zone

management, which focus on software and data updates.

• Vehicular cloud services : It is the set of services provided by the Vehicular cloud

technology, such as: web services and on-line storage.

1.5 IoV’s features, challenges and requirements

The IoV paradigm is based on the integration of users, vehicles, things and networks,

in order to provide the best connected communication capability that is manageable,

controllable, operational, and credible [19]. However, the characteristics of the IoV

environment in which the network works correctly and efficiently create new features

and challenges of the former. For instance:

• Conventional VANETs features: Since IoV is evolution of conventional VANETs,

many of its characteristics are similar to VANETs characteristics, such as high

mobility, diversity of density, surrounding obstacles and dynamic topology.

• Various Wireless Access Technologies (WATs): IoV paradigm provides a num-

ber of wireless Access Technologies (WAT) such as WLANs, WiMAX, Cellular

Wireless, and satellite communications [36]. The challenge is to consider the en-

capsulation of these multiple access technologies during the design of applications

and protocols for IoV.

• Enhancing communication ability: There is always a dark spot associated with

wireless access components, which is the bottleneck. This latter issue needs to

be taken into consideration when designing a new applications and protocols for

IoV paradigm.

• Permanence and sustainability of the services provided: A relevant example on

this challenge is that vehicles in IoV, such as intelligent vehicle, normal vehicle

and broken vehicle, cannot be expected to give the same type and level of services

[19].
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The outcome of IoV applications and services is affected by several circumstances.

To succeed in their missions, the design of efficient an reliable applications and services

for this paradigm should meet the following requirements:

• Scalability: One of the important characteristics of the IoV is that they can

contain hundreds or even thousands of connected vehicles. Depending on the

application needed, this number can further increase to millions of vehicles. The

new proposed approaches must be able to guarantee a good functioning with this

high number of vehicles without affecting network performances.

• Fault tolerance: Failure or crash of some vehicles in the network should not affect

the rest of the network.

• Latency: It refers to the delay needed to transmit a packet in the vehicular

network. This delay must be minimized as much as possible, in order to meet

the requirements of IoV system, especially in critical applications.

• Security and anonymity: The importance of the information exchanged via vehic-

ular communications makes the operation of securing these networks crucial task

especially with access to the Internet, which is a prerequisite for the deployment

of IoVs [37].

• Quality of services (QoS): The high mobility of the vehicles or other transitory

faults can cause frequent disconnections in the communication links, which cause

temporary stoppage of the service provided by the application in the IoV network.

It is therefore necessary during the design of different applications to ensure a

high quality of service, even in the presence of failure in communication links, to

ensure the service sustainability.

• Compatibility with Personal Devices (PD): Compared to VANET, which is char-

acterized by its limited communication technologies, IoV enables communication

with the personnel devices, such as smart-phones and tablets.

• Connectivity: The vehicles must permanently be connected.

• Network and environment awareness.
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• Cloud Computing (CC) compatibility: The main operations can be based on CC

services.

1.6 Wireless Access Technologies (WATs) for IoVs

IoV system is based on multiple and heterogeneous wireless networks and technologies

besides the traditional VANETs communication such as: Wireless Access in Vehicu-

lar Environment (WAVE) and Dedicated Short-Range Communications (DSRC) [38].

However, these WATs can be classified into four main technologies; WLANs, WiMAX,

Cellular Wireless, and satellite technolgies [19, 36]. As shown in Figure 1.4, most of

these technologies are used to connect vehicles to each other in IoV.

Figure 1.4: WATs in IoV.
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1.6.1 Wireless LAN (WLAN) technology

Nowadays, WLANs are increasingly recognized as a versatile connectivity solution for

different ad-hoc networks and environments. They are widely used to create ad-hoc

networks due to their low cost, high data transfer rates provided and their easy deploy-

ment. WLAN technology uses IEEE 802.11a/b/g/n/p/ac standards. It has achieved

great acceptance in both academic and industry areas, short-range supports, relatively

high-speed data transmission. The IEEE 802.11n standard achieves a throughput of

approximately 100 Mbps for a frequency of 5.9 GHz. IEEE 802.11p is a new com-

munication standard in the IEEE 802.11 family which is based on the IEEE 802.11a

standard. IEEE 802.11p is designed for wireless access in the vehicular environment to

support intelligent transport system applications. So, it is the more suitable standard

for IoV environment. The 802.11ac is an emerging standard of the WiFi family, which

can provide a high throughput up to 1.3 Gbps for a frequency varies only from 5 to 6

GHz band.

1.6.2 WiMAX technology

WiMAX (Worldwide interoperability for Micro wave Access) supports IEEE 802.16

a/e/m standards. IEEE 802.16 standard-based WiMAX are able to provide an Internet

access and to cover a large geographical area, up to 50 km, and can achieve a significant

rate, up to 70 Mbps. While IEEE 802.16 standard only supports fixed broadband

wireless technologies, the new IEEE 802.16e/m communication standards supports

speeds up to 180 km/h and provides different classes of QoS [19]. In addition, WiMAX

IEEE 802.16m uses advanced modulation techniques such as Adaptive Modulation

and Coding (AMC), Hybrid Automatic Repeat Request (HARQ) and Fast Channel

Feedback (CQICH) to offer broadband access to mobile objects [39]. Compared to

WLAN, the key advantage of WiMAX is that the channel access method in WiMAX

uses a scheduling process in which the subscribed user needs to compete only once for

initial entry into the network.
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1.6.3 Cellular wireless technology

Cellular system uses radio waves to transmit data over long distances. It has been

utilized to provide mobile services since the 1970s. They use a technique of “frequency

reuse” to increase coverage area and also for multiple transmissions simultaneously [40].

The smart cellular wireless comprises of 3G (UMTS) and 4G (LTE) technologies. Cur-

rent 3G technology achieves a data rate of 384 kbps to moving vehicles, and can go

up to 2 Mbps for fixed nodes or infrastructures. Compared to WLAN and WiMAX

technologies, 3G systems deliver smoother hand-offs. On the other hand, the 4G tech-

nology were designed to provide high speed, broadband and cheaper mobile services

over Internet. They support high mobility through soft hand-offs and seamless switch-

ing. Moreover, 4G system can provide a high transfer speed up to 129 Mbps for a

frequency that varies between 1700 MHz and 2100 MHz band.

1.6.4 Satellite technology

Satellite technology is the use of the existing satellite system in the field of commu-

nications. It provides a number of mobile services such as: voice and video calling,

Internet access, fax, television and radio channels. Moreover, satellite technology can

provide ubiquitous coverage and communication capabilities spanning long distances

and can operate under circumstances or conditions which are inoperable for other forms

of communication such as: desert [41]. The short comings of this technology are high

cost and large propagation delays, which affect negatively the network latency. In this

respect, many protocols have been proposed for vehicular network using satellite tech-

nology. For example, Nasr et al. [42] propose a new VANET Clustering Based Routing

Protocol Suitable for Deserts over the satellite technology.

Table 1.1 shows a comparison of the wireless access technologies in IoV.

Table 1.1: Comparison of wireless access technologies in IoV.

WATs Stand. Freq. (GHz) Rate (Gbps) Cover. (Km) Interf.
WLANs 802.11a/b/g/n/p 5.9 1.3 1 Low.
WiMAX 802.11e/m 2.5/3.5 0.3 50 High
Cellular UMTS/LTE ND 0.3 50 Low
Satellite MSIA/DVB 30 10 2000 Low
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1.7 Simulations and mobility models for IoVs

The network simulation is the reference technique for predicting the performance of

networks before they are physically built or deployed. Since the IoV network is com-

posed of mobile objects, the choice of an appropriate mobility model becomes a very

critical aspect, to meet the requirements of the proposed solution. The mobility models

provide a precise description of vehicles mobility in the network.

According to the available literature, there exist many mobility models, which are

widely used for IoV networks. Compared to conventional VANET networks, IoV vehi-

cles are much more restrictive in terms of traffic on the network and require more traffic

applications and services. These scenarios cannot be therefore handled by conventional

networking solutions.

Therefore, IoV networks simulation should be realized via specially-designed VANETs

simulators. The designer could either use a traffic simulator for generating realistic

vehicular mobility traces that will be used as the input for a mobile ad hoc network

simulator, such as NS3, NS2, OMNET, etc. Among the mobility generator in VANETs,

we have: VanetMobiSim, SUMO and RoadSim. These mobility generators, called also

vehicular traffic simulators, rely on a traffic flow theory.

For instance, VanetMobiSim utilizes the Intelligent Driver Model including Lane

Change (IDM-LC) mobility model. This latter implements road intersection supervis-

ing strategy: making vehicle nodes slowing down, stopping or moving in accordance

with traffic lights. Moreover, they are also capable to provide to vehicles for overtaking

to change lane in multi-lane roads.

1.8 Conclusion

The IoV is one of the emergent technologies that attract growing attention from

academia and industry areas in the last few years. This is because of the vital evolu-

tion provided to the conventional VANETs and ITS. The IoV paradigm inherit con-

ventional VANETs communications (V2V and V2R) and offered a new communication

types, such as Vehicle-to-Internet (V2I), Vehicle-to-Device (V2D), Vehicle-to-Human

(V2H) and Vehicle-to-Sensors (V2S). This chapter provide an overview of the emergent

IoV technology and an outlook for their future applications. An introduction presents
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the evolution of VANET towards the new paradigm IoV. Related definitions of IoVs

and their applications are introduced. Since their peculiar characteristics create new

challenges and requirements, we discuss the overall of IoV’s issues. Moreover, the wire-

less access technologies related to IoV are depicted. Finally, simulations and mobility

models for IoV networks are presented.

Next, we focus on the clustering technique that has been commonly used in VANET

networks. In the literature, various clustering algorithms have been proposed. In this

regard, we propose a new taxonomy to classify and review in depth a number of these

clustering algorithms. It will be the subject of the next chapter.



Chapter 2

State of the art: Clustering in

VANETs

2.1 Introduction

The emergence of the Internet of Things has led to the evolution of Vehicular Ad-hoc

NETworks (VANETs) toward a new paradigm called the Internet of Vehicles (IoV). The

difference of the vehicle concept in VANET and IoV makes these two paradigms dif-

ferent in the terms of devices, communications, services and applications. In VANET,

the vehicle is considered as a mobile object used to disseminate messages among ve-

hicles and infrastructures. However, each vehicle in IoV is considered as a smart

object with a powerful multi-sensor system. Moreover, a vehicle in IoV is perceived as

a dynamic mobile communication system, which allows the following communication

modes: intra-vehicle components mode and Vehicle-to-X mode, where X can be ve-

hicle, road, infrastructure, human or Internet. Therefore, IoV enables the acquisition

and processing of large amount of data (big data) from different geographical areas via

intelligent vehicles to offer various services for drivers and passengers. Most of the re-

search works on VANETs and IoVs has focused on specific problems and applications,

such as data dissemination and aggregation, channel access management, trafic safety,

non-safety applications topology discovery and mainly routing schemes [43].

The design of effective application is one of important challenges that should not

be neglected in VANET and even in IoV, especially with their special features and

characteristics, such as scalability, high mobility of vehicles, not uniform density and

23
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rapid change of topology that make the design and the implementation of effective

solutions for such networks a very difficult task [44]. Firstly, the high mobility which

is the main factor distinguishing VANET and IoV from other classes of ad-hoc and

wireless networks. The vehicles’ speed vary according to the road conditions, it may

be low or medium in urban areas and large on highways. This speed variation has a

direct impact on the network stability and make the network topology very dynamic.

Secondly, the nodes density in a vahicular network is not uniform with spatio-temporal

variation. Typically, the density in urban areas is higher than in rural areas. On the

other hand, the density is different depending on whether we consider night or day and

rush hours [45]. Finally, the network fragmentation problem, which occurs generally

when the vehicles’ density is low and irregular. Thus, the vehicles move in disconnected

isolated clusters, therfore it becomes difficult to end-to-end communications [3].

Considering all the above issues, researchers have turned to the use of new tech-

niques and mechanisms that ensure a stable topology structure and an effective data

routing and dissemination in the network. As an important network structure used

in conventional VANETs, clustering presents an interesting solution for simplifying

and optimizing network functions and services. It has significantly improved the per-

formances in numerous applications compared to conventional flat structure [5]. The

clustering process aims to structure the nodes of the network into small groups called

clusters. Typically, the vehicles, geographically neighbors, are grouped in the same

cluster according based on various parameters and metrics. The first contribution of

this thesis is to provide a general overview of clustering process in VANETs and review

the existent clustering algorithms in these networks, in order to propose new clustering

approaches suitable for the IoV paradigm. The motivation behind this research is to

the best of our knowledge the lack of clustering protocols suitable for the IoV network

in the available literature.

As we know, clustering is a key mechanism for different networks. Thus, the design

of efficient clustering algorithms must be guided by several factors and conceptual

constraints:

• Load balancing: Clustering aims to spread evenly the most expensive tasks in the

network by observing node density and cluster size in order to avoid congestion

points [9, 10]. This significantly minimizes the total network overhead.
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• Scalability: Clustering aims for a good functioning even with a high number of

nodes without affecting network performances.

• Stable structure: Clustering makes it possible to form clusters with more stable

structures in a very dynamic environment, because clusters are formed taking into

account different metrics related to nodes, such as: mobility, position, density,

speed, etc.

• Optimal bandwidth exploitation: During the clustering process, the members

interact only with their CH, which avoids the unnecessary exchange of messages

between nodes in the same cluster. As a result, the rate of collisions decreases

significantly.

• Quality of service (QoS): The high mobility of the nodes or other transitory faults

can cause frequent disconnections in the links of communications which causes a

temporary stop of the service provided by the application of the network. It is

therefore necessary to ensure and provide a high quality of service, even in the

presence of breaks in communication links, to ensure the required service [11].

• Resource sharing: the main goal of distributed systems is to facilitate the access

to shared resources, such as communication medium access.

• Concurrency: Multiple nodes working jointly on a specific application need an

agreement about their common progress in real time. The timing sequence nature

of these applications relies on an accurate clock synchronization mechanism.

• Fault-tolerance: fault-tolerance is an essential distributed system attribute that

ensures reliability and maintainability. In distributed systems, nodes and com-

munication links may fail independently at any time, so, fault recovering can be

done by check-pointing or redundancy mechanisms. The lack of shared memory

makes clock synchronization of a vital concern in any distributed applications

needing to meet time requirements.

Clustering is largely used and well studied in VANETs. So far, many papers can be

found in the current literature [7,8,46–49], which survey a number of proposed cluster-

ing algorithms. In relation to those surveys, we remark a lack of clustering algorithms
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suitable for the IoV paradigm. The available clustering algorithms for conventional

VANETs do not meet the requirement of IoV system, especially its specific character-

istics, such as heterogeneous networks, big data and connected vehicles. Therefore, the

design of new clustering algorithms for IoV network becomes of critical importance.

The present chapter provides a deep review of clustering algorithms in VANET net-

works. Firstly, we introduce a general overview on clustering technique in VANETs. In

this respect, we present a background of knowledge about the clustering process; their

brief historical, definitions, clusters structure, cluster head selection metrics, general

procedural flow and performance evaluation metrics. Secondly, we propose new taxon-

omy for clustering algorithms in VANETs with a detailed description of each algorithm.

Thirdly, a detailed comparison is provided for each category of the proposed taxonomy

considering relevant key parameters, such as vehicle density, cluster stability, latency,

clusters overlapping and clustering overhead. Fourth, we highlight the main challenges

encountered for each category and discuss some open research issues. Finally, we pro-

vide a general comparison of different clustering algorithms according to a number of

selected parameters.

The rest of this chapter is organized as follows. Section 2.2 introduces an overview

on clustering process in VANETs. Section 2.3 presents the related woks. Section

2.4 discusses the proposed taxonomy of clustering algorithms for VANETs in detail.

Finally, a conclusion is presented in Section 2.5.

2.2 Clustering in VANETs: An overview

In recent years, the clustering is one of the most used control mechanism in VANETs,

in order to overcome their different challenges and improve their performances. Bali

et al. [46] define clustering as the mechanism of grouping vehicles into small groups

called clusters based on a number of predefined metrics, such as nodes’ density, average

velocity, and geographical locations of the nodes. This grouping is done according to

the requirements of the targeted application, in order to provide an easily manageable

network.
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2.2.1 Brief historical

The DARPA packet-radio network [50] is the earliest notable research work on cluster-

ing. The main goal being to autonomously form subnets the Mobile Ad hoc NETwork

(MANET) in order to share the data and the network resources. Lin et al. [51] introduce

the most popular Lowest ID and the Highest Degree (LID-HD) clustering protocols for

MANETs. Mobility Clustering (MOBIC) [52] and Weighted Clustering Algorithm

(WCA) [53] was later proposed, attempting to introduce a number of mobility and

weighted metrics to the clustering process. Because of the significantly improvements

of these proposed algorithms, several other algorithms were also designed, such as Dis-

tributed Group Mobility Adaptive (DGMA) clustering [54] and MobHiD [55]. Since

the VANET is a subclass of MANET, the clustering algorithms designed for MANET

is widely used in VANETs. This was the beginning of using clustering in vehicular

network.

2.2.2 Clustering concepts

2.2.2.1 Cluster structure

The clustering is the process that aims to group the nodes of the network into small

groups, called clusters, which gives the network a hierarchical structure. This structure

can satisfy a number of network requirements, such as scalability, load balancing,

network stability and Quality of Service (QoS). Typically, the nodes, geographically

closer, have a high probability to join the same cluster upon based to certain rules

and metrics. Typically, cluster structure have three main types of nodes (vehicles):

Cluster Head (CH), Cluster Member (CM) and Cluster Gateway (CG) [56] as shown

in Figure 2.1.

• Cluster Heads (CH): It is responsible for the cluster coordination and the

communication with other clusters and network infrastructures. Moreover, the

CH has other tasks, such as relaying information between nodes in the same

cluster (intra-cluster communications) or between different clusters (inter-cluster

communications). Compared to other nodes in the cluster, the CH has a number

of additional functions, such as data aggregation and channel access management.
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• Cluster Members (CMs): CMs are ordinary nodes that join a cluster ac-

cording to their characteristics and similarities. They are responsible for sending

their application-based information and data to the CH in specific time intervals.

CMs in a cluster cannot communicate directly with other CMs or CHs from other

clusters.

• Cluster Gateway (CG): It is a node that can provide inter-cluster communi-

cation and can communicate with neighboring clusters and transfer data between

them. Typically, its position is at the end of clusters.

Figure 2.1: Example of clusters structure.

2.2.2.2 Cluster heads election criteria

According to the available literature, numerous metrics and criteria have been used

to elect the Cluster Heads. There is a number of categories according to the type of

metrics used when electing CHs [57]. For this reason, we propose to classify clustering

algorithms into six categories. These categories are differentiated by the type of metrics

used when selecting Cluster Heads. These six categories are:

1. Neglected metrics: This category groups algorithms that elect CHs without

using any selection metrics. Typically, these schemes use heuristic algorithms.

The latter have one or both of the following objectives: finding a solution with



State of the art: Clustering in VANETs 29

reasonable run-time or finding the optimal solution. Moreover, heuristic algo-

rithm leads to reasonable performances [58].

2. Random metrics: We can include in this category the early proposed clustering

algorithms in the literature for Ad-hoc and MANET networks. These algorithms

use metrics with random values, which are mostly not significant, such as nodes

identifier [59].

3. Position metrics: This category includes all the algorithms, which are GPS-

based on specific metrics related to the nodes position, such as geographical

position, angle and euclidean distance.

4. Mobility metrics: This category includes all the solutions, which are based

on mobility information related to mobile node, such as velocity, acceleration,

sended/received signals power or link stability [60].

5. Combined metrics: This type refers to the weighted algorithms that combine

multiple metrics of different types, such as degree, k-degree and density to elect

the set of CHs.

6. Destination metrics: This class includes all the clustering algorithms, which

are based on mobility information related to the destination object, such as rel-

ative speed, direction and current location.

2.2.2.3 Cluster radius

The cluster radius represents the maximum distance that separates the CH and its

members. Typically, it is expressed in number of hops. Therefore, we then distinguish

two main categories of algorithms: 1-hop algorithms and k-hop algorithms [61].

2.2.3 Clustering procedural flow

Typically, the clustering process consists of two main phases: cluster establishment

and cluster maintenance phase. Therefore, a series of basic procedures is involved in

the establishment and the maintenance of clusters, which may need to be repeated ac-

cording to the conceptual rules of the algorithm and to meet the network requirements.

According to Cooper et al. [8], the clustering process is composed of five main steps:
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neighborhood discovery, CHs election, announcement, affiliation and maintenance as

shown in Figure 2.2 as flowchart diagram.

2.2.3.1 Neighborhood discovery

Initially, when a vehicle enters the road and decides to join the network, its communi-

cation system is turned on. Then, to announce its existence, each vehicle broadcasts a

periodic message to its neighbors, while simultaneously receiving similar messages from

its neighbors. This messages includes a number of information, such as id, position,

velocity and transmission range. Therefore, each node uses this gathering information

during the clustering process. At the end of this step, the node will proceed to the

cluster head election step.

2.2.3.2 Cluster heads election

After gathering the neighborhood information, a node will then check this information

to elect the suitable node to act as its CH. The rules of choice of CH varies depending

on the selected metrics, the clustering solution and the running application. If node

itself is more suited to be CH, it will updates its state to CH and proceed to the

announcement step; otherwise, if the chosen CH is found within the neighbor list, a

node will proceed to the affiliation step.

2.2.3.3 Announcement

Each new CH must announce its election, therefore it broadcasts an announcement

message to its neighbors to begin the formation and affiliation process. On the other

hand, when the CH node accrued cluster members, it will proceed to the maintenance

step.

2.2.3.4 Affiliation

When a node receives the announcement message from the CH, it compares this latter

with its CH already elected in the previous step. If they are the same, the node sends

a reply message to this CH, updates its state to CM, and therefore joins the cluster.

Otherwise, the node ignores this event and waitfor another announcement message or

moves directly to the maintenance step to join the appropriate cluster.
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2.2.3.5 Maintenance

This step is different according to whether the node has become a CH or CM:

• As a CH: each CH monitors its CMs through the exchange of periodic messages

to record the presence of members in the cluster. When a CM node moves out

of the range of cluster, the CH detects this event and removes immediately this

node from its members list. In addition, when two neighbor clusters have a big

overlapping rate, clusters merging process will commence. Typically, the merging

procedure produces two CHs at the same time for the final larger cluster obtained.

On the other hand, when the CH receives a join request from a unclustered node,

it must examine if the node is suited to join its cluster. If it is the case, the

CH adds this node to its members list, then inform this node by sending a reply

message.

• As a CM: the CM node will periodically examine the communication link with

its CH through periodic messages by waiting for a reply from its CH. If the link

is lost, the CM node must change its state to unclustered and try to join another

cluster. On other hand, when an unclustered node approaches towards a cluster,

it sends a join request to the CH of this cluster. Then, if the node receives a

reply message from this CH, it joins the cluster. Otherwise, the node must look

again for another cluster to join it.

2.2.4 Performance metrics for clustering algorithms

In order to validate the proposed clustering algorithm, it should be evaluated according

to different performance metrics. Generally, these metrics are used in comparisons with

other solutions that already exist in the literature. The main objective of these com-

parisons is to demonstrate the improvements performed by the corresponding proposed

algorithms. According to the works of Fauziyyah et al. [62], Amudhavel et al. [63] and

Guizani [64], we have deduce the following groups of metrics:

• Messages complexity: It is the number of control messages received by the

nodes to accomplish a valid re-organization of the clusters when the network

topology has been changed.
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Figure 2.2: Clustering procedural flow.

• Network overhead: It is the amount of messages related the clustering process

and resources used by every node during the network operation time such as

bandwidth, energy, memory, time, etc.

• Cluster structure stability:

– Cluster Head Lifetime: It is the time period from when a node changes

its state to CH until the node leaves this state and changes to another state.

Average cluster head lifetime is calculated by dividing the total cluster head

lifetime by the total state change times from CH to another state.

– Cluster Member Lifetime : It is the time period from when a node

changes its state to CM to when this node switch off this state. Average

cluster member lifetime is calculated by dividing the total cluster member

lifetime by the total number of state change times from CM to another state.

– CH Change Number: It represents the rate of state change times from

CH to another state.

– Cluster Number: It is the number of clusters constructed during the

network operation time. A fewer clusters improves the efficiency of the

clustering algorithm.
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– Average size of cluster: It is the average number of CM nodes managed

by a CH during the total network operation time.

• Time complexity: Complexity in time for a topology change that represents

the time spent performing a valid re-organization of clusters after a change in

network topology.

2.3 Related work

Several taxonomy for clustering algorithms in VANETs have been proposed in the

literature [7, 8, 46–48], where the authors categorize the algorithms based on different

metrics parameters.

According to various key parameters, Bali et al. [46] classify them into six cate-

gories. They introduce predictive clustering including three sub-categories: position-

based, destination-based and lane-based algorithms; backbone-based clustering in-

cluding k-hop based algorithms, MAC-based clustering including IEEE 802.11 MAC

based, TDMA-based and SDMA-based algorithms; traditional clustering including ac-

tive and passive algorithms, hybrid clustering including intelligence-based, distributed

and driver behavior-based algorithms; and secure clustering including authentication-

based algorithms. The authors provide also a detailed description of each algorithm

with a comparison of each categories with respect to various key parameters.

Accoridng to the clustering application, Cooper et al. [8] classified them into eight

classes: general purpose applications, routing applications, channel access management

applications, security applications, QoS applications, traffic safety applications, topol-

ogy discovery applications and combination with cellular infrastructure application.

A survey on clustering protocols in VANETs was introduced by Yang et al. [7]. The

objectives, challenges and issues for clustering protocols in VANETs were discussed.

Moreover, the authors compared these protocols according to various parameters, such

as relative velocity, nodes’ density, size of clusters, hop distance and cluster establish-

ment methodology.

Hosmani et al. [47] surveyed a number of clustering algorithms for VANETs and

classified them based on cluster formation and CH election parameters. Moreover,

the authors provide a comparison for these clustering algorithms based on various key
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metrics, such as nodes’ density, scalability, velocity, cluster lifetime and feasibility.

Pal et al. [48] introduced an analytical model to evaluate the performance of cluster

based algorithms in VANETs according to three important parameters: throughput,

packet delivery ratio and end-to-end delay.

Finally, we summarize the previous survey papers related to ours in Table 2.1,

which highlights the main contributions of those survey papers, including their year of

publication.

2.4 Taxonomy of clustering algorithms in VANETs

Based on the cluster heads election metrics and cluster radius discussed above, a new

taxonomy for VANET clustering algorithms is introduced, which is illustrated in Fig-

ure 2.3. Next, we discuss in depth the different VANET clustering algorithms in detail

based on the proposed taxonomy.

2.4.1 Heuristic clustering algorithms

The heuristic is mathematical optimization aspect utilized for algorithms that attempt

to find solution for a given problem among the possible ones, but they do not guarantee

that the optimal one will be found, so they can be considered as approximate and not

precise solutions. These type of algorithms, usually find a solution close to the best one

and they find it fast [65]. Moreover, these algorithms are not based on particular metrics

(metrics neglected). In this respect, many researches have addressed the design of

heuristic clustering solutions to find sub-optimal solutions in a reasonable time period.

However, most of the existing heuristic clustering solutions suffer from the problem

of being sensitive to the initialization and do not guarantee high level of performance

and services. According to the current literature, these algorithms tackle a number of

graph theory problems, such as spanning tree construction, graph traversals, maximal

independent sets and dominated sets in order to apply them in Ad-hoc networks and

especially in VANETs networks. A number of proposals in this category are described

next.

Graph domination is one of the main problems addressed largely by the heuristic

algorithms. In this regard, Cha et al. [66] presented a new Connected Dominating Set
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Table 2.1: Summary of previous surveys on clustering algorithms in VANETs.

Authors [Year]:Literature Contributions
Bali et al. [2014]:Clustering in vehicular ad

hoc networks: Taxonomy, chal-
lenges and solutions [46].

I Clustering in VANETs with
respect to various challenges is
explored.
I Detailed taxonomy for clus-
tering algorithms in VANETs
is provided.
I Comparison of different
clustering approaches based
on different key parameters.

Cooper et al. [2017]:A Comparative Survey of
VANET Clustering Techniques [8].

I Discussion of basic concepts
related to the clustering pro-
cess.
I A new taxonomy for clus-
tering algorithms in VANETs
is provided.
I Comparison of various clus-
tering algorithms based upon
some predefined metrics.

Yang et al. [2015]:Clustering algorithm in
VANETs: A survey [7].

I According to various pa-
rameters, a number of cluster-
ing algorithm is surveyed.
I An analysis of differ-
ent VANETs clustering algo-
rithms is provided.

Hosmani et al. [2017]:Survey on cluster based
routing protocol in VANET [47].

I Presentation of a taxon-
omy of typical clustering algo-
rithms.
I Discussion of the challeng-
ing factors in VANET cluster-
ing.

Pal et al. [2018]:Analytical model for clus-
tered vehicular ad hoc network
analysis [48]

I An analytical model to
evaluate the performance
clustering algorithm in
VANETs.
I Comparison of clustered
VANET performance with
that of the non-clustered
scenario.
I Analytical results are
validated with simulation
results.
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Figure 2.3: Taxonomy of clustering algorithms in VANETs.

(CDS) based clustering scheme to prevent and confront the broadcast storm problem

in VANET networks. CDS scheme considers the high mobility and the connectivity of

vehicles, and matches the dynamic topology of VANETs. CDS algorithm is a typical

information dissemination techniques and suitable for different VANETs applications,

such as emergency notifications and traffic safety. Moreover, a virtual core network

can be constructed by searching for a CDS in the network graph. Therefore, the clus-

tering using a CDS-based virtual core network can improve significantly the VANETs

performance.

Yan et al. [67] introduced a new Distributed and Weighted Clustering algorithm

based on Mobility Metrics (DWCM). Based on dominating set problem in graph theory,

a distributed algorithm for cluster formation and cluster head election is proposed,

where vehicles in the k-hop dominating set are selected as new CHs. Moreover, the
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cluster maintenance phase handles the topology changes caused by the high mobility

of vehicles. Therefore, the main goal of DWCM solution is to construct and maintain

stable k-hop clusters without incurring tremendous network overhead.

In Togou et al. [68], the authors developed a new Stable CDS-based Routing Pro-

tocol (SCRP). It is based on a distributed geographic location source forwarding tech-

nique that takes into account the vehicular network topology to select the data routing

paths with low end-to-end delay. To achieve this objective, SCRP algorithm constructs

stable backbones over road segments including two main metrics: vehicles’ velocity and

their spatial distribution. These backbones are connected at intersections via special

gateway nodes that ensure an up-to-date vehicular network topology and monitor the

expected delay for data routing on the road segments. According to this information,

the SCRP assigns weights to the road segments. Therefore, the road segments with

lowest weights are selected to form the routing paths. In this regard, the SCRP solu-

tion can avoid the local maximum problem and ensure load balancing on all possible

routing paths.

Spanning tree construction problem, is also tackled largely by heuristic clustering

algorithms. In this respect, Kponyo et al. [69] presented a VANET Cluster-on-Demand

(CoD) Minimum Spanning Tree (MST) approach, which aims to construct clusters

taking into account the intra-cluster quality of service (QoS). The main goal of this

algorithm is that the clusters are constructed only to relay information on variable

traffic density within the CH coverage area. Moreover, the proposed algorithm which

implements the MST makes sure the size of clusters constructed does not affect the

QoS in the network.

In Krishnakumar et al. [70], the authors proposed a new QoS enabled data dissemi-

nation using an improved Kruskal’s algorithm to provide an efficient data dissemination

and acceptable QoS in hierarchical VANET. The proposed algorithm extracts the min-

imum spanning trees based on Kruskal’s algorithm in each road segment, where the

nodes has been clustered according to an fuzzy c-means clustering technique taking into

account the intra-cluster QoS. Therefore, every spanning tree will have a CH that is

responsible to gather the data from the leaf nodes and forwards it to other coordinator

nodes and vice versa.
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Table 2.2: Comparison of heuristic based clustering algorithms.

Algorithm Density Stability Latency Overhead Overlapping
CDS [66] Medium Medium High Medium High

DWCM [67] High Medium Medium Low High
SCRP [68] Medium High High Medium Medium
CoD [69] Medium High High Low High

QoS-VANET [70] Medium Medium Medium Low High

2.4.1.1 Challenges and open research issues in heuristic clustering algo-

rithms

The heuristic algorithm is a key solution for clustering in VANETs to improve their

performances. However, most of the existing heuristic clustering schemes suffer from

the problem of being sensitive to the initialization and do not guarantee high quality

services and performance. Moreover, these existing algorithms suffer from the following

two main issues: the data congestion and local maximum problem. Furthermore, these

algorithms do not consider metrics related to mobile nodes, which makes the efficiency

of such algorithms very weak. Table 2.2 compares the heuristic clustering algorithms

according to a number of key parameters. From Table 2.2, it can be concluded that

clusters overlapping and latency need to be further improved in order to the heuristic

based clustering algorithms can be used effectively for vehicular networks.

2.4.2 MANETs clustering algorithms

Since the VANET is a subclass of MANET, convetional clustering algorithms designed

for MANET might be applied in VANET networks with some modifications. The vehi-

cles in VANET are characterized by their high mobility which implies a very dynamic

topology. Moreover, the position of vehicles in the same geographical proximity does

not guarantee that have the same mobility patterns. Thus, in order to apply MANET

algorithms on VANET, researchers must take into consideration the specific charac-

teristics of VANET networks, such as mobility, direction and location as well [56].

Typically, these algorithms use metrics with random values, which are mostly not sig-

nificant, such as nodes identifier. A number of proposals in this category are described

next.

One of the most popular algorithm is the Lowest-ID (LID) [51], where every node
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is assigned a unique ID. In order to announce its existence, each node in the network

broadcast an ”hello” message containing its ID, within a period called ”Hello period”

(HP). Then, each node constructs a table, that contains the neighbors ID information.

Finally, the node that has the lowest ID will be elected as new CH; nodes which can

hear two or more CHs at the same time become gateways, and the remaining nodes

are cluster members.

In Gerla et al. [71], the authors presented Highest Degree (HD) algorithm. In order

to perform the clustering process, each node broadcasts a beacon message periodically

including its degree value to its direct neighbors, to compare its degree value with

them. A node having the biggest connectivity rate in the neighborhood becomes the

CH and the remaining neighboring nodes become members.

In Nguyen et. [59], the authors attempt to apply the lowest-ID algorithm in cluster-

based TDMA system for VANETs. In this respect, a new mechanism for electing the

CHs, which inherited the time division in TDMA- and MAC-frame format [72]. The

algorithm uses the conventional lowest-ID algorithm to improve the network latency

and to reduce significantly the number of re-clustering times. Therefore, the cluster

is efficiently formed. Moreover, the algorithm uses cooperative MAC for inter-cluster

communication to avoid collision and overlapping between clusters.

Gavalas et al. [73] introduced a new efficient distributed clustering scheme that uses

a number of mobility metrics to construct stable clusters. According to the cost-efficient

lowest-ID technique, CHs are initially elected. During the clustering maintenance stage,

the node IDs are re-assigned based on different mobility parameters. As a result,

the nodes with low mobility are assigned low IDs and, therefore are selected as CHs.

Moreover, the proposed solution improves relatively the total network overhead because

of use of the broadcast duration which is adjusted according to the network mobility

model.

2.4.2.1 Challenges and open research issues in MANETs clustering algo-

rithms

Although, VANET is a subclass of MANET and several VANET clustering algorithms

are derived from MANET [16], but there are several differences between the two, such

as the high mobility, dynamic topology and limited driving directions. Moreover, we
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Table 2.3: Comparison of MANETs clustering algorithms.

Algorithm Density Stability Latency Overhead Overlapping
LID [51] Low Low High High High
HD [71] Medium Low Medium High High

LID-TDMA [59] Low Medium High Medium Medium
Adaptive-LID [73] Medium Low High Medium High

notice that the MANET algorithms usually use arbitrary metrics and do not take into

consideration the mobility patters of VANET nodes. As a result, the application of

the MANETs clustering algorithm in VANET remains very limited, inefficient and

does not meet the main requirements of this type of networks. Table 2.3 compares

the MANETs clustering algorithms. From Table 2.3, it can be concluded that clusters

stability, latency, total clustering overhead and clusters overlapping need to be further

improved in order to the MANET clustering algorithms can be used effectively for

VANET networks.

2.4.3 Position based clustering algorithms

Position based clustering algorithms use location and topology metrics, such as ge-

ographic position and spatial variation to perform the clustering process. They are

among the key solutions for clustering in VANETs. In this regard, many clustering po-

sition algorithms have been proposed. These proposed solutions have greatly improved

the VANET network performances due to their resistance to handling the vehicles

position variation [46]. A number of position based algorithms are described next.

Wang et al. [74] proposed a new Position Based Clustering Technique for Ad Hoc

Inter-vehicle Communication (PCTIC), which is a new clustering algorithm for large

multi-hop VANET. The clusters are formed according to the geographic position of

vehicles and the priorities assigned to the vehicles and traffic information. The algo-

rithm elects one node to act as CH for each cluster based on the Minimal Dominating

Set (MDS) problem. The size of cluster is defined according to the maximum distance

between the CHs and their members. Thus, the clusters are independently monitored

and dynamically re-configured as vehicles move and direction. As a result, vehicles are

enables to move during cluster establishment and maintenance phases.

Liu et al. [75] introduced a Position Sensitive Clustering Algorithm (PSCA), which
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is based on the configuration and the section position information of the road, and the

dynamic timestamps. In PSCA algorithm, the CH periodically broadcasts a control

message at a certain time-stamp by direction-based broadcasting. As a result, each

cluster member must send its position informations in real time to the CH before

the next time-stamp, so that the CH stores and reuses this informations in the next

iteration of the clustering process. The initial choice of CHs is performed according

to the principle of ”Randomly Competition, First Declare Win”. Moreover, the PSCA

also provides a special maintenance mechanisms that facilitates the re-configuration of

cluster in the case where the CH leaves the cluster or new vehicles want to join the

cluster.

In Alloulche et al. [76], the authors presented a new Cluster-Based Beacon Dissemi-

nation Process (CB-BDP). The main goal of this latter is to provide vehicles with more

accurate information on the position of neighboring vehicles. The CB-BDP algorithm

is designed to achieve two objectives. The first one is that the proximity map be wide

and as accurate as possible. Secondly, this map is cooperated with vehicles located

nearby, hereby to allow coordinated and synchronized reactions of nearby vehicles to

the hazardous situations. In addition, CB-BDP algorithm proposed a new cluster-

based gathering-based tagging process based on an optimized topology for sharing the

informations collected by the proximity maps.

In Maslekar et al. [77], a new cluster-head selection policy for direction-based clus-

tering approach, called Modified Clustering based on Direction in Vehicular Environ-

ment (MC-DRIVE) is introduced. This dissemination algorithm is based on another

clustering protocol, called C-DRIVE [78]. MC-DRIVE approach constructs clusters

that are composed of nodes close to the intersections and according to their future di-

rections (left, right, straight, half-turn) after the next intersection. Moreover, the size

of cluster is limited to a certain distance from the intersection. At this distance, every

node broadcasts a hello message including its ID, driving lane and future direction

provided that it finds another vehicle in front of itself.



State of the art: Clustering in VANETs 42

Table 2.4: Comparison of position based clustering algorithms.

Algorithm Density Stability Latency Overhead Overlapping
PCTIC [74] Low High Low Medium High
PSCA [75] High High Medium High Medium

CB-BDP [76] Low Medium Low High Medium
MC-DRIVE [77] Low Medium Low High High

2.4.3.1 Challenges and open research issues position based clustering al-

gorithms

Position based algorithms present an effective solution for improving VANET networks

performances. However, in the areas with high mobility and dynamic topology, position

metrics become irrelevant, where the variation of position increases enormously with

time. Moreover, position based algorithms assume that every vehicle is equipped with

GPS system, which is not practically true. Furthermore, positioning services accuracy

can significantly vary. Table 2.4 compares the position based clustering algorithms.

According to Table 2.4, it can be concluded that clustering overhead and clusters

overlapping need to be further improved in order to the position based clustering

algorithms can be used effectively for vehicular networks.

2.4.4 Mobility based clustering algorithms

As VANETs are characterized by high mobility, dynamic topology, and limited driving

directions, a number of mobility based clustering algorithms are recently proposed in

the literature. These algorithms use metrics that relative to the mobile node (mobility

metrics), such as relative velocity, acceleration and direction to perform the clustering

process. A number of these proposals in this category are discussed next.

Hafeez et al. [79] proposed a new a fuzzy-logic-based clustering algorithm for VANETs

where CHs are elected according to the relative speed and average distance from the

neighbors nodes within the neighborhood. Moreover, the proposed protocol strengths

the clusters stability through the election of secondary CH (to be used as CH when the

primary one becomes unavailable). Furthermore, the maintenance step is adaptable to

drivers behavior on the road based on a fuzzy logic inference system. Therefore, the

algorithm is suitable to be applied in environments with high mobility.

In Ren et al. [80], the authors introduced an efficient Dynamic Mobility-based Clus-
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tering (DMC) algorithm for forming a stable core network for future data aggregation

and dissemination. The proposed algorithm performs the clustering process according

to the vehicles’ mobility patterns, taking into account a number of metrics, such as

moving direction, relative speed, relative average distance and link stability. Moreover,

the algorithm proposed a new dynamic cluster formation phase, compared with existing

algorithms where vehicles are static during this phase. Moreover, a ”temporary cluster

head” method is proposed to improve the cluster formation phase. Furthermore, the

algorithm introduces a ”safe distance threshold” in order to monitor the cluster size.

Morales et al. [81] presented an Adaptable Mobility-Aware Clustering Algorithm

based on Destination positions (AMACAD) for accurately following the network mo-

bility patterns to improve clusters’ stability. AMACAD algorithm considers a number

of destination metrics, such as the current position, relative velocity, final destination

position of vehicles for performing the clustering process. In this respect, the algorithm

provides a natural model of location references for improving the clusters’ stability and

the network performances. Therefore, the information is disseminated by clusters, this

allows improving network latency, reliability and data delivery ratio.

Souza et al. [82] presented a new Aggregate Local Mobility (ALM) clustering algo-

rithm that aimed at prolonging the network lifetime in VANETs. The ALM algorithm

uses an aggregate local mobility mechanism for controlling and monitor the existing

CHs. To elect the CHs, each vehicle calculates its mobility variance over all neighbors.

A lower variance means less mobility and vehicle is more stable. As a result, a vehicle

with less variance relative to its neighbors is suitable to be elected as new CH.

2.4.4.1 Challenges and open research issues in mobility based clustering

algorithms

Table 2.5 compares mobility based clustering algorithms. From Table 2.5, it can be

concluded that mobility-based clustering algorithms are more suitable for VANETs

networks. Moreover, an improvement is observed on the clusters convergence thanks

to the minimization of relative mobility as well as the distance of the CHs to theirs

cluster members. As shown also in Table 2.5, the reviewed algorithms have a significant

improvement compared to other types of algorithms. These improvements helps to

meet the requirements of the new features of VANET, and to consider its mobility
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Table 2.5: Comparison of mobility based clustering algorithms.

Algorithm Density Stability Latency Overhead Overlapping
FUZZY [79] Low Medium Medium Medium Low
DMC [80] Medium Medium Low High Medium

AMACAD [81] Low Medium Medium Medium Medium
ALM [82] Medium Low Low Medium Low

characteristics. As a result, mobility based clustering algorithms are more suitable

for VANETs, especially in the areas with very high mobility. However, the clustering

overhead and clusters stability need to be further more improved.

2.4.5 Weight based clustering algorithms

Rather than using a single metric to elect CHs, the weight based clustering algorithms

use a function that combines multiple metrics. This function represents the weight of

a node. The general formula of the weight W (i) for a given node i according to the

metrics A(i), B(i) and C(i) is as follows:

W (i) = α× A(i) + β ×B(i) + ...+ γ × C(i) (2.1)

With α, β and γ are coefficients, where: α + β + γ = 1.

This category of algorithms aims to elect a set of cluster-heads that are best suited

to an environment to meet the requirements of the network environment. Therefore, a

number of algorithms are proposed for VANETs that are described next.

A new Weight Clustering based TDMA-MAC Scheme (WCS) for VANETs is pro-

posed in Xie et al. [83]. When selecting the set of CHs, WCS algorithm uses indexes

and an entropy weight that combines a number of parameters, such as constrains of

radio signal transmitting power, vehicles energy consumption and vehicles mobility.

Based on the TDMA-MAC technique, a realistic clustering channel access mechanism

is introduced for reducing the chance of collision and guarantee efficient end-to-end

communication in VANET networks.

Hadded et al. [84] introduced a new Angle based Clustering Algorithm (ACA) for

VANETs, which exploits the angular position and the direction of vehicles for electing

the most stable vehicles to act as CHs as long as possible. In ACA algorithm, two or

more vehicles can belong to the same cluster, if and only if the angle between their
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velocity vectors is acute.

A multi-objective genetic-based algorithm Adaptive Weighted Clustering Protocol

(AWCP) [85] is designed for VANETs, which elects the CHs based on a weight that

combines a number of key parameters, such as highway ID, vehicles direction, vehicle

location, vehicle velocity and vehicles connectivity. Therefore, the main goal of AWCP

algorithm is to improve the stability of the network topology. AWCP algorithm defines

a genetic multi-objective method whose inputs are the metrics used to calculate the

nodes weights. This method aims to provide a stable clusters structure as long as

possible, improve the data delivery rate, and reduce the total clustering overhead.

In Khan et al. [86], the authors proposed a new mechanism based on Moth Flame

Clustering optimization for Internet of Vehicles (MFCA-IoV). The authors introduced

a Moth Flame Optimizer (MFO), which is a nature inspired process. The MFCA-IoV

algorithm optimizes the generation of clusters to ensure a robust transmission.

Aadil et al. [87] proposed a new Clustering Algorithm for Internet of vehicles

based on Dragonfly Optimizer, called CAVDO. The authors use a swarm-based multi-

objective method to perform the clustering process for improving the topology stability

in a dynamic environment. In addition, the CAVDO algorithm introduce a new Mo-

bility Aware model (MA-DTR), which makes the transmission range more dynamic.

2.4.5.1 Challenges and open research issues in weight based clustering al-

gorithms

Weight based algorithms present an effective solution to improve the performances of

VANET networks. Typically, this type of algorithm use a multi-metric mechanism

to perform the clustering process. However, the use of multiple parameters at once,

makes the tuning of parameters a non-trivial problem in such conditions. Table 2.6

compares the weight based clustering algorithms. From Table 2.6, it can be concluded

that clustering overhead needs to be further improved in order to the weight based

clustering algorithms can be used effectively for vehicular networks.

2.4.6 Destination based clustering algorithms

Destination based clustering algorithms take into account metrics related to the final

destination of vehicles, such as current geographical position, direction and relative
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Table 2.6: Comparison of weight based clustering algorithms.

Algorithm Density Stability Latency Overhead Overlapping
WCS [83] Medium Medium Medium High Low
ACA [84] Low Medium Low Medium Low

AWCP [85] High High Medium Medium Medium
MFCA-IoV [86] Medium High Low High Low

CAVDO [87] High High Low Medium Medium

velocity to perform the clustering process. The destination is known in prior using GPS

device and navigation systems. A number of algorithm in this category are described

next.

Farhan et al. [88] proposed a Robust Localization using Cluster Analysis called

LICA to improve the GPS devices accuracy. LICA algorithm utilizes a new modified

tri-lateration mechanism for constructing a set of possible coordinates (x, y) based on

a cluster analysis mechanism, allowing accurate data according to the given weights,

resulting in each vehicle to improve their location estimate. Moreover, unreliable data

from malicious vehicles are removed during the clustering process. As a result, vehicles

are able for collecting real-time, reliable data and forward them to other vehicles,

helping vehicles to reach their destinations safely.

Sethi et al. [89] presented a Destination Based Routing (DBR) algorithm for context

based clusters in VANETs. DBR protocol provides two mechanisms for minimizing the

data traffic and communication end-to-end in VANETs. Firstly, a context based clus-

tering is designed to consider the various metrics about the destination vehicles: cluster

formation-location, direction , relative velocity, interest list and final destination. On

the other hand, a destination based routing protocol is proposed for these context based

clusters to improve the inter-cluster communication. By using this context based clus-

tering including interest list of vehicles, the overall end-to-end communication to relay

the information from source vehicle to destination one is significantly improved.

Aravindhan et al. [90] designed a Destination-Aware Context-based Routing (DACR)

scheme using a soft computing clustering algorithm for VANET. The authors intro-

duced also two soft computing approaches. First, a hybrid clustering method is de-

signed which combines the geographic and the context clusterings. As a result, this

hybrid clustering aims to reduce the clustering overhead and avoid the network con-

gestion. Second, the destination-aware routing protocol is introduced for inter-clusters
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communication for improving the overall packet delivery ratio and the end-to-end delay.

DACR protocol improves significantly the inter-cluster routing by using the optimal

next forwarding vehicle selection.

A new clustering routing algorithm for VANETs is based on the Euclidean distance

is presented in Tian et al. [91], which uses the location and the direction information

to group the vehicles into self-organized clusters. So, if the source vehicle and the

destination one are located in different clusters, the direction information is utilized for

restricting the data routing path along the same direction, which not only can help for

finding a shorter and more stable route, but also can improve the flooding of the routing

control message. To perform the clustering process, each vehicle announces its existence

by broadcasting a beacon message including its geographical position, direction and

current time. After receiving the beacon messages from the neighbors, every vehicle in

the network updates its topology table. Therefore, the CHs are generated by electing

the vehicles that having the minimum distance parameter.

2.4.6.1 Challenges and open research issues in destination based clustering

algorithms

Destination algorithms use a various metrics related to the destination to form a stable

clusters. In this repect, the ratio of cluster head changes is significantly reduced which

make the clusters more stable. This reduction is justified by the fact that a vehicle

can leave the cluster only when it encounters a CH whose destination is more similar

to the destination of the current CH. Moreover, the destination based algorithms are

based on the behavior of the vehicles taking into account a number of metrics related

to the destination of vehicles, which allows to improve significantly the network per-

formances [46]. This type of algorithms has a number of drawbacks. Among these

latter, the large delay of transmission and global network overhead generated when the

density of vehicles becomes high. This affects the network performances in a negative

way. Moreover, this type of algorithms assumes that each vehicle is equipped with

GPS system, which is not practically true. Table 2.7 compares the destination based

clustering algorithms. From Table 2.7, it can be concluded that clustering overhead

and clusters overlapping need to be further improved in order to the destination based

clustering algorithms can be used effectively for vehicular networks.
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Table 2.7: Comparison of destination based clustering algorithms.

Algorithm Density Stability Latency Overhead Overlapping
LICA [88] Medium Medium Medium High High
DBR [89] Low Medium Medium Medium Medium

DACR [90] Medium Low Medium Medium Medium
EUCLID [91] High High Low High High

2.4.7 Neighborhood based clustering algorithms

According to the cluster radius, the proposed clustering algorithms can be categorized

into two main categories: 1-hop clustering and k-hops clustering algorithms. Many of

these algorithms construct clusters with 1-hop, where each node is one hop from its

CH. On the other hand, a number of algorithms generate clusters with k-hop distance,

where every node is at most k hops from its CH.

2.4.7.1 1-hop based clustering algorithms

Ahwazi et al. [92] presented a new MObility aware and SIngle-hop Clustering scheme

(MOSIC) for VANETs suitable for highway environments. MOSIC algorithm presents

a new clustering methodolgy that uses Gauss Markov mobility model (GMM) [93] for

mobility prediction that enables the vehicles to prognosticate their relative mobility

to their neighbors. Moreover, the GMM uses a memory-based mobility model, which

is able for calculating the next hop vehicle position according to its current mobility

metrics.

In Caballero-gil et al. [94], the authors proposed a new Self-Organized Cluster-

ing Algorithm (SOCA) for VANETs which based on 1-hop clustering for reducing the

network overhead in dense road traffic areas and maintaining the communications se-

curity using a combining of the cryptography public- and secret-key. To elect the CHs,

SOCA algorithm uses an improved algorithm of independent set problem with a secret-

key agreement technique based on the generalized Diffie-Hellman protocol. Moreover,

SOCA constructs a dynamic virtual backbone in the vehicular network. This backbone

network is composed of all CHs and CGs already elected in the cluster formation phase.

Goonewardene et al. [95] presented a new clustering algorithm named Robust Mo-

bility Adaptive Clustering (RMAC) to effectively enable highly dynamic VANETs for

future ITS. RMAC algorithm uses a new vehicle priority method to adaptively and eas-
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Table 2.8: Comparison of 1-hop based clustering algorithms.

Algorithm Density Stability Latency Overhead Overlapping
MOSIC [92] Low Medium Medium Medium High
SOCA [94] Medium Medium Low Low High
RMAC [95] Low Low Medium Medium High

ily identify 1-hop neighbors and select optimal CHs according to a number of metrics

such as: of the relative speed of the vehicles, their position, and their direction. More-

over, RMAC introduces a new concept named zone of interest that helps the vehicles

to maintains their neighbors table.

Challenges and open research issues in on 1-hop based clustering algorithms

According to the available literature, a number of 1-hop based clustering algorithm are

proposed. These algorithms provide a very efficient coordination to CHs and a more

reliable intra-cluster communications. However, the coverage area of clusters is small

in such algorithms, which leads to increase the number of clusters formed and produce

a high maintenance overhead. Therefore, the overlapping rate increases enormously.

Table 2.8 compares the 1-hop based clustering algorithms. From Table 2.8, it can be

concluded that clusters stability and clusters overlapping need to be further improved

in order to the 1-hop based clustering algorithms can be used effectively for VANET

networks.

2.4.7.2 k-hops based clustering algorithms

In Zhang et al. [96], the authors designed a new multi-hop clustering scheme for

VANETs called (N-hop). This latter is considered as the first algorithm based on

multi-hop clustering for VANETs. N-hop algorithm selects the vehicles, that have the

low aggregate mobility as the CHs. The authors justified their choice because they

believe that including the low aggregate mobility metric help to construct more stable

clusters and topology.

Chen et al. [61] proposed a Distributed Multi-hop Clustering algorithm for VANETs

based on Neighborhood Follow (DMCNF), which elects CHs according to the neigh-

borhood follow relationship between vehicles. In DMCNF algorithm, a vehicle cannot

directly identify the most suitable to be its CH in its multi-hop neighbors, although
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it can know the most stable and the most similar 1-hop neighbors, and therefore they

probably belong to the same cluster. As a result, a vehicle can then elect its CH by

following the most stable vehicle. This technique is identified as the neighborhood

follow relationship.

Azizian et al. [97] introduced a new distributed D-hop clustering algorithm, called

DHCV, which is based on the relative mobility information for constructing stable

clusters. DHCV algorithm uses the velocity and the location differences of vehicles

as metrics to perform the clustering process in D-hop communication range. To form

multi-hop clusters, every vehicle in DHCV elects its CH according to the relative mo-

bility within its D-hop neighbors.

A new Multi-hop Cluster-Based IEEE 802.11p and LTE Hybrid Architecture for

VANET Safety Message Dissemination, namely, VMaSC-LTE, is proposed in Ucar et

al. [98]. The authors claim that in networks based only on LTE technology, the delivery

ratio and end-to-end delay of safety message relaying are degraded due to the broadcast

storm and the disconnected network problems. Also the authors mention that a basic

cellular based VANET communication is not feasible due to the high cost for installing

and maintaining the infrastructures. Moreover, due to the high mobility of vehicles,

a high number of hand-off occurrences at the base station is generated. In order to

achieve a high data packet delivery ratio and improve the latency, the authors propose

a new hybrid architecture, combining IEEE 802.11p based multi-hop clustering and

LTE.

Challenges and open research issues in k-hops based clustering algorithms

Several k-hop clustering algorithms for VANETs have been proposed in the last few

years. Compared to 1-hop clustering algorithm, these algorithms can extend the clus-

ters coverage areas, decrease the number of clusters and improve the cluster stability.

However, some issues remain in k-hop clustering for VANETs. For example, intra-

cluster communication must be further improved and maintenance overhead must be

improved. Table 2.9 compares the k-hop based clustering algorithms. From Table 2.9,

it can be concluded that clusters stability and clustering overhead need to be further

more improved in order to the k-hop based clustering algorithms can be used effectively

for vehicular networks and environments.
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Table 2.9: Comparison of k-hops based clustering algorithms.

Algorithm Density Stability Latency Overhead Overlapping
N-hop [96] Low Medium Low High Medium

DMCNF [61] High Medium Medium Medium Low
DHCV [97] Medium Medium Medium High Low

VMaSC-LTE [98] High High Low High Low

2.4.8 General comparison of clustering algorithms in VANETs

Based on our review, we provide in Table 2.10 a general comparative analysis of various

clustering algorithms in VANETs discussed above based upon various key parameters.

The parameters selected for the comparison are: scalability, Cluster Radius, Load

balancing, algorithm complexity and Quality of Service (QoS).

2.5 Conclusion

This chapter presents a deep review of clustering algorithms in VANET networks.

Firstly, we introduced an overview on clustering technique in VANETs. In this re-

spect, we present a background of knowledge about the clustering process; their brief

historical, definitions, clusters structure, cluster head selection metrics, general proce-

dural flow and performance evaluation metrics. Secondly, we proposed new taxonomy

for clustering algorithms for VANETs with a detailed description of each algorithm.

Thirdly, a detailed comparison is provided for each category of the proposed taxonomy

considering relevant key parameters, such as vehicle density, cluster stability, latency,

clusters overlapping and clustering overhead. Fourth, we highlight the main challenges

encountered for each category and discuss some open research issues. Finally, we pro-

vided a general comparison of different clustering algorithms according to a number of

selected parameters. This study allowed us to take advantage of the proposed algo-

rithms and to take into account their deficiencies to propose new clustering algorithms

suitable for the IoV environment. These algorithms aim to improve the conventional

VANETs and generate a stable cluster structure. The design and evaluation of these

algorithms makes the subject of the next part of our thesis.
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Table 2.10: General comparison of clustering algorithms in VANETs.

Year Algorithm Scalab. Radius Load balan. Compl. QoS
Heuristic clustering algorithms

2013 CDS [66] Low 1-hop Moderate Moderate No
2016 DWCM [67] Moderate K-hops Good High No
2016 SCRP [68] Low 1-hop Good Moderate No
2013 CoD [69] Moderate 1-hop Good Moderate Yes
2017 QoS-VANET [70] High K-hops Good High Yes

MANETs clustering algorithms
1997 LID [51] Low 1-hop Bad Low No
1995 HD [71] Low 1-hop Bad Low No
2015 LID-TDMA [59] Moderate 1-hop Moderate Moderate No
2006 Adaptive-LID [73] Moderate 1-hop Bad Moderate No

Position based clustering algorithms
2008 PCTIC [74] High K-hops Good High No
2014 PSCA [75] Moderate 1-hop Moderate Moderate No
2015 CB-BDP [76] High 1-hop Good Low No
2011 MC-DRIVE [77] Moderate K-hops Good Moderate Yes

Mobility based clustering algorithms
2012 FUZZY [79] Low 1-hop Moderate High No
2016 DMC [80] Moderate 1-hop Bad Moderate No
2011 AMACAD [81] Low 1-hop Moderate Low No
2010 ALM [82] Moderate 1-hop Good Moderate Yes

Weight based clustering algorithms
2016 WCS [83] High 1-hop Good High Yes
2017 ACA [84] Moderate K-hops Moderate Moderate No
2015 AWCP [85] High K-hops Good High Yes
2019 MFCA-IoV [86] Moderate 1-hop Good High Yes
2018 CAVDO [87] High 1-hop Good High Yes

Destination based clustering algorithms
2011 LICA [88] Moderate K-hops Good High No
2017 DBR [89] High K-hops Moderate High Yes
2018 DACR [90] High K-hops Good Moderate Yes
2010 EUCLID [91] Moderate 1-hop Bad Low No

1-hop based clustering algorithms
2016 MOSIC [92] Moderate 1-hop Moderate High No
2015 SOCA [94] Low 1-hop Good High Yes
2009 RMAC [95] Moderate 1-hop Moderate Moderate No

k-hop based clustering algorithms
2011 N-hop [96] Low K-hops Bad Low No
2015 DMCNF [61] High K-hops Good Moderate Yes
2016 DHCV [97] Moderate K-hops Moderate Moderate No
2016 VMaSC-LTE [98] High K-hops Good High Yes
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Chapter 3

A New Heuristic Clustering

Algorithm Based on RSU for IoV

3.1 Introduction

Internet of Vehicle (IoV) is a very important promoter domain in the Intelligent Trans-

portation System (ITS), covering a wide range of technologies and applications, includ-

ing intelligent transport, cloud computing, vehicle information service, modern wireless

technologies, Internet access and communication [17]. According to Wu et al. [99], the

network structure of IoV is composed of four major components: On-Board Unit (OBU)

in each vehicle, Road Side Unit (RSU), Control Center (CC) and Internet.

First, the OBU contains several modules: GPS device module, Vehicle-to-Vehicle

and Vehicle-to-Infrastructure (V2V-V2I) communication module, Human Machine In-

terface Device (HMI) module, On-Board Diagnostics (OBD) module, GSM module and

Input-Output (I/O) devices. Second, RSU is a roadside computing device that has a

number of functionalities, such as traffic directories, data dissemination, security man-

agement, location servers, and service proxies [100]. RSU provides different services

to vehicles such as: communication services, security services, data dissemination and

aggregation services, and Internet access. In this respect, OBUs can exchange traffic

information with RSU and all others infrastructure in the coverage area. Third, the

CC is a main network component that performs various functions such as: supervising

and controlling the RSUs, road traffic management, interconnecting the VANET net-

work with other networks (e.g. cellular network) and facilitating the scaling of VANET

54
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network. Fourth, through the Internet, the messages could be shared between vehi-

cles and different infrastructures and broad-casted more widely. Consequently, more

information could be acquired.

IoV introduces the notion of encapsulation of communications, which enables the

vehicles to communicate with different networks, adapt to them and use the services

they provide. Due to different factors, such as the huge number of vehicles connected

(scalability problem), the large volume of data (big data) to process and store, road

conditions and traffic flows, and communication heterogeneity [3, 13], the design of

effective applications becomes a challenge in IoV. As a reaction, several techniques

are used among which is clustering. This latter, has recently, became a very effective

approach to make the dynamic VANETs more manageable and stable with acceptable

performance. Clustering is usable with different aims such as data dissemination and

aggregation, network overhead minimization, road safety, drivers comfort and mainly

routing schemes.

Aissaoui et al. [101] claim that clustering is the process of dividing the network

into different groups of nodes called clusters. Each cluster has a member which plays

the role of cluster head and allows communication among cluster members and among

different clusters as well. Generally, the clustering algorithm is divided into two main

steps: 1) cluster establishment, which in turn includes cluster heads selection and

cluster formation, 2) cluster maintenance, which aims to maintain the stability of the

clusters and recover failed links in internal or external communication in the cluster.

Clustering has many advantages such as: the scaling up (scalability) advantage, which

has to do with the division of the network into clusters to make it easier to manage and

reduces the coordination messages exchanged between all nodes. The second advantage

is the reduction of the execution load of the high-level protocols on all the individual

nodes. Finally, in terms of radio transmission, the prioritization of access to channels

makes it possible to limit access collisions and interferences.

Most of the proposed clustering protocols are based on totally distributed cluster-

ing approaches [61, 80, 92, 97, 102], which leads to a poor control and overloading the

network caused by the lack of a global view of the network for each node. On the

other hand, the centralized algorithm allows to improve network control and network

overhead through the availability of a global view of the network by a central node
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or infrastructure (e.g., RSU). Moreover, these distributed clustering approaches rely

on a huge number of broadcasting control messages to perform clustering algorithm,

which has a negative effect on the network overhead. In addition, several proposed

approaches do not take into account the unavailability of Cluster Head (CH) and the

mobility characteristics of VANET, which leads to the use of re-clustering several times,

affecting cluster stability and network performance negatively. Furthermore, according

to the available literature, the proposed schemes neglect the RSU when performing the

clustering process.

Nowadays, RSU is a must-have component especially with the evolution of conven-

tional VANETs towards the IoV. It is used for different roles such as traffic directories,

data dissemination, security management, location servers, network gateway and ser-

vice proxies [100]. The basic motivation behind using RSUs to perform the clustering

process is that RSUs are fixed infrastructure. It is much easier to send a message to a

fixed target than to a moving one. In addition, there are many proposed RSU-based

schemes [100, 103–105] hypothesizing that VANET network is totally covered by the

RSUs. This hypothesis is justified by the importance of the RSU and the applications

running on it. Mainly in critical applications such as safety applications, especially

when the safety of the individuals is at stake. Moreover, these proposed RSU-based

schemes clearly exhibit the efficiency of network performances. Furthermore, com-

pared to the vehicles, the RSU has a wide transmission range leading to a significant

reduction in network overhead since few control messages will be sent.

Considering all the above issues, this chapter aims to propose a new Heuristic one-

hop Clustering Algorithm based on RSU called HCAR for IoV, which is suitable for

highway environment. The proposed scheme focuses on Vehicle-to-Vehicle (V2V) and

Vehicle-to-Infrastructure (V2I) communications. It uses centralized one-hop cluster-

ing method at the RSUs, using a simple heuristic algorithm based on graph theory

concepts such as neighboring, adjacency matrix and node degree. To ensure good net-

work coverage, the suggested approach assumes that several RSUs are distributed and

installed in the highway area. Each RSU, taking charge of clustering in its coverage

area, includes only cluster formation phase. The corresponding algorithm uses a new

recovery method which is based on the election of the Secondary CH (SCH) using a

weighted method that combines three metrics: node velocity, node degree and node
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transmission range. This method helps to detect the unavailability of primary CH

and replace it quickly to increase cluster stability and avoid the re-clustering of the

network. The proposed scheme uses distributed techniques to maintain the clusters

in order to ensure clusters’ stability and react to the frequent change in the network

topology caused by the high mobility of the vehicles. In order to prove the workability

of the proposed approach, simulations are conducted using the network simulator NS-2

and VanetMobiSim integrated environment. Simulation results show that the present

scheme has better performances compared to the existing clustering schemes.

For a comprehensive view of the topic, the rest of this chapter is organized as fol-

lows: Section 3.2 describes the preliminaries. Section 3.3 gives details of the proposed

approach. Section 3.4 provides the performance evaluation of the proposed scheme.

Finally, a conclusion is presented in Section 3.5 with some highlighted future perspec-

tives.

3.2 Preliminaries

This section describes the preliminaries of the proposed approach through presenting

the network model and introducing the definitions and the notations used.

3.2.1 Network model

The proposed scheme is based on the following assumptions. First, each vehicle in the

network has a unique id. Second, each vehicle can calculate its velocity and is able

to know its current position and transmission range using GPS device. Third, the

highway has two roads (one for each direction), and three lanes for each road. Fourth,

several RSUs with a transmission range of 1.5 km are installed every 3 km on the side

of the highway area, to cover the entire vehicular network. We assume that each RSU

covers a sub-area of the highway, in order to perform cluster formation phase for each

direction separately in a centralized way. Figure 3.1 shows the network structure for

our proposed approach. If we assume that L is the length of the highway area, the

approximate number of RSUs N necessary to cover the entire vehicular network is

defined as follows:
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Figure 3.1: Network structure for our approach

N =

⌈
L

3

⌉
(3.1)

The RSU models its coverage highway sub-area by an undirected graph G = (V,E)

for each sub-road (one for each direction), where V , is the set of vertex, representing

the vehicles in the coverage area and E is the set of edges representing the set of the

communication links between vehicles. There is an edge (link) {u, v} ∈ E if and only

if u and v are mutually in the coverage area of each other’s (this implies that the link

between these nodes are bidirectional). Then, we have the following basic concepts of

graph theory that are used in our proposed approach:

• Neighbor of node: For each v ∈ V , the set of neighbors of v is defined by

Nv = {u ∈ V / u is adjacent to v}.

• Degree of a node: The degree of a node v ∈ V , denoted by dv and is defined

by the cardinality of its set of neighbors, which dv = |Nv|.

• Isolated node: Node that has a zero degree.
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• Adjacency matrix: Adjacency matrix is a mathematical tool used as a data

structure in computer science to represent a graph [106].

Either the graph G = (V,E), all the vertex of graph are numbered from 1 to n

with n = |V |. The adjacency matrix representation of G consists of a Boolean

matrix A of size n × n such that A[i][j] = 1, if edge(i, j) ∈ E and A[i][j] = 0

otherwise.

Figure 3.2 shows a simple example of the adjacency matrix, where Figure 3.2a

represents a non directed graph with five vertices and Figure 3.2b shows the

corresponding adjacency matrix.

(a) Graph (b) Adjacency matrix

Figure 3.2: Example of adjacency matrix

3.2.2 Definitions and notations

This section presents definitions and notations of the important concepts used in the

proposed clustering approach.

1. Virtual backbone network: It is a core network that interconnects all RSUs

and allows them to share information about the vehicular network.

2. On-Board Unit (OBU): It is a terminal equipment mounted on board of a vehi-

cle to provide a mutual wireless communication between vehicle and surrounding

vehicles and infrastructures. It uses Wireless Access in Vehicular Environment

(WAVE) standard, which is based on the emerging IEEE 802.11p communication

technology [107].

3. Road Side Units (RSUs): These are fixed communication infrastructure units

distributed on roadside for connecting vehicles to a larger infrastructure or to a
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core network, such as a metropolitan traffic management system [108]. The RSUs

have a wide transmission range of 1.5 km. It uses IEEE 802.11p communication

technology for V2I communication and LTE for infrastructure to infrastructure

(I2I) communication. These are the key elements in our approach and are re-

sponsible for performing the clustering process.

4. Vehicle-to-Vehicle (V2V) communication: It is the basic communication

type in VANET. It allows a direct wireless transmission of data between vehi-

cles and does not rely on fixed infrastructure. This type of communication is

established if and only if the vehicles are in the coverage area of each other.

5. Vehicle-to-Infrastructure (V2I) communication: It takes place between

vehicles and RSU fixed infrastructure through a wireless transmission. When a

vehicle wants to send a message to RSU, it first determines whether the RSU

is within its transmission range. If this is the case, the vehicle sends the mes-

sage directly to the RSU through wireless communication. Otherwise, it checks

whether it has a neighbor vehicle closer to the RSU. If it finds one, it sends the

message to this neighbor vehicle so that the latter forwards the message to the

RSU. Otherwise, this vehicle keeps the message (keeps carrying it) until it meets

a neighbor vehicle closer to the RSU.

6. Infrastructure-to-Vehicle (I2V) communication: When an RSU wants to

send message to vehicle, it first examines whether the vehicle is within its trans-

mission range. If this is the case, the RSU sends the message directly to the

vehicle. Otherwise, it looks for another RSU, which has the target vehicle in its

coverage area via I2I communication. Then, the RSU sends the message to this

RSU, which forwards the message to the target vehicle.

7. Weight of node: We introduce a metric: weight of a node, to be used later

by our graph based clustering algorithm to elect the SCHs. For a node v ∈ V ,

we assign a weight ωv that depends to three metrics: mobility indicator (node

velocity), node degree and node transmission range. It is calculated as follows:

If we suppose that a node v has been moved from position P1(x1, y1) at time

T1 to position P2(x2, y2) at time T2, we denote ∆dv the distance traveled by the
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node v over time ∆t (∆t = T2 − T1):

∆dv =
√

(x1 − x2)2 + (y1 − y2)2 (3.2)

Therefore, the velocity ψv of node v over time ∆t, is calculated as follows:

ψv =
∆dv
∆t

(3.3)

Thus, the mobility indicator MIv of node v, is calculated as:

MIv =

∣∣∣∣ln(
ψv
ψmax

)× 102

∣∣∣∣ (3.4)

where ψmax is the maximum velocity allowed on the road.

The MI depends on the velocity of vehicle. Typically, a vehicle with lower veloc-

ity has more stable communication links with its neighbors. Consequently, the

vehicle is suitable to be CH. There should be created a negative correlational

relationship between the MI and the velocity. Therefore, when the velocity de-

creases, the MI should be increased. Provided that ψv > 0 and ψv <= ψmax, so

0 < ψv

ψmax
<= 1. Therefore, we use the logarithm function, which is an increasing

function on this interval with negative values. The absolute value is used to get

a positive MI value. The MI is null when the velocity of vehicle reaches the

maximum value allowed.

Therefore, the weight ωv of node v is calculated based on the previous parameters

as follows:

ωv = C1 ×MIv + C2 × dv + C3 × Trv (3.5)

where Trv is the transmission range of node v.

C1, C2 and C3 are the weighting coefficients for the corresponding system param-

eters.

C1 + C2 + C3 = 1 (3.6)

The contribution of each weighting coefficient indicates the importance of the

corresponding parameter relatively to the others. In this study, we consider that
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the most important factor is the one related to the mobility. For this reason, the

MI is considered as the important parameter and therefore is assigned a higher

weighting coefficient. The second important one is related to the connectivity,

which represents the node degree. The last one is related to the transmission

power, which represents the transmission range. Moreover, these weighting co-

efficients can be adjusted according to the system requirements. Therefore, we

choose C1= 0.5, C2=0.3 and C3=0.2 as weighting coefficients values for the ex-

periments in this work.

8. Euclidean distance: For each two vehicles vi and vj (vi, vj ∈ V 2), Euclidean

distance (Ed) between them is defined as follows:

Ed(vi,vj) =
√

(xvi − xvj)2 + (yvi − yvj)2 (3.7)

Where, xvi , yvi , xvj and yvj represent the coordinates of the vehicles vi and vj,

respectively.

9. Communication link (edge): There is a communication link between two

vehicles vi, vj, noted as l(vi,vj), if and, only if the Euclidean distance between

them is less than or equal to the shortest transmission range of them.

∃ l(vi,vj) ⇔ Ed(vi,vj) ≤ min(Trvi , T rvj) (3.8)

Here, Trvi , T rvj are the transmission ranges of vehicle vi, vj, respectively.

10. Notations: Various notations used in the proposed scheme are given in Table 3.1.

11. Vehicle state: In the proposed clustering approach, vehicles can be in one of the

following four status: Undefined Node (UN), Cluster Head (CH), Cluster Member

(CM), and Secondary Cluster Head (SCH). Status are defined as follows:

• UN: Initial state of a vehicle, it does not belong to any cluster and without

role.

• CH: Vehicle that has the task of coordination among cluster members and

provides intra and inter cluster communication.
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Table 3.1: Notations used in this study.

Symbols Description

IDv Identify of vehicle v
RSUi Identify of RSU i
Trv Transmission range of vehicle v
Pv Position of vehicle v
Ed(vi,vj) Euclidean distance between vi, vj
l(vi,vj) Communication link between vi, vj
dv Degree of node v
ψv Velocity of vehicle v
ωv Weight of node v
Dirv Direction of vehicle v
CHi Cluster Head of cluster i
SCHi Secondary Cluster head of cluster i
CM tablei Member list of cluster i

• SCH: The vehicle that will replace the primary CH, in case it becomes

unavailable or leaves the cluster.

• CM: A vehicle in a cluster but it is not a CH or a SCH.

12. Message type: Our clustering approach uses several types of messages. Ta-

ble 3.2 presents the different types of messages with their descriptions.

Table 3.2: Message type in this study.

Message Source Destination Description

BEACON RSU Vehicle Notify vehicles
JOIN Vehicle RSU Join the network
Reply CH RSU Vehicle Nominate a CH
Reply SCH RSU Vehicle Nominate a SCH
Reply CM RSU Vehicle Nominate a CM
update C Vehicle Vehicle,RSU Cluster update

3.3 Proposed approach

This section introduces a new Heuristic one-hop Clustering Algorithm based on RSU

(HCAR) for IoV, which provides improved and reliable performance for classic VANET

with better cluster stability and lower communication overhead. The proposed algo-

rithm focuses only on Vehicle-to-Vehicle (V2V) and Vehicle-to-Infrastructure (V2I)

communications. As it was mentioned previously, the proposed approach uses a hybrid
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method that combines the centralization of the heuristic one-hop clustering algorithm

at distributed RSUs. This latter are responsible for performing the cluster formation

phase for all vehicles within its coverage area according to a fully centralized way

based on a heuristic algorithm using graph theory concepts. In addition, the current

approach uses a new algorithm to recover the problem of the unavailability of primary

CH, through the selection of Secondary CH (SCH).This latter is selected from the

cluster members based on a weighted mechanism that combines three metrics: node

velocity, node degree and node transmission range. The proposed approach also takes

care of the maintenance phase using distributed methods to maintain the stability and

structure of clusters. The rest of this section shows the main steps of the suggested

approach including cluster formation and maintenance phases.

3.3.1 Cluster formation

The main steps of this phase are defined as follows:

• Step 1: Each RSU broadcasts periodic BEACON message containing its identity

(RSUi) and position.

• Step 2: Once a vehicle v enters the road, it is in UN state, and when entering into

the coverage area of an RSUi and receiving its broadcast, and after calculating

its velocity ψv based on Eqs. (3.2) and (3.3), and getting its position (Pv), its

direction (Dirv) and its transmission range (Trv), it determines whether the

RSUi is within its communication range. If so, the vehicle v sends the JOIN

request to this RSUi directly. Otherwise, it checks out whether it has a neighbor

vehicle closer to the concerned RSUi. If it finds one, the vehicle v sends a JOIN

request to this neighbor vehicle so that it forwards the JOIN request to the

RSUi. Otherwise, vehicle keeps the JOIN request (keeps carrying it) until it

meets a neighbor vehicle closer to the RSUi.

• Step 3: Each RSU, after receiving the JOIN requests from vehicles within its

coverage area (inside of its transmission range), creates an adjacency matrix for

each direction based on information received from vehicles. Algorithm 1 presents

the procedure executed by the RSU for the creation of the adjacency matrix.
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Algorithm 1: Adjacency Matrix Creation

Input: (v1...vn);( P1...Pn);(Tr1...T rn)
Output: A[n][n]: adjacency matrix

1 for i← 1 to n do
2 for j ← 1 to n do
3 Ed(vi,vj) =

√
(xvi − xvj)2 + (yvi − yvj)2

4 if (Ed(vi,vj) ≤ min(Trvi , T rvj) then
5 A[i][j]← 1

6 else
7 A[i][j]← 0

8 return A[n][n]

• Step 4: Each RSU executes a heuristic algorithm (Algorithm 2) to perform

clusters’ formation phase.

In our algorithm, we have two types of isolated nodes. First, the permanent

isolated nodes are the nodes having a degree zero according to the initial adja-

cency matrix (initial graph). Second, the temporary isolated nodes are the nodes

having a degree one, which becomes zero at the end of the current iteration when

the adjacency matrix is updated.

The algorithm starts by extracting the permanents isolated nodes from the ad-

jacency matrix (nodes that have degree zero), and puts them in isoNode. Next,

the algorithm selects the node that has the maximum degree according to the

adjacency matrix and assigns as a new CH for the cluster that is under construc-

tion. If two or more nodes have the same maximum degree, the node with the

lowest ID is chosen. Then, the algorithm adds all its neighbors to its members

list (CM table), and sets all the rows and columns in the adjacency matrix cor-

responding to its neighbors to zero. After these updates occur on the adjacency

matrix and at the end of each iteration, if any node becomes isolated (temporary

isolated nodes), it is added immediately to the cluster members table (CM table)

of CH. This process repeats iteratively until all the elements of the adjacency ma-

trix become zero. At the end, the permanent isolated nodes are handled. For

each permanent isolated node, the algorithm chooses the nearest CH for this

isolated node to join its cluster. Algorithm 3, executed by RSU, describes the

handling of the permanent isolated nodes in our approach. We denote the set of
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Algorithm 2: Cluster Formation at RSU

Input: A[n][n]: Adjacency matrix of Graph G(V,E)
Output: C1,C2,....,Cm

1 isoNode: Set of permanent isolated nodes
2 iC: index of cluster under creation
3 Extract permanents isolated nodes (isoNode)
4 iC ← 1
5 while sum(A[n][n]) != 0 do
6 Select node that has max degree as CHiC

7 if many nodes has the same max degree then
8 Select node that has lowest ID as CHiC

9 Add all neighbors of CHiC to members table CM tableiC
10 foreach node v in CM tableiC do
11 A[idCH ][idv]← 0
12 A[idv][idCH ]← 0

13 foreach temporary isolated node v do
14 Add v to members table CM tableiC

15 iC ← iC + 1

16 Permanent isolated node handling(isoNode)
17 for i← 1 to iC do
18 SCHi ← SCH selection(Ci,CM tablei)
19 Remove SCHi from CM tablei
20 Send reply CH (Ci, CM tablei,SCHi) to CHi

21 Send reply SCH (Ci, CM tablei,CHi) to SCHi

22 foreach node v in CM tablei do
23 Send reply CM (Ci, CHi) to v

isolated nodes by isoNode.

Figure 3.3 shows a simple example of clusters formation phase of our proposed

approach. At first, the algorithm starts with the extraction of the permanent

isolated nodes. In this example and according to the adjacency matrix, node 15

is a permanent isolated node. This latter is put in the set isoNode to handle

it next. Then, node 16 (colored in green) is chosen as CH (because it has the

maximum degree) and all its neighbors become members (colored in yellow). In

parallel, the elements of the rows and columns corresponding to this CH and its

members become zero in the adjacency matrix. At the end of this iteration, the

first cluster C1 is formed: C1{CH:16; CM: 1,7,9,10,14}. In the second iteration,

the same procedure is repeated, node 3 is chosen as CH2 and its neighbors as

cluster members. At the end of this iteration, there is a new temporary isolated
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Algorithm 3: Permanent Isolated Node Handling

Input: C1,C2,....,CiC ; isoNode
Output: Final clusters state

1 idC: id of cluster to join
2 foreach node v in isoNode do
3 Select the nearest CH to v
4 idC ← id of cluster of nearest CH
5 Add v to members table CM tableidC

node (node 17) that appears (colored in blue), this node is added immediately to

the cluster table (CM table) of this CH2. The state of the second cluster becomes

as follows: C2 {CH:3; CM: 11,8,6,14,17}. Afterward, the node 5 is chosen as CH3

and its neighbors as cluster members C3 {CH:5; CM: 2,12,13}. The process ends

as soon as all the elements of the adjacency matrix became zero. At the end, the

permanent isolated node 15 (colored in red) is handled, the algorithm chooses

CH3 because of its closeness to this isolated node. Therefore, the node 15 joins

the cluster C3.

• Step 5: After clusters formation, the RSU must choose for each cluster a node

that has the maximum weight (ω) among the cluster members of cluster as a

SCH. This latter replaces the primary CH in case of its unavailability. The stage

of selecting the SCHs is described in Algorithm 4.

Algorithm 4: SCH Selection

Input: Ci

Output: SCHi

1 maxW : the maximum weight
2 maxW ← 0
3 foreach node v in CM tablei do
4 Calculate weight ωv of v based on Eqs. (3.4) and (3.5)
5 if ωv > maxW then
6 maxW ← ωv
7 SCHi ← IDv

8 return SCHi

• Step 6: Then, the RSU informs all the vehicles of their role in the network,

by sending a reply: reply CH, reply SCH and reply CM to CH, SCH and CMs

respectively for each cluster. The process of the cluster formation phase at RSU

is illustrated in Figure 3.4.
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(a) Initial network
(b) Initial associated adja-
cency matrix

(c) First cluster formation
(d) Associated adjacency ma-
trix

(e) Second cluster formation
(f) Associated adjacency ma-
trix

(g) Temporary isolated node han-
dling

(h) Associated adjacency ma-
trix

(i) Permanent isolated node han-
dling and final clusters formation

(j) Final associated adjacency
matrix

Figure 3.3: Example showing clusters formation phase
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Figure 3.4: Clusters formation phase function at the RSU

• Step 7: After receiving the reply from the RSU, each vehicle updates its state

to CH, SCH and CM respectively with reply CH, reply SCH and reply CM and

starts the transmission phase. Algorithm 5 describes the execution of this step

by the vehicles. The process of the cluster formation phase at vehicle can be

given by the flowchart as illustrated in Figure 3.5.

Algorithm 5: Cluster Formation at Vehicle

1 Receive(reply) from RSU i
2 switch reply do
3 case reply CH do
4 state← CH
5 Update (C,SCH,CM table)

6 case reply SCH do
7 state← SCH
8 Update (C,CH,CM table)

9 case reply CM do
10 state← CM
11 Update (C,CH)

3.3.2 Cluster maintenance

Because of the special characteristics of VANETs, such as high mobility and frequent

change of topology, vehicles keep joining and leaving clusters frequently. Therefore, an
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Figure 3.5: Clusters formation phase function at the vehicle

extra maintenance overhead is present. In our proposed approach, cluster maintenance

phase is described next.

3.3.2.1 CH or SCH leaving discovery

When the clusters’ formation phase is finished, a private communication link is es-

tablished between the CH and SCH in the cluster. Both of them exchange periodic

messages stating their state in the cluster. The CH vehicle periodically detects the

state of the SCH vehicle and vice versa. If a SCH does not receive a periodic message

from its CH over a time period. It means that the CH has left the cluster because it is

outside the transmission range of SCH. This latter must replace it and serve as a new

CH of cluster, and change its state to CH. Then, it selects a new SCH for the cluster

from cluster members based on the weights of this cluster member that has already

been calculated and sent by the RSU during the formation phase. The new CH (old

SCH) must inform all vehicles within its cluster to make the necessary updates by

sending an update C message. The CM that becomes the new SCH changes its status

to SCH. The remaining CMs update their CH and the state of the old CH changes

to UN. At the end, the new CH informs the nearest RSU of the update of the state

of the cluster in order to share it via backbone network with the other RSUs. The
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pseudo code of CH leaving discovery at SCH is shown in Algorithm 6. On the other

hand, if CH does not receive a periodic message from its SCH over a time period, it

means that the SCH has left the cluster. Therefore, the CH selects a new SCH for the

cluster among cluster members based on the weights of members. Then, the CH sends

an update C message to the node which becomes a new SCH. This latter changes its

status to SCH. The state of the old SCH changes to UN. At the end of this phase, the

CH informs the nearest RSU by this update in order to share it via backbone network

with the other RSUs.

Algorithm 6: CH Leaving Discovery at SCH

1 Detect leaving of CHi

2 state← CH
3 Select a new SCHi among members
4 Remove SCHi from CM tablei
5 Send update C(Ci, CM tablei,CHi) to SCHi

6 foreach node v in CM tablei do
7 Send update C(Ci, CHi) to v

3.3.2.2 Leaving a Cluster

On the highway, vehicles may join and leave the clusters several times. When the cluster

formation phase terminates, each CH triggers a monitoring process of its members

(CM table) to keeps track of their presence in the cluster. In this respect, each cluster

member periodically sends a beacon message to its CH according to its proper slot

time. On the other hand, the CHs use an intra-cluster gathering process to collect the

beacon messages from their cluster members to monitor their presence in the cluster.

Therefore, when a CM moves out of the cluster range, the CH detects this event and

deletes this CM from its members table, then it sends an update C message to its

SCH. Furthermore, if a CM does not receive the periodic message from its CH over a

time period, the state of that node changes to UN and this node can then join another

cluster.

The process of leaving a cluster is illustrated in Figure 3.6.
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Figure 3.6: Cluster leaving function

3.3.2.3 Joining Cluster

When the clusters formation phase is finished, several UN nodes seek to join the net-

work. These nodes are either new nodes or nodes leaving other clusters. When a UN

vehicle approaches a CH (comes inside its transmission range), sends a beacon message

containing its velocity to this CH. Then, this latter calculates the relative velocity to

this UN vehicle, and if the velocity difference is within +/- ∆Vth, the UN vehicle will

join the cluster and subsequently, the CH adds it to its members list, otherwise it

ignores it. On the other hand, if the UN node receives the reply from the CH, it must

change its state to CM and join the cluster. The different steps to join a cluster are

shown in Figure 3.7. Algorithm 7 describes the process followed by a CH during the

joining a cluster phase. .

Algorithm 7: Joining cluster discovery at CH

1 Receive periodic message from UN
2 Calculate relative velocity (rv) to UN
3 if rv +/- ∆Vth then
4 Add UN to CM table of CH
5 Send update C(C, CM table,CH) to SCH
6 Send reply to UN

7 else
8 Ignore UN
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Figure 3.7: Cluster joining function

3.3.3 Theoretical analysis

In this section, we present the theoretical analysis in order to prove the rationality and

performances of the proposed clustering algorithm.

3.3.3.1 Clustering Overhead Analysis

The major disadvantage introduced by the majority of clustering protocols is the ad-

ditional overhead messages including control messages in order to maintain the cluster

structure. The clustering overhead, OVc can be classified as follows:

(1) Overhead due to broadcast of BEACON message, OVb.

(2) Overhead due to cluster formation phase, OVcf .

(3) Overhead due to cluster maintenance phase, OVcm.

Therefore, the total aggregation overhead is the sum of the contributing factors

above.

OVc = OVb +OVcf +OVcm (3.9)

To simplify the analysis, the following parameters are used.

• n: It is the number of vehicles in the network.

• N: It is the number of RSUs installed on the roadside (see Eq. 3.1).



A New Heuristic Clustering Algorithm Based on RSU for IoV 74

• bi: It is the number of vehicles which received the BEACON message broad-

casted by the RSU i.

• c: It is the number of CHs elected.

• mi: It is the number of members in the cluster i.

The BEACON messages are broad-casted by the RSUs to attract vehicles to join

the network, the BEACON overhead in the worst case is:

OVb = O(
N∑
i=1

bi) (3.10a)

Knowing that (
∑N

i=1 bi) ≤ n, so:

OVb = O(n) (3.10b)

The cluster formation overhead depends on the RSU and vehicles at the same time.

After receiving the BEACON message, every vehicle in the RSU area sends a JOIN

request to the RSU and waits for a reply. After receiving all JOINs requests, the RSU

in turn, sends replies to vehicles in its area. Thus, the message complexity in the worst

case of the formation phase is:

OVcf = O(2.
N∑
i=1

bi) (3.11a)

Knowing that (
∑N

i=1 bi) ≤ n, so:

OVcf = O(n) (3.11b)

The cluster maintenance overhead depends on the events that change and affect

the cluster structure, that are: CH (or SCH) leaves a cluster, UN joins cluster, or CM

leaves a cluster. The CH periodically detects the state of the SCH and vice versa.

If the SCH (or CH) detects the unavailability of CH (or SCH), the SCH must take

the role of CH and inform the members of the cluster by broadcasting an update

messages. Therefore, the complexity in the worst case for this event is O(
∑c

i=1mi). In

our proposal, the CH has a function of monitoring its members (CMs) to keep track of
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their presence. When a CM moves out of the cluster range, the CH detects this event

and deletes this CM from the members table, then sends an update message to its

SCH. The complexity corresponding to this event is O(
∑c

i=1mi). When a UN vehicle

approaches a CH (enters its transmission range), the UN sends its relative velocity to

CH which checks whether the relative velocity of this node is less than or equal to the

average relative velocity of the cluster. If it is the case, the CH adds the UN to its

members table and sends a reply message to this UN. The complexity corresponding

to this event is O(c). The maintenance phase overhead is as follows:

OVcm = O(2.
c∑
i=1

mi) +O(c) (3.12a)

Knowing that (
∑c

i=1mi) ≤ n and c ≤ n, so:

OVcm = O(n) (3.12b)

The total overhead OVc for our proposed scheme is therefore:

OVc = O(3n) (3.13a)

OVc = O(n) (3.13b)

3.3.3.2 Clustering Properties:

In order for our proposed solution to work properly, some clustering properties must

be satisfied.

Definition 1 Safety property: Each cluster has one and only one CH. Every node

can belong to only one cluster.

The safety property has to ensure that the vehicles in the network are grouped into

clusters and each cluster has only one CH. In addition, this propriety ensures that each

node belongs to a single cluster to avoid overlap between clusters.

Lemma 1 The safety property is satisfied.

Proof 1 Based on Algorithm 2, node vi is a new CH, if it satisfies following conditions:
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1. It has the maximum degree.

2. It has the lowest ID, if two or more nodes have the same maximum degree :

di = dj = .. = dk =⇒ idi = min(idi, idj, .., idk) (3.14)

This implies a unique choice of CH for each cluster and the first part of the property

is verified.

In addition, each node vi can belong to a single cluster with two possible cases:

Case 1: if it has a direct link (one-hop) to a CH :

∃ CHj: A[j][i] = 1.

Consequently, it joins the cluster of CHj, and the elements of its row and its column are

set to zero in the adjacency matrix. Therefore, this node cannot join another cluster

in the following iterations.

Case 2: if it has indirect link (two-hops) to a CH (temporary isolated node) :

∃ CHj, ∃vk : (A[j][k] = 1) ∧ (A[i][k] = 1).

And the elements of its row and its column become zero in the current iteration.

This implies that each node can belong to only one cluster and the second part of

the property is verified.

Lemma 2 Cluster formation algorithm terminates.

Proof 2 Since every node can determine its cluster (lemma 6), the sum of elements

of the adjacency matrix corresponding to the virtual graph will eventually become zero.

n∑
i,j=1

A[i][j] = 0 (3.15)

Thus, the algorithm will terminate.

Definition 2 Dominance property: In a cluster, every ordinary node has a cluster

head as its neighbor with two hops at most.

The dominance property ensures that each ordinary node has direct access to its cluster

head, thus allows fast inter and intra-cluster communication.
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Lemma 3 The dominance property is satisfied.

Proof 3 Each ordinary node can reach its CH. vi is an ordinary node. Two cases are

possible.

Case 1: if it has a direct link (one-hop) to a CH:

∃ CHj: A[j][i] = 1.

Thus, the node vi can reach CHj in one hop.

Case 2: if it has indirect link (two-hops) to a CH (temporary isolated node) :

∃ CHj, ∃vk : (A[j][k] = 1) ∧ (A[i][k] = 1).

Thus, the node vi can reach CHj in two hops via node vk.

This implies that each node can reach its CH in two hops at most, the property is

verified.

Definition 3 Independence property: No two cluster-heads can be neighbors.

The independence property ensures an efficient clustering method with a few clusters.

Lemma 4 The independence property is satisfied.

Proof 4 Ni is the set of neighbors of node i. We assume that we have two neighboring

cluster heads, CHi and CHj of clusters Ci and Cj respectively. The following condition

is satisfied:

(CHi ∈ Nj) ∧ (CHj ∈ Ni)

That implies

(CHi ∈ CM tablej) ∧ (CHj ∈ CM tablei)

and

(CHi ∈ (Ci, Cj)) ∧ (CHj ∈ (Cj, Ci))

Since every node can belong to only one cluster (lemma 6), the conditions above

present a contradiction.
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Definition 4 Liveness property: At time t, each node is in one of these states UN,

CH, SCH or CM.

The liveness property ensures that each node is in a stable state at a given time.

Lemma 5 The liveness property is satisfied.

Proof 5 According to the transition state (Figure 3.8), every transition from one state

to another is due to an event. The possible transitions are as follows:

Figure 3.8: Transition state

1. From UN state to CM state: this transition is triggered by two events: the

node receives a reply CM from RSU or receives a reply from CH to join a cluster

during the maintenance phase.

2. UN state to CH state: this transition is triggered when a node receives a

reply CH from RSU.

3. UN state to SCH state: this transition is triggered by the reception of a

reply SCH from RSU.

4. Transition from CH state to UN state: is triggered when a node in CH

state leaves a cluster.

5. CM state to UN state: this transition is initiated when a node in CM state

leaves a cluster.
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6. The transition from CM state to SCH state: is activated by the following

event: the CH assigns a new SCH for a cluster because the current SCH left the

cluster.

7. SCH state to CH state: this transition is triggered when the CH leaves the

cluster.

8. SCH state to UN state: this transition is activated when a node in SCH state

leaves the cluster.

3.4 Simulation

3.4.1 Experimental analysis

This section is devoted to simulation in order to prove the effectiveness and perfor-

mances of the proposed approach using the network simulator NS-2 (version 2.34) [109]

and VanetMobiSim [110] integrated environment on a machine with intel i5 (4th gener-

ation) processor and 8 GB of RAM. The simulation is based on one directional highway

with three lanes. There are three RSU installed at the road segment. Physical and

MAC layers are configured according to 802.11p standard with channel throughput of

11 Mbps. The velocity varies uniformly between 10 m/s and 35 m/s. The transmis-

sion range is also varied from 100 m to 300 m. Many scenarios were used in which

important parameters have been modified, such as the velocity and the transmission

range. The vehicles were assigned to random positions and they moved according to

the mobility model, named the Intelligent Driver Model including Lane Change (IDM-

LC) [111, 112], which is integrated in VanetMobiSim. The prorogation model used is

Two-ray Ground. The different simulation parameters are listed in Table 3.3.

We compare the results of our proposed scheme to two well-known protocols for

VANET belonging to the same family of clustering named MOSIC [92] and N-hop [96].

3.4.2 Comparison metrics

The analysis of the stability performance of the proposed algorithm is based on five

metrics: CH lifetime, CM lifetime, CH change number, number of clusters and control

overhead.
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Table 3.3: Simulation parameters.

Parameter Value

Number of vehicles 80 – 100
Simulation time 360 s
Simulation area 5000 × 100 m
Number of lanes 3
Road Side Unit 2
Transmission range 100 – 300 m
Mobility model IDM-LC
Propagation model Two-ray Ground
MAC/PHY standard IEEE 802.11p
MAC data transfer rate 11 Mbps
Velocity of vehicles 10 – 35 m/s
Maximum allowed velocity (ψmax) 40 m/s
C1, C2 and C3 values 0.5, 0.3 and 0.2

3.4.2.1 CH Lifetime

CH lifetime is an important parameter to show the efficiency of the technique used for

CHs’ election and clusters’ stability. Average CH lifetime represents the time during

which the vehicle is in a CH state. Figure 3.9a shows the average CH lifetime of the

proposed approach versus MOSIC and N-hop protocols under different velocities value.

Figure 3.9b presents the average CH lifetime of the proposed scheme under different

transmission ranges.

According to Figure 3.9a, for the lowest simulated speed (10 m/s), the average CH

lifetime of HCAR is equal to 214 s, while the average CH lifetime of both MOSIC and

N-hop is, respectively, equal to 183 s and 110 s. For the highest simulated speed (35

m/s), the average CH lifetime of HCAR is equal to 188 s, while the average CH lifetime

of both MOSIC and N-hop is, respectively, equal to 155 s and 82 s. We can make three

observations. Firstly, as the velocity gets higher, the decrease in the average CH lifetime

of the three protocols is very moderate because the network topology is very dynamic

due to the high mobility of the vehicles. Secondly, the average CH lifetime of HCAR

is longer than those of MOSIC and N-hop. Thirdly, the average CH lifetime achieved

by our proposed scheme in the case of the highest speed (188 s) is greater than those

achieved by MOSIC (183 s) and N-hop (110 s) for the lowest speed. This shows that

our approach is efficient even for high speed.

As shown in Figure 3.9b, for the lowest simulated speed (10 m/s), the average CH
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lifetime, when HCAR is used for 100 m, 200 m and 300 m transmission ranges, is 192

s, 214 s and 238 s, respectively. For the highest simulated speed (35 m/s), the average

CH lifetime, when HCAR is used for 100 m, 200 m and 300 m transmission ranges

is 157 s, 188 s and 210 s, respectively. We can make the following two observations:

Firstly, the average CH lifetime, when HCAR is used, increases as the transmission

range increases. This is because increasing the transmission range leads to increasing

the radius of the cluster’s coverage area. Secondly, as the speed increases, the average

CH lifetime decreases moderately for the three transmission ranges (100 m, 200 m and

300 m). This is due to the efficient clustering process used in our proposed scheme.

(a) Average CH lifetime versus MOSIC &
N-hop

(b) CH lifetime under different transmis-
sion ranges

Figure 3.9: Average CH lifetime

3.4.2.2 CM Lifetime

CM lifetime is a metric used to show the performance of the clustering algorithm and

demonstrate the stability of the constructed clusters. Average CM lifetime represents

the time during which the vehicle is in a CM state. Figure 3.10a shows the average

CM lifetime of the proposed scheme versus MOSIC and N-hop protocols under different

velocity values. Figure 3.10b depicts the average CM lifetime of the proposed algorithm

under different transmission ranges.

As illustrated in Figure 3.10a, for the lowest simulated speed (10 m/s), the average

CM lifetime of HCAR is equal to 219 s, while the average CM lifetime of both MOSIC

and N-hop is, respectively, equal to 186 s and 113 s. For the highest simulated speed

(35 m/s), the average CM lifetime of HCAR is equal to 225 s, while the average CM

lifetime of both MOSIC and N-hop is, respectively, equal to 202 s and 161 s. We can

make three observations. Firstly, as the velocity gets higher, the irregular change in
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the average CM lifetime of the three mechanisms, that is due to the high mobility of

vehicles, which makes the network topology very dynamic. Secondly, the average CM

lifetime of HCAR is longer than those of MOSIC and N-hop. Thirdly, the average CM

lifetime achieved by our proposed scheme in the case of the highest speed (225 s) is

greater than those achieved by MOSIC (186 s) and N-hop (113 s) for the lowest speed.

This shows that our approach is efficient even for high speed.

As shown in Figure 3.10b, for the lowest simulated speed (10 m/s), the average CM

lifetime, when HCAR is used for 100 m, 200 m and 300 m transmission ranges, is 189

s, 219 s and 238 s, respectively. For the highest simulated speed (35 m/s), the average

CM lifetime, when HCAR is used for 100 m, 200 m and 300 m transmission ranges

is 208 s, 225 s and 247 s, respectively. We can make the following two observations:

Firstly, as the speed increases, the average CM lifetime decreases moderately for the

three transmission ranges (100 m, 200 m and 300 m). This is due to the efficient

maintenance phase of our proposed scheme. Secondly, the average CM lifetime, when

HCAR is used, increases as the transmission range increases. This is because increasing

the transmission range leads to increasing the radius of the cluster’s coverage area.

(a) Average CM lifetime versus MOSIC &
N-hop

(b) CM lifetime under different transmis-
sion ranges

Figure 3.10: Average CM lifetime

3.4.2.3 CH Change Number

CH change number is a metric used to demonstrate the performance of the clustering

algorithm and the stability of the constructed clusters. Average CH change number

represents the number of vehicles whose state changes from CH state to UN state

during a simulation period. Typically, a low CH change number leads to a stable cluster

structure. Figure 3.11a shows the average CH change number of the proposed scheme
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versus MOSIC and N-hop protocols under different velocity values. Figure 3.11b depicts

the average CH change number of the proposed algorithm under different transmission

ranges.

According to Figure 3.11a, for the lowest simulated speed (10 m/s), the average

CH change number of HCAR is equal to 35, while the average CH change number of

both MOSIC and N-hop is, respectively, equal to 45 and 60. For the highest simulated

speed (35 m/s), the average CH change number of HCAR is equal to 42, while the

average CH change number of both MOSIC and N-hop is, respectively, equal to 54 and

72. We can make three observations. Firstly, as the velocity gets higher, the increase

in the average CH change number of all three protocols is very moderate because the

network topology is very dynamic due to the high mobility of the vehicles. Secondly,

the average CH change number of HCAR is less than those of MOSIC and N-hop.

Thirdly, the average CH change number achieved by our proposed scheme in the case

of the highest speed (42) is less than those achieve by MOSIC (45) and N-hop (60) for

the lowest speed. This shows that our approach is efficient even for high speed.

As shown in Figure 3.11b, for the lowest simulated speed (10 m/s), the average CH

change number, when HCAR is used for 100 m, 200 m and 300 m transmission ranges,

is 39, 35 and 29, respectively. For the highest simulated speed (35 m/s), the average CH

change number, when HCAR is used for 100 m, 200 m and 300 m transmission ranges

is 47, 42 and 36, respectively. We can make the following two observations: Firstly,

the average CH change number, when HCAR is used, decreases as the transmission

range increases. This is because increasing the transmission range leads to increasing

the radius of the cluster’s coverage area. Secondly, as the speed increases, the average

CH change number increases moderately for the three transmission ranges (100 m, 200

m and 300 m). This is due to the efficient clustering process of our proposed scheme.

3.4.2.4 Number of Clusters

The average number of clusters is a metric used for the evaluation of the quality of

clustering scheme. Figure 3.12a depicts the average number of clusters of the pro-

posed approach versus MOSIC and N-hop protocols under different velocity values.

Figure 3.12b presents the average number of clusters of the proposed scheme under

different transmission ranges.
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(a) Average CH change number versus
MOSIC & N-hop

(b) CH change number under different
transmission ranges

Figure 3.11: Average CH change number

According to Figure 3.12a, for the lowest simulated speed (10 m/s), the average

number of clusters of HCAR is equal to 14, while the average number of clusters of

both MOSIC and N-hop is, respectively, equal to 22 and 24. For the highest simulated

speed (35 m/s), the average number of clusters of HCAR is equal to 18, while the

average number of clusters of both MOSIC and N-hop is, respectively, equal to 25 and

28. We can make two observations. Firstly, as the velocity gets higher, the increase

in the average number of clusters of the three protocols is very moderate because the

network topology is very dynamic due to the high mobility of the vehicles. Secondly,

the average number of clusters of HCAR is less than those of MOSIC and N-hop.

As shown in Figure 3.12b, for the lowest simulated speed (10 m/s), the average

number of clusters, when HCAR is used for 100 m, 200 m and 300 m transmission

ranges, is 16, 14 and 12, respectively. For the highest simulated speed (35 m/s),

the average number of clusters, when HCAR is used for 100 m, 200 m and 300 m

transmission ranges is 21, 18 and 15, respectively. We can conclude the following two

observations. Firstly, as the speed increases, the average number of clusters increases

moderately for the three transmission ranges (100 m, 200 m and 300 m). This is due to

the efficient clustering process of our proposed scheme. Secondly, the average number

of clusters, when HCAR is used, decreases as the transmission range increases. This is

because increasing the transmission range leads to increasing the radius of the cluster’s

coverage area.
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(a) Clusters number versus MOSIC & N-
hop

(b) Clusters number under different trans-
mission ranges

Figure 3.12: Average clusters number

3.4.2.5 Control Overhead

The major issue introduced by the majority of proposed clustering schemes is the ad-

ditional overhead messages including control messages in order to maintain the cluster

structure. Therefore, the control overhead is the number of control messages received

by each node during the clustering process. Figure 3.13 shows the average control

message overhead of our proposed algorithm, MOSIC, and N-hop for different velocity

values.

According to Figure 3.13, for the lowest simulated speed (10 m/s), the average

control message overhead of HCAR is equal to 11.5 kbps, while the average control

message overhead of both MOSIC and N-hop is, respectively, equal to 13.4 kbps and 17

kbps. For the highest simulated speed (35 m/s), the average control message overhead

of HCAR is equal to 14,7 kbps, while the average control message overhead of both

MOSIC and N-hop is, respectively, equal to 15 kbps and 20 kbps. We can make two

observations. Firstly, as the velocity gets higher, the increase in the average control

message overhead of the three protocols is very moderate because the network topology

is very dynamic due to the high mobility of the vehicles. Secondly, the average control

message overhead of HCAR is less than those of MOSIC and N-hop.

3.5 Conclusion

In this chapter, a new Heuristic one-hop Clustering Algorithm based on RSU (HCAR)

for IoV is presented. Clustering in HCAR is performed in a centralized way at the RSUs

using a simple heuristic algorithm based on graph theory concepts, such as neighboring,
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Figure 3.13: Average overhead

adjacency matrix and node degree. Furthermore, HCAR uses a new recovery method

which is based on the election of the Secondary CH (SCH), using a weighted method

that combines three metrics: vehicle velocity, vehicle degree and vehicle transmission

range. This method helps to detect the unavailability of primary CH and replace it

quickly to increase cluster stability and avoid the re-clusterings of network. Moreover,

HCAR maintains the clusters using a distributed mechanism to ensure clusters’ stability

and react to the frequent changes in network topology. HCAR is evaluated using

simulation by comparing it to other protocols under different scenarios. Simulations

are conducted using the network simulator NS2 and the VanetMobiSim integrated

environment. Results clearly show the efficiency of HCAR as compared to MOSIC

and N-hop protocols. HCAR increases the average CH lifetime and the average CM

lifetime, improves the overview of the network using a central node (RSU) to perform

the cluster formation phase, decreases the average CH change number and clusters

number, and reduces significantly the number of control messages. As future work, we

aim to investigate the use of HCAR in urban areas by designing an effective protocol

and comparing its performance to existing clustering protocols.

The next chapter presents the second contribution of our thesis. In this respect, we

propose a new multi-hop clustering approach over Vehicle-to-Internet communication

for improving conventional VANETs performances.



Chapter 4

MCA-V2I: A Multi-hop Clustering

Approach over Vehicle-to-Internet

communication for improving

VANETs performances

4.1 Introduction

4.1.1 VANET toward IoV: An overview

The Internet of Vehicles (IoV) is an evolution of conventional VANET. It extends

VANET’s scale, structure and applications. This evolution leads to the emergence of

new interactions at the road level among vehicles, humans and infrastructure [43]. It is

an important field of research to improve conventional VANETs and their performances.

Researchers have proposed several protocols for different aims and applications, such

as data dissemination and aggregation, network overhead minimization, road safety,

traffic management and mainly routing schemes.

Compared with VANET, IoV has many specific advantages and characteristics, such

as developing and extending the exploitation of the Intelligent Transportation System

(ITS) in different fields of research and industry [3]. The first main advantage is the

quick and easy access to the Internet. This allows sharing safety information between

vehicles and providing useful information, such as the availability of hotels, parking’s

87
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location, gas stations and even drivers’ comfort applications. The second advantage is

the ability to support a significant number of connected vehicles (scalability). As a third

advantage, Cloud Computing (CC) technology can be integrated into the vehicular

networks. This emergent technology allows applications, resources and data to be

stored in remote stations and servers that represent the cloud, so that they can be

used by clients with low capacity. The CC technology manages the large amount of

data generated by the connected vehicles. Finally, the IoV expands basic types of

VANET communications such as Vehicle-to-Vehicle (V2V) and Vehicle-to-Road Side

Unit (V2R) to new types of communications, such as Vehicle-to-Internet (V2I), Vehicle-

to-Person and Vehicle-to-Device.

4.1.2 Motivation

According to the available literature, most of the proposed clustering algorithms [92,

94,113–115] are focused only on one-hop clustering, which only allows communication

between a Cluster Member (CM) and its CH with one-hop distance at most. Conse-

quently, the coverage area is very small, and many clusters are formed, which affects

the network performance and increases the rate of overlapping between clusters. More-

over, because the VANET is a subclass of MANETs, several proposed protocols are

derived from the MANET clustering schemes [53, 71]. However, these schemes do not

consider the mobility characteristics, the dynamic topology and the limited driving

directions of VANET; moreover, they do not consider energy problems [116]. Further-

more, most of the proposed clustering protocols do not use mechanisms that exploit

the Internet and to take advantage of their large services to improve the performances

of VANET. Several proposed mobility-based clustering approaches [52, 79, 80, 117] are

based on the broadcast of control messages, which causes overloading of the networks

and leads to many collisions, especially because the number of messages is high due to

the multi-metric mechanism used.

4.1.3 Contribution

In this chapter, we propose a new Multi-hop Clustering Approach over Vehicle-to-

Internet communication called MCA-V2I to improve VANETs’ performance. The main

idea of this work is to perform a clustering algorithm using Internet access. MCA-V2I
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is based on the reasonable assumption that a vehicle can connect to the Internet via a

special infrastructure called a Road Side Unit Gateway (RSU-G) to obtain and share

the necessary information about its multi-hop neighbors to perform the clustering algo-

rithm. It is performed using a Breadth-first search (BFS) algorithm for traversing the

graph and based on a Mobility Rate (MR) that is calculated according to some mobility

metrics such as node connectivity, average relative velocity, average distance and link

stability. In MCA-V2I, a vehicle with low MR is suitable to be elected as the Master

CH (MCH). Therefore, all the multi-hop neighbors of the new elected MCH become

Cluster Members (CMs). The MCA-V2I scheme strengthens clusters’ stability through

the election of a Slave Cluster Head (SCH). We evaluate the performances of MCA-V2I

using network simulator NS-2 and the VanetMobiSim integrated environment.

The main contributions of this work are as follows:

1. A new multi-hop clustering model is proposed. Compared with one-hop clustering

schemes, this model is designed to extend the coverage area of clusters, reduce the

number of clusters, optimize the control overhead and improve cluster stability.

2. A Mobility Rate is introduced for the clustering algorithm. This parameter is cal-

culated based on mobility metrics to satisfy the requirements of the new features

of VANET, and to consider its mobility characteristics.

3. MCA-V2I provides Internet access to vehicles to obtain and share the neces-

sary information to perform the clustering algorithm. This benefit significantly

reduces the rate of control messages used in traditional clustering algorithms.

Therefore, MCA-V2I can significantly improve the network overhead.

4. MCA-V2I strengthens clusters’ stability through the election of an SCH in addi-

tion to the MCH.

The rest of this chapter is organized as follows. Section 4.2 describes the prelim-

inaries of the proposed approach. Section 4.3 introduces the proposed approach in

details. Section 4.4 presents the experimental results. Finally, conclusion is presented

in Section 4.5.
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4.2 Preliminaries

The following section describes the preliminaries of the proposed approach presenting

the network model and system description.

4.2.1 Network model

The proposed approach is based on the following assumptions. First, each vehicle in

the network has a unique id, which is the MAC address of the OBU interface. Second,

every vehicle is equipped with an OBU device using WAVE technology. Third, we

have a highway with two roads (one for each direction), and three lanes for each road.

Finally, several RSUs with a transmission range of 1.5 km are installed every 3 km on

the sides of the highway area, to cover the entire vehicular network. If we assume that

L is the length of the highway area, the approximate number NRSU of RSUs necessary

to cover the entire vehicular network is defined as follows:

NRSU =

⌈
L

3

⌉
(4.1)

The vehicular network topology is modeled as an undirected graph G(V,E), where

V is the set of vertices representing the vehicles in the network, and E is the set of edges

representing the communication links between vehicles. There is a link (i, j) ∈ E, if

and only if vehicles i and j are mutually in the coverage area of each other:

∃ (i, j) ∈ E =⇒ distance(i, j) ≤ min(Tri, T rj) (4.2)

where Tri and Trj are the transmission ranges of vehicles i and j, respectively.

Then, we have the following basic concepts of graph theory that will be used in our

proposed scheme.

• Node’s neighbors: It is the set of one-hop neighbors of node i, Ni, where

Ni = {j ∈ V | ∃ (i, j) ∈ E} (4.3)

• Node degree: It is the cardinality of one-hop neighbors set Ni of node i, where
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Degi = |Ni| (4.4)

• Multi-hop neighbors of node: It is the set of all nodes within multi-hops from

node i, denoted by MNi.

• Multi-hop degree of node: It is the cardinality of the multi-hop neighbors set

of node i, denoted by MDi, where:

MDi = |MNi| (4.5)

• Graph traversal: Graph traversal means visiting every node (vertex) exactly

once in a well-defined order from a given node v (v ∈ V ) [118]. According to the

order in which the nodes are visited, there are two main algorithms of traversals:

Depth-First Search (DFS) and BFS [119]. In the proposed approach, we are

interested in the BFS algorithm to perform the clustering process.

The implementation of a simple BFS algorithm starting from a given source node

s is shown in Algorithm 8. The purpose of the implementation is to visit every

node exactly once. For this reason, the implementation uses a queue to mark

nodes already visited. The algorithm works as follows:

1. Start by adding the (given) node s to the queue and mark it as visited.

2. Remove the head of the queue.

3. Add single-hop neighbors of the removed node, that are not already visited

to the queue and mark them as visited.

4. Keep repeating steps 2 and 3 until the queue becomes empty.

4.2.2 System description

4.2.2.1 Network architecture

Our proposed scheme’s architecture is illustrated in Figure 4.1. It is mainly composed

of vehicles, OBUs, RSUs-G, TTC, CC and Internet. The definition of the different

components and communication types between them are as follows.
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Algorithm 8: BFS algorithm

Input: graph G(V,E), start node s
1 Q{}: BFS queue
2 Q← {s} . Initially, Q contains s
3 Mark s as visited
4 while ! empty Q do
5 Remove the head u of Q
6 foreach neighbor v of u do
7 if v is unvisited then
8 Add v to the back of Q
9 Mark v as visited

10 else
11 ignore v

1. Vehicle: It is the mobile node and the main component for our network archi-

tecture. Each vehicle is equipped with a GPS devise.

2. On-Board Unit (OBU): It is a terminal equipment mounted on board a ve-

hicle to provide a mutual wireless communication between the vehicle and sur-

rounding vehicles and infrastructures. It uses the Wireless Access in Vehicular

Environment (WAVE) standard, which is based on the emerging IEEE 802.11p

specification [107].

3. Road Side Units Gateway (RSUs-G): These are fixed communication infras-

tructure units distributed on the roadside. They are controlled and managed by

the Transportation Control Center (TCC) through wired communication chan-

nels. They use use IEEE 802.11p communication technology for V2I communi-

cation. Compared with conventional RSUs, the RSUs-G have an extension in

terms of features. First, they provide a registration feature for vehicles to join

the network. Second, they contain an integrated DHCP server to ensure auto-

matic IP address configuration for the vehicles. They act as gateways for the

vehicles to allow them to access the backbone network and to exploit the services

provided by the Internet and Cloud Center (CC). Finally, they are responsible

for aggregation, updating and distributing real-time traffic information to the

vehicles.

4. Transportation Control Center (TCC): It is responsible for network initial-
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Figure 4.1: Network archetecture for the proposed approach

ization, interconnecting RSUs-G and exchanging data between them. It repre-

sents the interface between the Access Network (AN) and the Internet network.

5. Cloud Center (CC): It is a virtual server that is based on a cloud computing

platform over the Internet. It has features similar to a standard server. CC

contains cloud servers to store and share data, resources and applications to

serve vehicles on demand to perform the clustering algorithm.

6. Vehicle-to-Vehicle (V2V) communication: It is the basic communication

type in VANET. It allows the direct wireless transmission of data between ve-

hicles and does not rely on fixed infrastructure. This type of communication

is established if and only if the vehicles are mutually in the coverage area of

each other. The choice of efficient relay selection process in V2V communica-

tions is considered as one of the significant challenges in vehicular network. In

this regard, numerous relay selection mechanisms have been proposed in the lit-

erature [120, 121]. Consequently, proper selection of relay selection process can

provide a high delivery ratio, acceptable overall end-to-end communication delays

and efficient bandwidth usage.

7. Vehicle-to-RSU-G (V2R) communication: It takes place between vehicles

and RSU-G fixed infrastructure through wireless transmission. It is the first step
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for vehicles to access the Internet. In the proposed approach, when a vehicle wants

to send a message to an RSU-G, it first determines whether the RSU-G is within

its transmission range. If this is the case, the vehicle sends the message directly

to the RSU-G through the wireless communication. Otherwise, it uses a greedy

forwarding mechanism and checks whether it has a neighbor vehicle closer to the

RSU-G. If it finds one, the vehicle sends the message to this neighbor vehicle so

that the latter forwards the message to the RSU-G. Otherwise, the vehicle keeps

the message (keeps carrying it) until it meets a neighbor vehicle closer to the

RSU-G.

8. RSU-G-to-Vehicle (R2V) communication: It takes place between RSU-G

and vehicles. When an RSU-G wants to send a message to a vehicle, it first

examines whether the vehicle is within its transmission range. If this is the

case, the RSU-G sends the message directly to the vehicle. Otherwise, it looks

for another destination RSU-G which contains the target vehicle in its coverage

area via the backbone network. Then, the RSU-G sends the message to this

destination RSU-G so that the latter forwards the message to the target vehicle.

9. Vehicle-to-Internet (V2I) communication: It is a virtual communication

type that allows the vehicle to access the Internet via RSU-G and TCC.

4.2.2.2 Definition and notation

In this section, definitions and notations used in the proposed clustering approach are

introduced.

1. Multi-hop Clustering Record (MCR): In our proposed approach, each node

has a record called MCR that contains a set of information needed for the clus-

tering process. It is composed of three fields: node identifier (id), node mobility

rate (MR) and set of single-hop neighbors of this node (SN). Figure 4.2 shows

the structure of MCR with a simple example.

Figure 4.2: MCR structure
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2. Mobility Rate (MR): It is a parameter introduced by our approach to be used

during the clustering process. It is based on a combination of the mobility metrics

described below.

• Node Connectivity (NC): It depends on the degree Degi of node i, where

NCi = Degi (4.6)

• Average Relative Velocity (ARV): A lower ARV of the node relative

to its neighbors indicates that the node has a more stable state. Let us

assume that P1(x1, y1) is the position of node i at time T1 and P2(x2, y2) is

the position of node i at time T2. ∆di is the distance traveled by node i

over time ∆t (∆t = T2 − T1).

∆di =
√

(x1 − x2)2 + (y1 − y2)2 (4.7)

Thus, the velocity vi of node i over time ∆t is computed as:

vi =
∆di
∆t

(4.8)

Finally, the average relative velocity ARVi of node i is computed as:

ARVi =
1

NCi

NCi∑
j=1,j 6=i

|vi − vj| (4.9)

• Average Distance (AD): It is the average distance between a node and

its neighbors. A node that has a minimum AD is closer to the center of

its neighborhood. The ADi of node i is computed as the cumulative mean

square distance to its neighbors divided by its NCi as follows:

ADi =
1

NCi

NCi∑
j=1,j 6=i

√
(xi − xj)2 + (yi − yj)2 (4.10)

• Link Stability (LS): It represents the link stability of the node relative

to its neighbors. It depends on the AD variation rate. Let us assume that

ADi(t1) is the average distance of node i at time t1 and ADi(t2) is the
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average distance of node i at time t2. The link stability LSi(T ) of node i

over a time T (T = t2− t1) is calculated as follows:

LSi(T ) = |ADi(t1)− ADi(t2)| (4.11)

Therefore, the mobility rate MRi of node i is calculated based on the previous

parameter as follows:

MRi =
LSi(T )

NCi
+

∣∣∣∣(ln(1− ARVi
vmax

))

∣∣∣∣+
ADi

maxDi

(4.12)

where maxDi is the maximum distance between node i and its neighbors. vmax

is the maximum velocity allowed on the road.

3. Notations: Various notations used in the proposed approach are given in Ta-

ble 4.1.

Table 4.1: Notations used in this study.

Symbols Description

idi Identity of vehicle i
RSU-Gi Identity of RSU-G i
Tri Transmission range of vehicle i
Pi Position of vehicle i
Ed(i,j) Euclidean distance between vehicles i and j
Degi Degree of node i
vi Velocity of vehicle i
Ci Cluster i
MCHi Master Cluster Head of cluster i
SCHi Slave Cluster Head of cluster i
CM listi Member list of cluster i

4. Message types: Our clustering scheme uses several types of messages. Table 4.2

describes the different types of messages and their descriptions.

5. Vehicle States: In the proposed clustering scheme, vehicles can be in one of

the following states: Undefined Node (UN), Master Cluster Head (MCH), Slave

Cluster Head (SCH) and Cluster Member (CM). Statuses are defined as follows:

• UN: Initial state of a vehicle, it does not belong to any cluster.

• MCH: Vehicle that has the task of coordination among cluster members.
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Table 4.2: Message type in this study.

Message Source Destination Description

HELLO RSU-G Vehicles Notify vehicles
REGISTER Vehicle RSU-G Vehicle registration
BEACON Vehicle Neighbors Exchange information
SHARE Vehicle RSU-G Share the MCR
ANNOUNCE MCH RSU-G Announce new MCH
REPLY Vehicle MCH Confirm membership
NOMINATION MCH Vehicle SCH nomination

• SCH: The vehicle that will replace the MCH, in case it becomes unavailable

or leaves the cluster.

• CM: A vehicle in a cluster but it is not an MCH or an SCH.

4.3 Proposed approach

In this section, we introduce a new Multi-hop Clustering Approach over Vehicle-to-

Internet communication called MCA-V2I for improving VANETs’ performance. The

main idea of this work is to execute a clustering algorithm using Internet access. MCA-

V2I is based on the reasonable assumption that a vehicle can connect to the Internet

via a special infrastructure called a Road Side Unit Gateway (RSU-G) to obtain and

share the necessary information about its multi-hop neighbors to perform the clustering

process. This latter is performed using a BFS algorithm for traversing a graph and

based on a Mobility Rate (MR), which is calculated using mobility metrics such as

node connectivity, average relative velocity, average distance and link stability. In

MCA-V2I, a vehicle with low MR is suitable to be elected as Master CH (MCH). The

MCA-V2I scheme also strengthens clusters’ stability through the election of a Slave

Cluster Head (SCH). The MCA-V2I approach is composed of six phases: registration,

neighborhood discovery, MCH selection, announcement, affiliation and maintenance.

The rest of this section describes these phases in detail.

4.3.1 Registration

Initially, when a vehicle enters the road and decides to join the network, its OBU

system is turned on. On the other hand, each RSU-G is required to broadcast a HELLO
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message which includes its location and identity information to the vehicles. When a

vehicle comes into the coverage area of an RSU-G and receives the broadcast message,

it sends a REGISTER request to register with the backbone network (Internet) and the

RSU-G. When an RSU-G receives the REGISTER request, it forwards the registration

request to the TCC to confirm the registration of this vehicle and provide it an IP

address by sending a CONFIRM message. When a vehicle receives the confirmation,

it changes its state to UN and starts the clustering algorithm. Figure 4.3 summarizes

the steps of the registration phase in a sequence diagram format.

Figure 4.3: Sequence diagram of registration phase

4.3.2 Neighborhood discovery

To announce its existence, each vehicle broadcasts a periodic BEACON message to

its single-hop neighbors, including its MAC address (id), its velocity, its transmission

range and its position (two-dimensional coordinates). After receiving the BEACON

message from all its single-hop neighbors, each vehicle calculates the following param-

eters: Node Connectivity (NC), Average Relative Velocity (ARV), Average Distance

(AD) and Link Stability (LS). The values of these parameters are used to compute its

Mobility Rate (MR). Then, each vehicle sends a SHARE message containing its MCR

to the RSU-G to share its MCR in the backbone network (CC) with all vehicles in the
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network. Figure 4.4 shows the steps of the neighborhood discovery phase in a sequence

diagram format. The neighborhood discovery process including the MCR construction

is described in Algorithm 9.

Figure 4.4: Sequence diagram of neighborhood discovery phase

4.3.3 Master CH selection

To elect the MCHs, each vehicle tries to establish a connection to the Internet via an

RSU-G, to traverse its multi-hop neighbors using the BFS algorithm based on its MCR

and the MCRs (of other vehicles) shared in the backbone network. During the traversal,

each vehicle saves all visited vehicles (Multi-hop neighbors (MN)) and compares its MR

with their MRs. If its MR has the lowest value, the vehicle must update its state to

MCH and add all the vehicles crossed before in its CM list. Otherwise, the vehicle

elects the vehicle that has the lowest MR value as its new MCH and updates its

variable myMCH (the variable that indicates the id of the MCH). Then, it moves to

the affiliation phase. If there are two or more vehicles that have the lowest MR, the

vehicle that has the lowest id will be elected as MCH. The MCH selection process using

BFS traversal is described in Algorithm 10.

Figure 4.5 illustrates a simple example of the MCH election phase using the BFS

algorithm with source vehicle 5 colored in red and its multi-hop neighbors colored in

black. Table 4.3 presents the different parameters of the vehicles. First, the queue

(Q) contains the source vehicle {5}. Then, the algorithm removes the head of Q {5}

and adds its neighbors {1,2,8} one by one to the back of Q. For each added node, the
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Algorithm 9: Neighborhood Discovery

1 Struct multiHopRecord
2 {
3 id : identifier
4 MR : Mobility Rate
5 SN{} : Single-hop Neighbors set
6 }
7 MCRi: multiHopRecord
8 Ni{}: Neighbors set
9 Broadcast BEACON(i, vi, Tri, Pi) message

10 Receive BEACON(id, v, Tr, P ) messages from neighbors
11 foreach received BEACON(j) message do
12 if distance(i,j) < min(Tri, Trj) then
13 Ni ← Ni ∪ j

14 Degi ← |Ni|
15 Calculate MRi based on equations 4.6 to 4.12
16 MCRi[id] ← i
17 MCRi[MR] ← MRi

18 MCRi[SN] ← Ni

19 Send SHARE(MCR) to RSU-G

algorithm marks it as visited (colored in red) and checks if this node has an MR less

than the MR of the source node. This process repeats iteratively until all the multi-hop

neighbors are visited. At the end of this example, the source vehicle 5 has the lowest

MR compared with its multi-hop neighbors. Consequently, vehicle 5 becomes the new

MCH and all its multi-hop neighbors become CMs. The state of this cluster becomes

as follows: Cluster {MCH: 5; CMs: 1,2,8,3,7}.

4.3.4 Announcement

Each vehicle, having determined itself as the new MCH, must announce its election.

For this reason, each MCH must try to establish a connection to the Internet and send

an ANNOUNCE message to the RSU-G including its id, its CM list and its cluster id

to share its cluster state in the backbone network (CC).

4.3.5 Affiliation

Each ordinary vehicle (not MCH) accesses the backbone network via the RSU-G, to

find its affiliation and the cluster to which it belongs. When an ordinary vehicle finds
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(a) Initial network (b) Initial values

(c) First iteration (d) Corresponding values

(e) Second iteration (f) Corresponding values

(g) Third iteration (h) Corresponding values

(i) Fourth iteration (j) Corresponding values

(k) Fifth iteration (l) Corresponding values

(m) Final cluster state (n) Final corresponding values

Figure 4.5: Example showing MCH selection phase using BFS algorithm
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Algorithm 10: MCH Election

Input: MCRi

1 Q{}: BFS queue
2 Q← {i} . Initially, Q contains i
3 MNi{}: Multi-hop Neighbors set
4 minMR: minimum MR
5 id minMR: id of node that has minMR
6 minMR ← MCRi[MR]
7 id minMR ← i
8 while ! empty Q do
9 Remove the head j of Q

10 foreach node k in MCRj[SN] do
11 if k is unvisited then
12 Add k to the back of Q
13 MNi ← MNi ∪ k
14 if minMR > MCRk[MR] then
15 minMR ← MCRk[MR]
16 id minMR ← k

17 Mark k as visited

18 else
19 ignore k

20 if id minMR = i then
21 statei ← MCH . Update state to MCH
22 CM listi ← MNi

23 else
24 myMCH ← id minMR . Update its MCH

the cluster to which it belongs, it compares the MCH id of this cluster with its myMCH

variable. If they are the same, the vehicle sends a REPLY packet to this MCH, updates

its state to CM and its cluster id. Otherwise, the vehicle ignores this event and moves

to the maintenance phase to join the appropriate cluster. On the other hand, each

MCH, after receiving all the REPLY packets, updates its CM list. At the end, each

MCH must select a vehicle with the lowest MR value among the cluster members

(except itself) as Slave CH (SCH). Then, the MCH sends a NOMINATION message to

the designated vehicle. The vehicle that receives the NOMINATION message updates

its state to SCH. Figure 4.6 illustrates the steps of the MCH election, announcement

and affiliation phases in a sequence diagram format.
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Table 4.3: Vehicles parameters.

MCR[id] MCR[MR] MCR[SN]

5 1.46 {1,2,8}
1 1.69 {5,3}
2 1.74 {5,7}
8 1.93 {5}
3 1.81 {1}
7 2.07 {2}

4.3.6 Maintenance

The aim of this phase is to maintain the cluster structure and stability as long as

possible. Because of the high mobility of vehicles, the cluster structure and network

topology change frequently. For this reason, several events are triggered at the cluster

level. The different events with their maintenance are described as follows.

4.3.6.1 MCH leaving discovery

In each cluster, the SCH vehicle periodically monitors the state of the MCH vehicle

using a private communication link. If an SCH does not receive a periodic message from

its MCH over a time period T , it means that the MCH has left the cluster. The SCH

must replace the MCH immediately and takes over as the the new MCH of cluster.

Therefore, it must change its state to MCH. Then, it elects a new SCH among the

cluster’s members based on their MRs. Furthermore, it broadcasts an update message

to its CMs to inform them to update their MCH (myMCH variable). Finally, the new

MCH must inform the CM that it has been elected as the new SCH to change its state

to SCH. The old MCH must change its state to UN and join another cluster.

4.3.6.2 Clusters merging

The proposed approach can react with clusters overlapping. However, when two neigh-

bor clusters have a big overlapping rate over a period Tm (Time merging), a cluster

merging process is invoked. Typically, the merging procedure results in two MCHs at

the same time for the final cluster obtained. Therefore, only one MCH is selected to

manage all of the CMs of the merged clusters. Thus, the MCH that has the largest

number of cluster members (cardinality of the CM list) is elected as the new MCH for

the cluster obtained and its SCH becomes also the SCH for the cluster obtained. The
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Figure 4.6: Sequence diagram of MCH election, announcement and affiliation phases

other MCH and SCH must change their state to CM.

4.3.6.3 Leave a cluster

Each MCH monitors its CMs through the exchange of periodic messages to keep track

of members in the cluster. When a member moves out of the cluster range over a time

period T , the MCH detects this event and immediately removes this node from its

members’ list (CM list). Then, the MCH sends a message to its SCH indicating this

change to perform the necessary updates. On the other hand, if CM does not receive

the periodic message from its MCH over a time period T , it must change its state to

UN and join another cluster.
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4.3.6.4 Join a cluster

When a UN vehicle approaches toward a cluster (comes inside its communication

range), it sends a join request including its position and velocity to the nearest CM

of the cluster. The CM forwards this join request to its MCH, which calculates its

relative velocity with this UN vehicle. If this relative velocity is less than or equal

to the average relative velocity of the cluster, the MCH adds this UN vehicle to its

CM list and sends a reply to this UN to confirm its cluster membership. Consequently,

this UN changes its state to CM and joins the cluster. Furthermore, the MCH must

send an update message to its SCH indicating this change.

4.3.7 Theoretical analysis

In this section, we discuss the rational and performance of the proposed clustering

approach.

4.3.7.1 MCH selection algorithm complexity

Based on Algorithm 10, we assume that every vehicle and its multi-hop neighbors are

modeled by an undirected graphG(V,E), where V is the set of vertices, representing the

vehicles and E is the set of edges representing the set of communication links between

vehicles. Assume n (n = |V |) is the number of vehicles and m (m = |E|) is the

number of communication links between them. According to Algorithm 10, for a given

vehicle i to browse its multi-hop neighbors (MNi), it must execute a BFS algorithm.

Each vehicle visited by i is inserted into the queue and marked as visited. Because the

insertion to the queue is done in O(1), the time complexity in the worst case to traverse

all the multi-hop neighbors is O(n). Moreover, the edges between the traversed vehicles

are visited at most m times. Therefore, the complexity of Algorithm 10 is O(n+m).

4.3.7.2 Message overhead analysis

The message overhead counts all the control messages received by each vehicle in the

network during the clustering process. To simplify the analysis, the following definitions

are used.

• N: The number of vehicles in the network.
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• R: The number of RSUs-G installed on the roadside (see Eq 4.1).

• hi: The number of vehicles which have received the HELLO message broad-

casted by the RSU-G i.

• b: The number of the BEACON messages broadcasted by a vehicle. b = Θ(1)

because b is proportional to node velocity v and inversely proportional to the

transmission range Tr, and both v and Tr are less than or equal to some constants

[122].

• c: The number of the elected MCHs.

• ri: The number of REPLY messages received by an MCH i.

• ΦREG: The overhead of the registration phase.

• ΦNEIGH: The overhead of the neighborhood discovery phase.

• ΦANN: The overhead of the announcement phase.

• ΦAFF: The overhead of the affiliation phase.

• ΦTOTAL: The total overhead.

During the registration phase, each RSU-G broadcasts a HELLO message to invite

the vehicles to join the network. Then, each vehicle sends a REGISTER request to

the appropriate RSU-G. Thus, the registration phase message overhead ΦREG may be

expressed as follows:

ΦREG = Θ(N) + Θ(
R∑
i=1

hi) (4.13a)

Knowing that (
∑R

i=1 hi) ≤ N , so:

ΦREG = Θ(N) (4.13b)

During the neighborhood discovery phase and to announce its existence, each vehi-

cle sends a BEACON message to its single-hop neighbors. Then, each vehicle sends a
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SHARE message (to share its MCR) to the appropriate RSU-G. Therefore, the neigh-

borhood discovery phase message overhead ΦNEIGH can be expressed as follows:

ΦNEIGH = Θ(b.N) + Θ(N) (4.14a)

ΦNEIGH = Θ(Θ(1).N) + Θ(N) (4.14b)

ΦNEIGH = Θ(N) (4.14c)

During the announcement phase, each elected MCH must send an ANNOUNCE

message to the RSU-G. Thus, the announcement phase message overhead ΦANN may

be expressed as follows:

ΦANN = Θ(c) (4.15)

During the affiliation phase, every MCH node receives a number of REPLY messages

from its multi-hop neighbors. Then, each MCH sends a NOMINATION message to

the member elected as SCH. Therefore, the affiliation phase message overhead ΦAFF

can be expressed as follows:

ΦAFF = Θ(
c∑
i=1

ri) + Θ(c) (4.16a)

Knowing that (
∑c

i=1 ri) ≤ N and c ≤ N , so:

ΦAFF = Θ(N) (4.16b)

Finally, the total message overhead ΦTotal is as follows:

ΦTOTAL = ΦREG + ΦNEIGH + ΦANN + ΦAFF (4.17a)

ΦTOTAL = Θ(3N) + Θ(c) (4.17b)
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Knowing that c ≤ N , so:

ΦTOTAL = Θ(N) (4.17c)

4.3.7.3 Clustering properties

To meet the requirements imposed by the VANET characteristics and to demonstrate

the effectiveness of the proposed approach, the following clustering properties must be

verified.

Definition 5 Safety property: Each cluster has one and only one MCH, and each

ordinary vehicle can belong to only one cluster.

The safety property ensures that every cluster has a unique MCH. It also ensures that

each ordinary vehicle belongs to only one cluster at a time. A safety property asserts

that nothing bad happens during the clustering algorithm.

Lemma 6 The safety property is satisfied.

Proof 6 According to Algorithm 10, vehicle i is an MCH if it satisfies the following

conditions:

Condition 1: It has the lowest Mobility Rate (MR) compared with its multi-hop

neighbors.

Condition 2: It has the lowest id, if two or more nodes have equal MR (the

smallest one):

MRi = MRj = .. = MRk =⇒ idi = min(idi, idj, .., idk) (4.18)

This implies that each cluster has a single MCH. On the other hand, each ordinary

vehicle (not MCH) elects the node that has the lowest MR value among its multi-

hop neighbors as its MCH (myMCH). Then, it must send a REPLY message to the

appropriate MCH to confirm its membership. So, each node can belong to only one

cluster. As a result, the safety property is verified.

Definition 6 Liveness property: Cluster formation phase terminates and each vehicle

is either a UN, MCH, CM or an SCH at a given time.
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The liveness property ensures that the clustering algorithm progresses normally and

ends after a finite time and each vehicle is in a stable state at a given time. Typically,

a liveness property asserts that something good eventually happens.

Lemma 7 The liveness property is verified.

Proof 7 First, since every vehicle can determine its cluster according to Lemma 6,

the cluster formation phase will terminate. Second, based on transition state (see Fig-

ure 4.7), each transition from one state to another is due to an event. The possible

transitions are described in Table 4.4.

Figure 4.7: Vehicles’ state transition

Table 4.4: Transitions and their corresponding events.

Transition Event Phase

UN to CM UN sends REPLY message to MCH Cluster formation
UN to CM UN joins a new cluster Maintenance
UN to MCH UN sends ANNOUNCE message to RSU-G Cluster formation
CM to SCH CM receives NOMINATION message from MCH Cluster formation
SCH to MCH MCH leaves the cluster Maintenance
SCH to UN SCH leaves the cluster Maintenance
CM to UN CM leaves the cluster Maintenance
MCH to UN MCH leaves the cluster Maintenance
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4.4 Performance evaluation

In this section, we study the performances of the proposed MCA-V2I approach using

the network simulator NS-2 [109] and VanetMobiSim [110] integrated environment. The

simulation is performed on a machine with Intel i5 (4th generation) processor and 8 GB

of RAM. Mobility is simulated on a one-directional highway of 6 km length with three

lanes. There are 2 RSUs-G installed on the roadside. Physical and MAC layers are

configured according to the 802.11p standard. The speed of vehicles varies uniformly

between 10 m/s and 35 m/s (' 40 km/h – 125 km/h). Moreover, the transmission

range of vehicles is varied from 100 m to 300 m. The simulation period in this work

is 360 s. The vehicles were assigned to random positions and they move according to

the mobility model, named the Intelligent Driver Model including Lane Change (IDM-

LC) [111, 112], which is integrated into VanetMobiSim. The propagation model used

is Two-ray Ground. The different simulation parameters are listed in Table 4.5.

Table 4.5: Simulation parameters.

Parameter Value

Simulation time 360 s
Simulation area 6000 × 50 m
Transmission range 100 – 300 m
Number of RSU-G 2
Number of vehicles 60 – 180
Propagation model Two-ray Ground
Mobility model IDM-LC
MAC/PHY protocol 802.11p
Velocity of vehicles 10 – 35 m/s
Maximum allowed velocity (vmax) 40 m/s

We compare the results of our proposed approach MCA-V2I to two well-known

protocols for VANET belonging to the same family of multi-hop clustering, named

N-hop [96] and DMCNF [61]. The comparison is based on the following metrics:

• Cluster Head Lifetime (CHL): The interval of time from when a vehicle

changes its state to CH until this vehicle leaves this state and changes to another

state (e.g., UN). The average CHL is calculated by dividing the total CHL by

the total number of state changes from CH to another state. A longer CHL leads

to more reliable communication with minimized overhead.
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• Cluster Member Lifetime (CML): The interval of time from when a vehicle

changes its state to CM (join a cluster) to when this vehicle changes from this

state to another state. The average CML is computed by dividing the total CML

by the total number of state changes from CM to another state. A longer CML

can show the stability of the constructed clusters and the effectiveness of the

maintenance techniques used.

• Cluster Head Change Number (CHCN): The number of state changes from

CH to another state (e.g., UN). Low CHCN can demonstrate the cluster’s sta-

bility.

• Cluster Number (CN): The number of clusters formed during the simulation

period. Fewer clusters can indicate the efficiency of the clustering algorithm.

• Clustering Overhead (CO): The total number of control messages received

by each vehicle in the network during the phase of cluster’s formation.

• Message Delivery Latency (MDL): Refers to the average delay or time taken

for a message to be transmitted from a source to a destination.

• Message Delivery Ratio (MDR): The average number of messages that have

been successfully received by the destination divided by the average number of

messages sent by the source.

4.4.1 Cluster Head Lifetime (CHL)

Figure 4.8 shows the average CHL of the proposed MCA-V2I approach versus DMCNF

and N-hop protocols under different transmission ranges. According to Figure 4.8,

we observe that when a vehicle’s velocity increases, the average CHL of MCA-V2I,

DMCNF and N-hop decreases relatively. This is because the network topology becomes

very dynamic due to the high mobility of vehicles, which makes it difficult for the

cluster’s heads to maintain stable connections with their CMs. On the other hand,

when the transmission range increases, the average CHL also increases. This can be

justified by the fact that in a wide range of transmission, the coverage area of the

cluster increases and that the CH can find at least one CM to serve it, so that a vehicle

continues to reside in the state CH for a longer period of time. In both DMCNF and
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(a) (b)

(c)

Figure 4.8: Average CHL under different transmission ranges. (a) 100 m. (b) 200 m.
(c) 300 m.

N-hop, the vehicles that have the smaller average relative velocity with their single-hop

neighbors are suitable to be elected as CH. Consequently, this metric alone may lead

both protocol DMCNF and N-hop to elect CHs which have very low connectivity with

their CMs. However, in MCA-V2I, the election of MCHs is performed using mobility

rate, which combines more than one metric, such as node connectivity, average relative

velocity, average distance and link stability with their single-hop neighbors, in which

the vehicles that have the lowest MR are elected as MCH. Thus, as shown in Figure 4.8,

MCA-V2I outperforms both DMCNF and N-hop in term of CHL.

4.4.2 Cluster Member Lifetime (CML)

Figure 4.9 shows the average CML of MCA-V2I versus DMCNF and N-hop scheme

under different transmission ranges. As shown in Figure 4.9, the vehicle velocity mod-

erately affects the CML for MCA-V2I compared with DMCNF and N-hop, owing to

the effective clustering algorithm used. This latter allows the CMs to maintain stable

connections with their MCHs. Furthermore, the election of SCHs in addition to MCHs

makes it possible to increase the cluster’s stability and avoid the reclustering. On the
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other hand, when the transmission range increases, the average CML also increases.

This can be justified by the fact that in a wide range of transmission, the coverage area

of the cluster increases, which gives the CMs a large area of movement without the loss

of communication links with their MCHs. Thus, the MCA-V2I scheme outperforms

both N-hop and DMCNF in terms of CML.

(a) (b)

(c)

Figure 4.9: Average CML under different transmission ranges. (a) 100 m. (b) 200 m.
(c) 300 m.

4.4.3 Cluster Head Change Number (CHCN)

Figure 4.10 shows the average CHCN of MCA-V2I versus N-hop and DMCNF ap-

proaches under different transmission ranges. Figure 4.10 demonstrates that the av-

erage CHCN when using N-hop and DMCNF is higher than when MCA-V2I is used.

The reason for this improvement is the effective initial MCHs selection using mobility

metrics and Internet access, which allows the MCHs to keep stable connections with

their CMs as long as possible.
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(a) (b)

(c)

Figure 4.10: Average CHCN under different transmission ranges. (a) 100 m. (b) 200
m. (c) 300 m.

4.4.4 Cluster Number (CN)

Figure 4.11 illustrates the average number of clusters of the MCA-V2I scheme versus

N-hop and DMCNF schemes under different transmission ranges. According to Fig-

ure 4.11, the proposed approach has fewer clusters compared with both N-hop and

DMCNF due to the effective multi-hop clustering process that is based on combined

mobility metrics and the BFS algorithm. On the other hand, when the transmission

range increases, the average CN decreases. This can be justified by the fact that in a

wide range of transmission, the coverage area of the cluster increases, which gives the

MCHs the ability to handle more vehicles.

4.4.5 Clustering Overhead (CO)

Figure 4.12 depicts the average clustering overhead of MCA-V2I, N-hop and DMCNF

for different velocity values. MCA-V2I significantly decreases the number of overhead

messages compared with N-hop and DMCNF. In MCA-V2I, every vehicle can access

the Internet and exploit the shared MCRs to perform the clustering process. This

results in a significant reduction in the number of control overhead messages. On the
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(a) (b)

(c)

Figure 4.11: Average CN under different transmission ranges. (a) 100 m. (b) 200 m.
(c) 300 m.

other hand, each vehicle in N-hop and DMCNF exchanges a control message with all

its single-hop neighbors to calculate the relative mobility between them, to elect the

CHs. This leads to an increase in the number of control overhead messages in both

N-hop and DMCNF.

4.4.6 Message Delivery Latency (MDL)

Figure 4.13 illustrates the message delivery latency (in ms) of MCA-V2I, N-hop and

DMCNF as a function of the number of simulated vehicles. The message delivery la-

tency inversely proportional to the number of vehicles. High density of the vehicles

improves the connectivity of the networks and therefore there are more chances to

deliver the message with the shorter expected delivery delay to the destination. Com-

pared with DMCNF and N-hop, our proposed MCA-V2I scheme exhibits the lowest

message delivery latency for all numbers of simulated vehicles.
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Figure 4.12: Average CO.

Figure 4.13: Message Delivery Latency (MDL).

4.4.7 Message Delivery Ratio (MDR)

Figure 4.14 illustrates the message delivery ratio of MCA-V2I, N-hop and DMCNF as

a function of the number of simulated vehicles. The message delivery ratio increases

quickly with the increase in the number of vehicles. This is because the growth of

the density of vehicles improves the connectivity of the network and therefore more

chances to deliver the message successfully. Compared with DMCNF and N-hop, our

proposed MCA-V2I scheme exhibits the highest message delivery ratio for all numbers

of simulated vehicles.

4.5 Conclusion

In this chapter, we propose a new Multi-hop Clustering Approach over Vehicle-to-

Internet communication called MCA-V2I for improving VANETs’ performances. MCA-

V2I allows vehicles to connect to the Internet via a special infrastructure called a Road

Side Unit Gateway (RSU-G) so that each vehicle can obtain and share the necessary
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Figure 4.14: Message Delivery Ratio (MDR).

information about its Multi-hop neighbors to perform the clustering process. This

latter is performed using a BFS algorithm for traversing the graph and based on a

Mobility Rate (MR), which is calculated according to mobility metrics. The MCA-V2I

approach strengthens the cluster’s stability through the election of a Slave Cluster Head

(SCH) in addition to the Master Cluster Head (MCH). Our simulation uses network

simulation NS-2 and the VanetMobiSim integrated environment. The simulations’

results show that the proposed scheme MCA-V2I outperforms N-hop and DMCNF

schemes in terms of CH lifetime, CM lifetime, CH change number, number of clusters,

clustering overhead, message delivery latency and message delivery ratio.

The next chapter presents the last contribution of our thesis. In this regard, we

propose an efficient weight-based clustering algorithm using mobility report for IoV.



Chapter 5

An Efficient Weight-Based

Clustering Algorithm using

Mobility Report for IoV

5.1 Introduction

With the emergence of the Internet of Things (IoT), the IoV has recently been the focus

of many researchers as a new paradigm of ITS and the industry to provide an effective

solution to ensure high safety on the road and comfort for drivers [123]. The mobility is

a major challenge for Mobile Ad-hoc NETworks (MANET) generally and for Vehicular

Ad-hoc NETwork (VANET) in particular [107]. VANET has a high mobility due to

the high speed of the vehicles, which leads to a very dynamic topology. This causes a

large number of control messages to react to the frequent change of the topology. For

this reason, providing effective and reliable routing solutions for IoV becomes a big

challenge.

Clustering is one of the methods that is being used to properly control the network

by optimizing and reducing the flow of control [3]. It is the process of dividing the

network into smaller sized groups called clusters in a hierarchical manner. Each cluster

has a Cluster Head (CH), one or more nodes that act as gateways between clusters

and many other ordinary nodes that act as members [101]. Recently many clustering

protocols have been proposed for IoV. The main challenge for these proposed algorithms

is to ensure the stability and the maintenance of the cluster structure. Most of the

118
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existing VANET clustering protocols are derived from the classic MANET clustering

schemes [124]. These proposed algorithms do not take into consideration the mobility

characteristics of VANET.

In this chapter, we introduce an Efficient Weight-based Clustering Algorithm using

a Mobility Report (WECA-MR) for IoV suitable for highway environment. It uses a

simple distributed algorithm using both classic weighted metrics such as degree, average

distance and new metric introduced by our proposed approach called Mobility Report

(MR). This new metric combines other mobility metrics: velocity and acceleration. Our

proposed approach takes into account the possibility that the CH leaves the cluster by

introducing the election of Backup CH (BCH), in order to increase the stability of

clusters and reduce the communication overhead. We compare the performance of

the proposed algorithm using network simulator NS-2 and VanetMobiSim integrated

environment to show the performances of the proposed clustering approach.

The rest of this chapter is organized as follows: Section 5.2 describes the proposed

approach in details. Section 5.3 presents the experimental results. Finally, conclusion

is presented in section 5.4.

5.2 Proposed approach

In this section, we introduce an Efficient Weight-Based Clustering Algorithm using

Mobility Report for IoV called WECA-MR. The proposed algorithm focuses only on

Vehicle-to-Vehicle (V2V) communication, and its main objective is to maintain the

clusters and increase their stability to face the different changes, that affect the topology

of the network due the high mobility of vehicles. To elect the CHs, the proposed scheme

uses both classic weighted metrics: node degree, average distance and a new metric

introduced by our scheme called Mobility Report (MR). This new metric combines

other mobility parameters such as: velocity and acceleration. WECA-MR takes into

account the possibility that the CH may leave the cluster, by the election of Backup

CH (BCH) based also on weight of nodes. Next, we will present the network model for

our proposed scheme and describe the main steps of the suggested approach including

cluster initialization and maintenance phases.



Weight-Based Clustering Algorithm using Mobility Report for IoV 120

5.2.1 Network model

The proposed scheme is based on the following assumptions. First, each vehicle has a

unique id in the network. Second, every vehicle is equipped with digital road map and a

GPS device, that allows it to obtain its real-time geographic location, instant velocity

and location of its direct neighbors. Third, each vehicle is equipped with wireless

interface, in order to communicate with other vehicles. Fourthly, each node broadcasts

its mobility informations to its direct neighbors using Hello messages. Finally, we

assume that we have a highway with two roads (one for each direction), and three

lanes for each road.

In addition, the vehicular network is modeled theoretically as an undirected graph

G(V,E) where V is the set of vertices representing the vehicles in the network, and E

is the set of edge representing the set of the communications link between vehicles.

5.2.2 Cluster initialization

5.2.2.1 Combined weight

WECA-MR algorithm performs the clustering process based on a combined weight of

the metrics described below. The weight Wi of node i is calculated using the following

parameters:

• Node degree: It is the size of the set of single-hop neighbors of node i, Ni,

where

Ni = {j ∈ V | ∃ (i, j) ∈ E} (5.1)

Consequently, the degree of node i is defined as follows:

degi = |Ni| (5.2)

A node , with maximum degree (it has high connectivity), is suitable to be elected

as CH.

• Distance indicator: The second parameter indicates the average distance be-

tween a node and its single-hop neighbors. A node, that has a minimum average
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distance, will have the highest distance indicator. This kind of node is suitable

to be elected as CH. For a node i, its average distance ADi is computed as the

cumulative mean square distance to its single-hop neighbors (Ni) divided by its

degree (degi):

ADi =
1

degi

degi∑
j=1

√
(xi − xj)2 + (yi − yj)2 (5.3)

Therefore, the distance indicator DIi of node i, is calculated as:

DIi =

∣∣∣∣ln(
ADi

maxDi

)× 102

∣∣∣∣ (5.4)

Where maxDi is maximum distance between node i and its neighbors.

• Mobility report: In our proposed approach, we introduce a new parameter,

called Mobility Report (MR), which depends on two mobility metrics: relative

velocity and relative acceleration. A high MR rate indicates that the node is

suitable to be selected as CH. Let us assume that P1(x1, y1) is the position of

node i at time T1 and P2(x2, y2) is the position of node i at time T2. di is the

distance traveled by the node i over time ∆t(∆t = T2 − T1):

di =
√

(x1 − x2)2 + (y1 − y2)2 (5.5)

Thus, the velocity of node i over time ∆t, is computed as:

vi =
di
∆t

(5.6)

Let us assume that v1 is the velocity of node i at time T1 and v2 is the velocity of

node i at time T2. ai is the acceleration of the node i over time ∆t(∆t = T2−T1).

Consequently, the acceleration of node i is computed as follows:

ai =
∆vi
∆t

(5.7)

Where ∆vi = |v1 − v2|.
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Based on the exchanges of velocity and acceleration metrics between neighboring

nodes using periodic messages, each node calculates its relative velocity (Rv) and

relative acceleration (Ra) with respect to its single-hop neighbors.

Rv(i,j) is the relative velocity of node i relative to node j, calculated as follows:

Rv(i,j) = ln(1− |vi − vj|
vmax

) (5.8)

Where vmax is maximum velocity allowed on the road.

ARv(i,Ni) is the average relative velocity of node i relative to its single-hop neigh-

bors (Ni). It is defined as follows:

ARv(i,Ni) =

∑degi
j=1 Rv(i,j)

degi
(5.9)

Ra(i,j) is the relative acceleration of node i relative to node j, calculated as follows:

Ra(i,j) = ln(1− |ai − aj|
amax

) (5.10)

Where: amax is maximum acceleration allowed according to vmax.

ARa(i,Ni) is the average relative acceleration of node i relative to its single-hop

neighbors (Ni). It is defined as follows:

ARa(i,Ni) =

∑degi
j=1 Ra(i,j)

degi
(5.11)

Finally, the mobility report of node i is calculated as follows:

MRi = ARv(i,Ni) × ARa(i,Ni) (5.12)

The weight Wi of node i is calculated based on the previous parameter as follows:

Wi = C1 × degi + C2 ×DIi + C3 ×MRi (5.13)
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Where C1, C2 and C3 are constant coefficients.

C1 + C2 + C3 = 1 (5.14)

5.2.2.2 Cluster head election & cluster formation

• Step 1: Initially, all vehicles are in the Undefined State (US). Each vehicle

broadcasts a HELLO message to its single-hop neighbors, including its id, its

velocity, its acceleration, its transmission range and its position (two-dimensional

coordinates). The initialization steps executed by each vehicle in the network are

described by Algorithm 11.

Algorithm 11: Vehicle Initialization

1 state ← US
2 Calculate velocity vi based on Eqs. 5.5 and 5.6
3 Calculate acceleration ai based on Eq. 5.7
4 Get transmission range Tri
5 Get position Pi(xi,yi)
6 Broadcasts HELLO(idi, vi, ai, Tri, Pi)

• Step 2: After receiving the HELLO message from all its single-hop neighbors

(Ni), each node calculates the different parameters such as degree, distance indi-

cator and mobility report, in order to computes its weight based on Eqs. 5.2 to

5.13. Then, the node broadcasts a REQUEST packet to its single-hop neighbors,

including its id and its weight.

• Step 3:

When a node receives the REQUEST packets from all its single-hop neighbors, it

compares its weight with all weights received. If its weight has the largest value,

the node must announce its election as new CH and updates its state to CH.

Thus, the newly elected CH will broadcast a ANNOUNCE message to its single-

hop neighbors, and wait for their replies. Otherwise, the node elects the node

that has the largest weight value as its new CH, updates the variable currentCH

(variable that indicates the id of its current CH) at id of new CH and waits for

a ANNOUNCE message from this CH. If there are two or more nodes that have
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the largest weight, the node that has the lowest id will be elected as CH. The

CH selection process is described in Algorithm 12.

Algorithm 12: CH Selection

1 statei: state of vehicle i
2 Ni: set of single-hop neighbors of node i
3 currentCHi: variable contains id of the CH of node i

4 Receive HELLO(id, v, a, Tr, P) messages from neighbors
5 foreach HELLO(idj, vj, aj, Trj, Pj) message do
6 if distance(i, j) ≤ min(Tri, T rj) then
7 Ni ← Ni

⋃
j

8 degi ← |Ni|
9 Calculate the distance indicator DIi based on Eqs. 5.3 to 5.4

10 Calculate the wight Wi based on Eqs. 5.8 to 5.13
11 Broadcasts REQUEST(idi, Wi)
12 Receive REQUEST(id, W ) messages from neighbors
13 max W ← max(Wi,Wj, ...,Wm)
14 id max← id of node that has max W
15 if Wi = max W then
16 currentCH ← idi
17 state← CH
18 Broadcasts ANNOUNCE(idi)
19 Cluster formation & BCH election(i)

20 else
21 currentCH ← id max
22 Receive ANNOUNCE(idj) messages from CH
23 if idj = currentCH then
24 Send REPLY(idi) message to CH
25 statei ← CM

• Step 4: Each node, after it receives ANNOUNCE message from a new CH,

compares the id of sender of the ANNOUNCE message with currentCH, if they

are the same, the node sends a REPLY to this CH and updates its state to

CM. Otherwise, the node ignores the message and waits for a new ANNOUNCE

message from another CH that has the same id recorded in currentCH.

• Step 5: Each CH, for each REPLY received, adds the sender node to its cluster

members list.

• Step 6: After cluster formation, the CH must selects a node with the highest

weight value among cluster members (except itself) as Backup CH (BCH). Then,
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the CH sends a SET BCH to the designated node.

• Step 7: The node that receives the SET BCH updates its state to BCH. The

cluster formation and BCH election are described in Algorithm 13. The process of

the cluster initialization phase executed by each vehicle is illustrated in Figure 5.1

as flowchart diagram.

Algorithm 13: Cluster Formation

1 CM listi: cluster member list of CH i;
2 CM list ← ∅
3 Receive REPLY(id) messages from neighbors
4 foreach REPLY(idj) message do
5 CM listi ← CM listi

⋃
idj

6 max W ← maxWeight(CM list)
7 id max← id of node that has max W
8 Send SET BCH(CM listi) to node that has id max

Figure 5.2 shows a simple example of cluster initialization phase of our proposed

scheme with 11 nodes. Table 5.1 illustrates the different parameters of the nodes.

Table 5.1: Nodes parameters.

Node id Neighbors MR Weight CH
1 11, 5 16.25 8.53 5

2 3, 6, 7, 9, 10 18.15 10.23 -

3 2, 6 16.04 8.42 2

4 5 15.95 8.11 5

5 1, 4, 7, 8, 11 18.25 10.57 -

6 2, 3 16.42 8.74 2

7 2, 5 17.19 9.28 5

8 5 16.72 8.77 5

9 2 15.72 7.97 2

10 2 16.37 8.08 2

11 5 16.24 8.16 5

At first, each vehicle broadcasts a HELLO message to its single-hop neighbors

(see Figure 5.2b). Then, each node broadcasts a REQUEST packet to its neighbors,

including its weight (see Figure 5.2c). Thus, each node compares its weight with the

received weights. If its weight has the largest value, the node must announce its election

as new CH (in this case nodes 2 and 5 are going to announce that they are the CH).

On the other hand, the remaining nodes elect the node that has the largest weight

value as its new CH among its neighbors. Therefore, after receiving the ANNOUNCE
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Figure 5.1: Cluster initialization phase

message from the CH, each node responds by sending a REPLY message. If a node

receives two or more ANNOUNCE messages, it will respond to the CH that has the

largest weight, in this example the node 7 received two ANNOUNCE messages from

nodes 2 and 5 (see Figure 5.2e), but it sends a reply to node 5 only. At the end, the

state of clusters becomes as follows: C1{CH:5; CM: 1,4,7,8,11} and C2{CH:2; CM:

3,6,9,10} (see Figure 5.2f).

5.2.3 Cluster maintenance

The aim of this phase is to maintain the cluster structure and stability as long as

possible. Due to the nature of VANET (vehicles with high mobility), vehicles keep

joining and leaving the clusters frequently. Therefore, the cluster maintenance phase

is described as follows:
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(a) Initial network (b) Exchange HELLO message

(c) Exchange REQUEST message includ-
ing weight (d) Broadcast ANNOUNCE message

(e) Send REPLY message to CH (f) Final clusters state

Figure 5.2: Example showing cluster initialization phase

5.2.3.1 CH leaving discovery

After cluster formation phase, a private communication link is established between the

CH and BCH in the cluster. Thus, the BCH vehicle periodically detects the state of

the CH vehicle. If a BCH does not receive a periodic message from its CH over a time

period ∆t, it means that CH has left the cluster. The BCH takes over as a new CH

of cluster. Therefore, it must change its state to CH state, then selects a new BCH

from cluster’s members based on their weights. Then, it broadcasts an update message

to its members to inform them to update their currentCH variable. In addition, the

new CH must inform the CM that has been elected as new BCH to change its state to

BCH. The old CH must change its state to US state and join another cluster.
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5.2.3.2 Leave a cluster

In our proposed scheme, we assume that each CH monitors its cluster members through

the exchange of periodic messages to record the presence of members in the cluster.

When a vehicle member moves out of the cluster range, the CH detects this event and

removes immediately this node from its members list. Then, the CH sends a message

to its BCH indicating this update (BCH will update its member list to reflect this

change). On the other hand, if CM does not receive the periodic message from CH

over a time period ∆t, it must change its state to US.

5.2.3.3 Join a cluster

After cluster formation phase, US nodes join the different clusters. When a US node

approaches towards a CH (comes inside its transmission range), this CH calculates its

relative velocity with this US vehicle over a time period ∆t. If the relative velocity is

less than or equal to the average relative velocity of its members, the CH adds the US

node to its members list and informs this US node. On receiving the message, the US

node changes its state to CM and joins the cluster. At the end, the CH must send a

message to its BCH indicating this update.

5.2.4 Theoretical analysis

In this section, we discuss the rational and performance of the proposed clustering

scheme.

5.2.4.1 Message complexity

Assuming n is the number of vehicles in network, m (m < n) is the maximum number

of neighbors for a node in the network, l (1 ≤ l ≤ m) is the number of neighbors for

a node and c (c < n) is the number of CHs. Initially, each vehicle sends l HELLO

message to its single-hop neighbors, this implies a cost in the worst case of O(nm).

Second, every node after calculating its weight, sends l REQUEST messages to its

single-hop neighbors, with a complexity in the worst case O(nm). Third, each elected

CH sends l ANNOUNCE message to its neighbors, with a message complexity in the

worst case of O(cm). Fourthly, every CH node receives r (r ≤ l) REPLY messages
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in order to join its cluster, with cost in the worst case of O(cm). Consequently, total

overhead in the algorithm is O(2nm + 2cm), that leads to the total cost in the worst

case of O(n).

5.3 Simulation

The proposed algorithm is implemented in NS-2 with VanetMobiSim integrated envi-

ronment. The simulations are performed with 100 vehicles on a highway with single

direction. The simulation is based on one directional highway with three lanes. The

velocity varies between 10 m/s and 35 m/s. The parameters and the settings of the

proposed scheme are listed in Table 5.2.

Table 5.2: Simulation parameters.

Parameter Value
Number of vehicles 100

Simulation time 300 s

Area 1000 x 50 m

Speed of vehicles 10 - 35 m/s

Maximum allowed velocity (vmax) 40 m/s

Coefficients C1, C2 and C3 0.5, 0.3 and 0.2

We compare the results of our proposed scheme to MOSIC protocol [92] using

the following metrics: CH lifetime, CM lifetime, number of clusters and clustering

overhead.

5.3.1 CH lifetime

Figure 5.3 shows the average CH lifetime of our proposed scheme WECA-MR versus

MOSIC protocol under different velocities. According to Figure 5.3, our proposed

scheme WECA-MR outperforms MOSIC protocol in term of CH lifetime.

5.3.2 CM lifetime

Figure 5.4 depicts the average CM lifetime of our scheme WECA-MR versus MOSIC

algorithm under different velocities. WECA-MR outperforms MOSIC protocol in term

of CM lifetime.
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Figure 5.3: CH lifetime

Figure 5.4: CM lifetime

5.3.3 Clusters number

Figure 5.5 illustrates the average numbers of cluster for our scheme WECA-MR versus

MOSIC algorithm under different velocities. WECA-MR outperforms MOSIC protocol

in term of clusters numbers.

5.3.4 Clustering overhead

Figure 5.6 illustrates the clustering overhead for our approach WECA-MR versus

MOSIC protocol under different velocities. WECA-MR outperforms MOSIC proto-

col in term of clustering overhead.
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Figure 5.5: Clusters number

Figure 5.6: Clustering overhead

5.4 Conclusion

In this chapter, we propose an Efficient Weight-Based Clustering Algorithm using a

Mobility Report (WECA-MR) for IoV suitable for highway environment. It uses a

simple distributed algorithm using both classic weighted metrics such as degree, av-

erage distance to neighbors and a new metric called Mobility Report (MR). The new

metric combines mobility metrics: velocity and acceleration. Our proposed approach

takes into account the leaving of the CH, by the election of Backup CH (BCH) for

each cluster by the CH, in order to increase the stability of clusters as long as possi-

ble. The main contributions of the proposed scheme are: fast completion of clustering

procedure, where both cluster initialization and cluster maintenance phases are taken

into account. Our simulation uses network simulation NS-2 and VanetMobiSim inte-
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grated environment. Simulation’s results show that the proposed scheme WECA-MR

outperforms MOSIC protocol in term of CH lifetime, CM lifetime, clusters number and

clustering overhead.



Conclusion and future work

As a new ITS paradigm, IoV becomes one of the most active research fields and

plays an important role in solving various driving and traffic problems by advanced

information and communication technologies. Despite these benefits, IoVs have many

design challenges and limitations that must be considered by researchers to suggest

new solutions for these networks and improve the existing ones. In this regard, the

choice of an efficient network structuring technique for the IoV paradigm is a topic

that is still relevant, especially since this type of network is expanding, because of its

huge potential for beneficial contributions, especially for security in which the lives of

individuals are at stake. Clustering is one of the promising techniques for structuring

the network, which aims at optimizing network performance and scalability. In this

thesis, we have thoroughly explored the issue to propose new clustering algorithms

suitable for the IoV system.

Firstly, we presented a deep literature review on clustering algorithms in VANETs.

In this context, we introduced a new taxonomy to review and classify these algorithms,

and discuss about their advantages and drawbacks. Moreover, a detailed comparison

is provided for each classes of the proposed taxonomy considering relevant key pa-

rameters. The in-depth study of previous solutions has guided our work towards the

concept of clustering to achieve of our goal. Secondly, we proposed three different

clustering approaches suitable for the IoV network. The common objectives of these

proposals are to optimize the total network overhead and improve the clusters stability,

while guaranteeing a high level of service required by the function performed by these

environments.

In our first contribution, we designed a new one-hop new Heuristic Clustering Al-

133
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gorithm based on RSU called HCAR for IoV that aims to improve the network per-

formances. HCAR entails the centralization of a clustering algorithm at distributed

RSUs. These latter are responsible for performing the cluster formation phase based

on a simple heuristic algorithm, using graph theory concepts such as node degree and

adjacency matrix. The suggested algorithm used a new method to recover the prob-

lem of the unavailability of CH, through the election of Secondary CH (SCH) using

weighted mechanism. Moreover, this scheme takes care of the maintenance phase to

keep clusters stability and structure.

In our second contribution, we proposed a new Multi-hop Clustering Approach

over Vehicle-to-Internet (V2I) called MCA-V2I to extend the clusters coverage area

and reduce the number of clusters. This proposal is based on a reasonable assumption

that a vehicle can connect to the Internet via a special infrastructure called Road Side

Unit Gateway (RSU-G), in order that each vehicle can obtain and share the necessary

information about its Multi-hop neighbors to perform the clustering process. The

clustering is performed using BFS algorithm for traversing graph based on a Mobility

Rate (MR) that is calculated according to mobility metrics. MCA-V2I strengthens

clusters stability through the election of Slave Cluster Head (SCH) in addition to the

Master Cluster Head (MCH).

Finally, a new Efficient Weight based Clustering Algorithm using Mobility Report

(WECA-MR) for IoV is presented, which aims to increase the stability of clusters and

reduces the communication overhead. To elect the CHs, the designed algorithm used

both classic weighted metrics, such as degree, average distance and a new metric intro-

duced by the proposed approach called mobility report. It is a metric that combines

mobility metrics: relative velocity and relative acceleration.

The experimental results prove demonstrate that the proposed approaches show

better performances compared to other referenced algorithms in terms of different

performance parameters, such as CH lifetime, CM lifetime, CH change rate, cluster

number and clustering overhead, message delivery delay and message delivery ratio.
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Future work and perspectives

Although the proposed clustering approaches for IoV are very promising and can pro-

vide very acceptable performance, there are other significant topics that we plan to

carry out and study further in the research and applications of clustering approach in

IoV. We summarize them as follows:

• Investigate the use of the proposed algorithms in urban areas by designing effec-

tive corresponding algorithms and comparing its performance to existing cluster-

ing protocols.

• Improve the proposed solutions by integrating/proposing a mechanism to improve

the consensus rate between the vehicles during the CHs selection phase, especially

in the distributed approaches.

• Consider the impact of collisions and hidden terminals, that have an impact on

the delivery ratio when the number of connected vehicles increase.
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:ملخص  

تتناول أطروحة الدكتوراه هذه بشكل أساسي مشكلة تحسين النفقات العامة للشبكات وتحسين استقرار الشبكة في بيئة 

ام من إنترنت السيارات. في هذا السياق، نحن مهتمون بنهج التجميع لتلبية متطلبات هذه البيئة. وبالتالي، فإن الهدف الع

في هذا  .جديدة لشبكات انترنت السيارات تجميعهذا العمل البحثي يركز على تصميم ونمذجة ومحاكاة خوارزميات 

من خلال مراجعة نقدية للأدبيات، لعدد من خوارزميات التجميع المقترحة لشبكات السيارات  بتحليل،الصدد، نبدأ 

بعد  التقليدية، لاكتشاف بعض المشكلات التي لا تزال مفتوحة أو التي لا تزال حلولها المقترحة تحتاج إلى تحسين أكثر.

ما يجعل من الممكن تحسين أدائها، مع ضمان ذلك، نقترح ثلاث خوارزميات تجميع جديدة لشبكات انترنت السيارات، م

تتمثل أهداف الخوارزميات المقترحة في التقليل مستوى عالٍ من الخدمة التي تتطلبها الوظيفة التي تؤديها هذه الشبكات. 

ركبات إلى حد كبير من النفقات العامة للشبكة وتقليل زمن الوصول إلى الشبكة وزيادة نسبة التسليم بين عدد كبير من الم

والتي تم  المقترحة،المتصلة التي تسير بسرعة عالية. لقد أسفرت الدراسة التحليلية والمحاكاة لتقييم الخوارزميات 
تفوقت على تلك التي عرضتها  مقنعة،عن نتائج  الحركة،إجراؤها بواسطة مجموعة من محاكي الشبكة ومولد 

 الخوارزميات الأساسية المقترحة في الأدبيات.

 .المركبات، التجميع، وحدة جانب الطريق،  حركية انترنتشبكات المركبات، : مفاتيح

Abstract : 

This PhD thesis deals mainly with the problem of optimizing networking overhead and improving 

network stability in the Internet of Vehicles (IoV) environment. In this context, we are interested in the 

clustering approach to meet the requirements of such environment. Therefore, the general goal of this 

research work focuses on the design, modeling and simulation of new clustering algorithms for the IoV 

network.  In this respect, we start with an analysis, through a critical review of the literature, a number 

of the clustering algorithms in VANETs, to detect certain problems still open or whose proposed 

solutions are still to improve. Then, we propose three new clustering algorithms for IoV networks, 

which make it possible to improve their performances, while guaranteeing a high level of service 

required by the function performed by these networks. The objectives of the proposed algorithms is to 

minimize significantly the network overhead, decrease the network latency and increase the delivery 

ratio between a large number of connected vehicles traveling at high speed. The analytical study and 

the simulation for evaluating the proposed algorithms, carried out by a combination of the network 

simulator NS2 and mobility generator VanetMobiSim, have yielded convincing results, outperforming 

those exhibited by the basic referred algorithms. 

Keywords: VANET, Internet of Vehicles, Clustering, RSU, Mobility. 

Résumé: 

Cette thèse de doctorat porte principalement sur le problème de l'optimisation de la charge et de 

l'amélioration de la stabilité du réseau dans un environnement Internet des Véhicules (IoV). Dans ce 

contexte, nous sommes intéressés par l’approche de regroupement pour répondre aux exigences d’un 

tel environnement. Par conséquent, l'objectif général de ces travaux de recherche est de concevoir, 

modéliser et simuler de nouveaux algorithmes de regroupement pour le réseau IoV. À cet égard, nous 

commençons par analyser, à travers une revue critique de la littérature, un certain nombre 

d’algorithmes de regroupement dans des VANET, afin de détecter certains problèmes encore en 

suspens ou dont les solutions proposées doivent encore être améliorées. Ensuite, nous proposons trois 

nouveaux algorithmes de regroupement pour les réseaux IoV, qui permettent d’améliorer leurs 

performances, tout en garantissant un haut niveau de service requis par la fonction réalisée par ces 

réseaux. Les algorithmes proposés ont pour objectif de réduire de manière significative les frais 

généraux du réseau, de réduire la latence du réseau et d’augmenter le rapport de transmission entre un 

grand nombre de véhicules connectés se déplaçant à grande vitesse. L'étude analytique et la simulation 

d'évaluation des algorithmes proposés, réalisées à l'aide d'une combinaison du simulateur de réseau 

NS2 et du générateur de mobilité VanetMobiSim, ont donné des résultats convaincants, supérieurs à 

ceux des algorithmes de base cités. 

Mots clés: VANET, Internet des Véhicules, Regroupement, RSU, Mobilité. 
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