
REPUBLIQUE ALGERIENNE DEMOCRATIQUE ET POPULAIRE

Ministère de l’Enseignement Supérieur et de la Recherche Sceitifique
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Abstract

Aiming to the main purpose of improving road safety and entertainment, Vehicular Ad Hoc Networks

(VANETs) have emerged as an open and interesting research topic in the last decade. The deployment of

VANET systems coupled with sensor technologies has increased the gained benefits from the development

of these latter. Thus, they enable real-time data gathering and sharing, so that new applications, such as

traffic reporting, relief to environmental monitoring and distributed surveillance are promoted. The design

of reliable, fault-tolerant, maintainable, safe and secure applications and standard for realistic and large-scale

deployment environment, like in VANETs presents extraordinary challenge, especially in the lack of global

memory enabling global system state recognition. In this context, the requirement of clock synchronization

remains one of the most significant issues that should be addressed to the extent of that dependable systems

evolve. The focal point of this Doctoral dissertation is to give an analytical study of clock synchronization

issue in vehicular communication systems. The intrinsic characteristics of the unstable vehicular environ-

ments, such as the high speed of nodes and the lack of permanent network connectivity have created new

challenges and requirements, so that the solutions that have already proposed to synchronize nodes in clas-

sical networks are no longer appropriate. Consequently, new and adaptive clock synchronization mechanisms

should be devised and implemented. Here, we propose a new mechanism for synchronizing clocks in vehicular

environments, dealing so with communication and scalability issues. The proposal, named as “Offsets Table

Robust Broadcasting” (OTRB), exploits the broadcasting channel to spread the time information over the

entire network. This protocol is well-adapted to random network topology changes, high node velocity while

offering good precision and robustness against nodes failure and packet loss. The analytical study and protocol

simulation for evaluating the system performance, carried out by a combination of VanetMobiSim and NS2

simulators, have yielded convincing results, outperforming those exhibited by the basic referred protocols.

keywords Intelligent transportation system, ITS, VANET, WSN, dependability, clock synchronization,

fault-tolerant clock synchronization.
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Introduction

Nowadays, the use of wireless communication technologies in the transportation domain

has increased with the active growth of smart cars’ development. It was announced that

the number of vehicles in use grew up from about tens’ million in 2006 to thousands’

million in 2015 and this number is still increasing for the time being. Thus, the demand

for new ways to control the transportation systems is highly required. That is why

Vehicular Ad hoc NETworks (VANETs) have been created.

VANETs apply data communication and processing to transport means, infrastruc-

ture and users in order to increase the effectiveness, environmental performance, safety,

resilience and efficiency of the transportation eco-systems. VANETs can be treated as

the application of Mobile Ad hoc NETworks (MANETs) for road traffic information

sharing. They provide vehicular communications through wireless and mobile networks

with a little or no infrastructures. In the case of pure ad hoc network architecture, the

communications are established between the vehicles themselves (Vahicle to Vehicle

communications (V2VC)). Otherwise, the vehicles can communicate with the infras-

tructure installed on roads (Vahicle to Infrastructure communications (V2IC)).

VANETs can provide a large amount of relevant applications and services, such as

accident avoidance, collision warning, cooperative driving, wireless remote diagnosis,

traffic flow regulation, route guidance, Internet access and infotainment applications

like playing games and listening to music. Owed to this versatility of applications and

services they promise to provide, VANETs are at the core of the intelligent transporta-

tion systems (ITSs). Even more, the trend of the Internet of Things (IoTs) enables

the interaction between vehicles and IoT components which is referred to as the Inter-

net of Vehicles (IoVs). Consequently, VANETs afford intelligent control and services

to vehicular environments. In addition, the application of vehicular communications

1



INTRODUCTION 2

coupled with sensor technologies has been dragging the attention of both industrial

and research communities. In this context, a number of VANETs’ projects have been

initialized by different countries and famous industrial firms, such as BMW and Toyota

in order to make the ITSs a reality. Indeed, the unique properties of VANETs create

new requirements and challenges. For instance, road pattern restrictions, large net-

work size, dynamic topology and mobility models make previous MANETs solutions

not applicable for VANET environments. Even so, the environments of vehicular and

sensor networks are hostile, so that, vehicles and sensor inroads are subject to different

failures making their real deployment a challenging task. This is due mainly to software

and hardware failures, human error and unreliable networks. As a way of illustration,

human errors affected by the drivers and pedestrians can damage the system in both

hardware and software levels. In addition, hardware failures generally affects software

failures, which in turn cause errors in the communication links leading to unreliable net-

works. In the context of network unreliability, the frequent network topology changes

cause the communication links to be unpredictably created/broken-up. That is a node

can connect or disconnect to a given set of other nodes in the laps of time. Further-

more, unexpected defects, such as malicious attacks and hardware failures, can damage

system’s safety or cause that the system cannot provide its specifications to the end-

user. In order to guarantee dependable services, the design of VANETs’ standards and

protocols must be adapted to work robustly in such mobile and dense environments.

In addition, the deployment must be designed to be energy-efficient, so the lifetime of

the sensor deployed inroads can be maximized.

The dependability is to ensure reliability, availability, maintainability, safety and

security of a system [1]. This can be realized by the means of fault-avoidance, fault-

tolerance, error-removal and error forecasting, all in transparent manner [2]. Nonethe-

less, in the lack of global system’ state recognition, to provide a global timescale for

a set of connected nodes is of vital significance to support system dependability mea-

surements. It is referred to as the clock synchronization. In other word to synchronize

nodes’ clocks is a cardinal requirement for distributed systems to meet their specifica-

tions to the end-user. It is a key parameter for system designing to ensure:

• Resource sharing: Several basic techniques to distribute the access to a shared

resource are time-based access; where a node is allowed to access the resource in
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an allocated time interval. As a way of illustration, for communication medium

access sharing time-based, the scheduling protocols are put in place in order to

avoid communication collisions. These protocols do not make any sense if node’s

clocks are not synchronized with one another.

• Concurrency: Multiple nodes working jointly on a specific application need an

agreement about their common progress at real-time. The difficulty of designing

robust distributed systems arises in a limited knowledge of current global system’s

state. That is the timing sequence nature of the applications that evolve relies

on an accurate clock synchronization mechanism to correctly maintain the event

causality property.

• Fault tolerance: To ensure systems’ reliability and maintainability, fault-tolerance

is crucial. Obviously, nodes and communication links may fail independently at

any time. Therefore, mechanisms to detect and recover faults must be placed

in. For instance, check-pointing and redundancy mechanisms are configured to

restore the system to a valid state. To this end, communications between the

different nodes are inquired to be reliable and predictable in their timing behavior.

Clock synchronization thus is required.

Additionally, several real-time applications and services depend strongly on the

existence of synchronized clocks. Among these applications and services in VANET

systems we cite: traffic information, smart parking, movement detection, localization,

etc. Further, the absence of synchronized clocks may be the main cause of failure, such

as time-based access to common services. For those reasons, our research tackles clock

synchronization issue to ensure dependability of VANET systems.

Goals and objectives

The general goal of this PhD thesis is to deal with clock synchronization issue as a main

pillar to support VANET systems dependability. However, clock synchronization issue

is well studied in the classical MANET and WSN networks. Due to the remarkable

lack of VANETs oriented solutions, our first objective is to survey the main research

works in the specialized literature. Therefore, we give an overview of clock synchro-
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nization taxonomy in order to deal with its practicability in the context of VANET

systems. However, most of the protocols in state of the art are designed to optimize

the global skew of nodes using hierarchical architectures (e.g., clustering, like in [3, 4],

or spanning tree, like in [5]). For instance, protocols, such as in [5] implement spanning

tree architecture in order to maintain clock synchronization. Indeed, the error between

neighboring nodes may increase, that is error propagates down with different rates on

different paths/hops. In addition, it is very difficult to maintain a spanning tree in

highly dynamic vehicular environments. On the other hand, achieving direct neighbor

synchronization, such as in [6] [7] with the aid of timing messages exchange generate

more communication overhead and cause transmission channel to interfere, especially

in large and mobile environments. All in all, the synchronization performance is closely

related to the characteristics of the network, such as type, size, node’s distance, aver-

age speed and nodes’ density. The analytical study reveals that the existing solutions

cannot be directly implemented in the context of VANETs. That is, their intrinsic

characteristics create extra challenges that should be considered. the high velocity of

vehicles causes frequent changes in the network topology. Even more, the number of

connected entities has incredibly increased and will increase more and more over the

time.

Next, in order to bring new solution in satisfactory solving such problems, we at-

tempt to develop a new proposal for synchronizing nodes’ clock adapted to work under

the conditions of unstable vehicular environments. In any case, a suitable clock syn-

chronization protocol improves VANET requirements. Among these requirements are:

low-cost in communication overhead, short time convergence (time convergence is the

time taken to synchronize the network), scalability, precision and long synchronization

lifetime. Robustness or fault tolerance is also an essential criterion that must be taken

into consideration when designing the protocol. Fault tolerance defines the ability

of the network to maintain its functionality in case of failure. The proposed protocol,

called Offsets Table Robust Broadcasting (OTRB), provides accurate and fault-tolerant

time synchronization, focusing on direct neighbor synchronization in which, every node

runs with the value of its local clock, but maintains the time information needed to

synchronize other nodes for different purposes (e.g., point to point communications,

medium access control and security). The solution exploits the broadcasting channel to
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synchronize neighbor clocks without exchanging any time information between them,

which minimizes the communication overhead and the number of delivered messages

at each node.

Thesis organization

The thesis contains five chapters divided into three main parts, background, state of

the art and contributions parts, and it is organized as follows:

In the overview part:

• Chapter 1 gives a background of knowledge about vehicular communication sys-

tems; their architecture, characteristics, challenges and requirements and some

of the new open research topics related to the former.

• Chapter 2 discusses dependability of distributed systems, its main threats, means

and measures and shed the light on the vital role that clock synchronization

plays to support dependability in VANET systems. In this chapter, we give

basic definitions and concepts related to clock synchronization and introduce

the practical use of synchronized clocks, their requirements and challenges in

vehicular environment deployments.

• The state of the art part weights the taxonomy of clock synchronization proto-

cols with a detailed description of the existing protocols. The analysis provided

for each protocol checks its practicability for VANET environments. Besides, a

detailed comparison is provided considering relevant key parameters such as the

density of nodes, the relative speed, the average time convergence, the commu-

nication overhead, the synchronization rate and the fault tolerance capability of

the targeted protocol.

In the second part of contributions:

• Chapter 4 presents our proposal. First, we demonstrate our basic solution, named

Time Table Diffusion protocol for synchronizing clocks of nodes in vehicular envi-

ronments. The proposed solution works in distributed manner and allows nodes

to run freely with the value of their local clocks, but store the time information

to synchronize other nodes when it is needed. By exploiting the broadcasting
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channel, TTD reduces the communication overhead and the number of messages

required to achieve the synchronization. Secondly, as failures of clock synchro-

nization has the potential to cause safety applications to fail, the offsets Table

Robust Broadcasting (OTRB) protocol, which is a result of TTD enhancement,

is proposed to overcome both communication and clock failures that can ap-

pear in the previous model. Finally, we end the chapter by giving performance

evaluation.

• Chapter 5 deals with OTRB performance improvement based on clustering mech-

anism to reduce the number of communications caused by the high frequency of

arrival/departure of nodes. To this end, we adopt the three clustering algo-

rithms in [8–10], and give a comparative analysis of the influence of these algo-

rithms on OTRB performance considering parameters, including the average of

arrival/departure and the number of isolated nodes.

• Finally, we conclude our thesis with a brief discussion and future perspectives.
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Chapter 1

Vehicular communications

1.1 introduction

The increasing of vehicles on roads causes the number of accidents and traffic jams

to enlarge. The demand of new way to control the transportation system is thus

highly needed. To this end, Vehicular Ad hoc NETwork (VANET) has been created.

VANETs enable versatility of applications that improve roads safety, driving amuse-

ment and time-road-fuel exploitation. They can be seen as the application of mobile ad

hoc networks (MANET) for road traffic information sharing by enabling data communi-

cation through wireless and mobile networks with little or no infrastructure. VANETs

provide communication between the vehicles themselves and/or between vehicles and

the infrastructure installed in roads (see Figure 1.1). Basically, VANETs promises

providing safety and non-safety applications to the classical transportation systems.

The safety applications, such as collision detection and lane change warning, aims to

provide the safety of passengers on roads. On the other hand, non-safety applications

provide additional services to improve comfort and fun to the road users. The non-

safety applications include, but not limited to: Internet access, weather information,

e-commerce and route guidance.

Owed to system performances they afford to improve, VANET has been drawing

attention of both industrial and research communities. However, put VANET systems

into practice should meet the challenges their characteristics impose. For example,

in addition to congestion problems due to the high number of connected vehicles,

there is the high frequency of topology changes due to the high velocity of nodes.

8
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V2VC

V2IC

Figure 1.1: Vehicular communications.

Even more, the continuous increasing of connected entities in roads, such as vehicles,

smartphones, tablets and sensors makes the real practice more challenging. The wide

range of applications of vehicular communications opens up new research topics, such

as the Internet of Vehicles (IoVs) and the Vehicular Cloud Computing (VCC).

The present chapter presents the fundamental concepts of vehicular communica-

tion systems. Here, we point out on the architecture, characteristics, challenges and

requirements that face such systems. Also, new open topics of research related to the

former are discussed.

1.2 VANETs’ definition

YOUSEFI et al. defined VANET as “computer network on wheels” [11]. It is a network

that provides data communication among vehicles as nodes. These vehicles communi-

cate with each other, as well as with the Infrastructure installed in roads.

VANET is characterized by the movement of its nodes in an open space area with

restricted direction and speed. In fact, vehicles move according to a mobility pattern,

based on predefined roads, buildings, intersections, junctions and other traffic entities,

in an urban, rural, or highway area [12]. The connected nodes in VANET consist of

vehicles on roads able to data storage and processing. Usually, these nodes are equipped

with sensing devices to collect the necessary data. Beside to GPS, the constructors of

today have already equipped the new cars with multiple sensors. Among the sensors are

found, radio, radar, camera, speedometer, temperature, fuel gauge, rain, wheel rotation
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and tachometer sensors. Also, mobile phone tends to be increasingly connected to the

vehicle. These different sensing devices permit events and environment data collecting.

In infrastructure mode, the collected data is spread up through Vehicle to infrastructure

communication (V2IC). In turn, the other vehicles get the information needed from the

available Road Side Unit (s) (RSU(s)). By the contrary, in ad hoc mode, the vehicles

exchange the collected data between them through Vehicle to Vehicle communication

(V2VC) in multi-hop manner. Also, to get better performances, we consider hybrid

communication using both V2IC and V2VC.

1.3 VANETs’ applications

VANET systems aim to increase road safety / security and make the end user more

comfortable and having more fun. An extensive works providing a list of applications

and services to this end have been compiled, such as cooperative driving, wireless

remote diagnosis and collision warning. However, the overall of these applications can

be divided into two major categories; safety and non-safety applications [13].

1.3.1 Safety applications

Safety applications focus on reducing the damages (such as the loss in humans’ life)

caused by the collisions and accidents commuting in roads. It is stated in [14] that if

a warning is given half a second before the moment of the collision, sixty percent of

the accidents could be avoided. Using inter vehicle communications (IVCs), a vehicle

recognizing dangerous situation should alert its neighboring. Reporting such situations

should be as fast as possible to provide immediate reaction against possible hazardous.

The slow warning propagation decision causes late alert delivery. In turn, this results on

unavoidable collision. There is a considerable amount of research in safety applications

in order to improve the safety and security of transportation systems. According to

Vehicle Safety Communication (VSC) consortium, the safety applications include eight

high potential applications:

• Traffic signal violation warning ;

• Curve velocity warning : Curve velocity warning applications guide the driver
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about speed limit to avoid collisions;

• Pre-crash sensing : Warning systems can be deployed to avoid accidents, e.g.,

work zone warning, stopped vehicle warning, and low bridge warning for trucks.

Such applications may also manage traffic flows and identify alternative routes;

• Emergency electronic brake light : Emergency brake announcement is the most

important application for crash prevention;

• Cooperative forward collision warning : Using V2VC, cooperative forward colli-

sion warning to send emergency notifications to nearby emergency responders is

most likely after accident;

• Left turn assistant : A driver getting ready to make a left turn might easily

overlook a pedestrian crossing on the right side of the street. Therefore, the

number of accidents can also be reduced with the help of early warning system;

• Lane change warning : Lane change warning applications are used to provide

assistance to a drive about lane change by applying automatic emergency breaks;

• Stop sign movement assistant.

1.3.2 Non-safety applications

Despite the fact that increasing roads safety is the main motive behind IVCs, these

latter provide supplementary applications in order to achieve better transportation

systems efficiency. Non-safety applications offer value added services that increase the

market penetration. Among these services, let us site as examples:

• Infotainment and commercial applications : these applications facilitate individ-

uals and tourists traveling. They aid the end user to map for restaurants, petrol

pump, finding nearest parking availability, navigation and route guidance.

• Mobile internet access and peer to peer applications : internet connectivity became

a requirement for multiple usages. Passengers in their vehicles could download

music, movies, and games and connect to home computers. In the absence of

fixed internet connectivity, vehicles themselves can provide internet access to
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other vehicles. Peer to peer applications are also of vital interest. They able data

sharing between the moving vehicles, such as sharing music, games, videos and

chatting.

• Road traffic optimization applications : this type of application comes up the

road user with real-time information in order to deal with minimizing congestion.

Traffic information is most likely to help driver to find best route to destination

when it relates to the immediate area.

1.3.3 A Literature review of VANET’s projects

A number of projects that have been started are enlisted in order to roll out VANETs

in real life. Let us site as examples:

i) ACDC (2014-2016): ACDC is a Swedish national project which aims at sup-

porting autonomous cooperative driving with dependable wireless real-time commu-

nications. The project considers two application scenarios: platooning (road trains),

such as joining in the middle of the platoon to arrange for best fuel saving; and fully

autonomous driving in a confined area like a construction site, a harbor, or a mine.

ACDC project attempts to respond the following questions:

(a) How can wireless communication enable/enhance autonomous cooperative driving?

(b) What requirements on the communication for applications?

(c) How to design and configure communication protocols and methods to fulfill

the requirements on wireless real-time communications?

ii) HIGHTS (2017-2020, 1): HIGH PRECISION POSITIONING FOR COOPERATIVE-

ITS is a European research project supported by European Union, which focus mainly

on smart, green and integrated transport for the cooperative ITS. This project ad-

dresses these problems by combining traditional satellite systems with an innovative

use of on-board sensing and infrastructure-based wireless communication technologies

(e.g., Wi-Fi, ITS-G5, UWB tracking, Zigbee, Bluetooth, LTE...) to produce advanced,

highly-accurate positioning technologies for C-ITS. The goal of the HIGHTS project is

to achieve high precision positioning system with the accuracy of 25cm.

1http://hights.eu

http://hights.eu
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iii) SCOOP (2014-2018, 2): SCOOP is a Cooperative ITS pilot deployment project

that intends to connect approximately 3000 vehicles with 2000 kilometers of roads. Ve-

hicles are equipped with sensors to detect events such as a slippery road, an emergency

brake, etc. and with on-board units to transmit the information to vehicles behind

(V2V) and to the road operator (V2I) through road side units. The road operator can

also transmit information (road works, etc.) to the vehicles through their on board

units (I2V). The main objective is to improve the safety of road transport and of road

operating staff during road works or maintenance.

iv) UK Autodrive (2015-2018, 3): UK Autodrive is a UK project that is trialing

automated vehicle technology as part of a government-backed competition to support

the introduction of self-driving vehicles. The trials will:

(a) Integrate autonomous and connected vehicles into real-world urban environ-

ments.

(b) Show how autonomous and connected vehicles could solve everyday challenges

such as congestion.

(c) Demonstrate the commercial operation of electric-powered self-driving at a city

scale.

(d) Provide insight for key stakeholders and decision-makers, including legislators,

insurers and investors.

1.4 VANET’s characteristics, challenges and require-

ments

VANETs reveal the application of MANETs in the transportation domain. However,

the characteristics of the environment in which the network progresses create new

features of the former. For instance:

• Velocity: The velocity of the moving vehicles may cause frequent change in the

network topology. Therefore, a high rate of arrival and departure of nodes can

be affected. Dealing with such a limitation drains an important communication

2http://www.scoop.developpement-durable.gouv.fr/en/
3http://www.ukautodrive.com/

http://www.scoop.developpement-durable.gouv.fr/en/
http://www.ukautodrive.com/
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overhead. That, nodes need frequently to choose a reliable route in order to

ensure data deliverance to specific destinations.

• Road traffic: In high traffic, the collision caused by the communication in progress

cause the latency to enlarge. This issue can be solved by using short commu-

nication range. On the other hand, the nature of traffic makes some isolated

vehicles in the roads. The usage of short communication range palliates the in-

terferences issue; however the transmission range employed cannot reach further

destinations.

• Road infrastructure: The high building and the intersections may affect traffic

jams and fading. In addition to the interference, the hidden node problem is

pointed out as a major limitation. The design of VANET in these features is

more challenging. Even so, the control algorithm should consider the change in

the mobility pattern (urban to highway e.g).

The outcome of VANETs applications and services is affected by several circum-

stances. To succeed in their missions, the design of VANET systems should meet the

following requirements:

• Scalability: VANETs applications, such as safety applications, demand the cor-

rect behavior in sparse network as well as in traffic jam scenarios. However, the

design of VANET systems has to cope with any increase in the traffic density.

• Latency: The nature of VANET system requires the immediate relaying of infor-

mation, without the introduction of any delay which can be caused by different

raisons, such as high traffic and network collisions.

• Reliability: Failures can independently appear at any time. Reliability referred

as to the possibility of continuous running with and without failures.

• Availability: The availability defines the probability that the system is available

at any time. The Mean Time Between Failure (MTBF) should be as short as

possible. The shortest MTBF, the best maintainability is offered.

• Safety: Safety is a property of a system that reflects the system’s ability to

operate, normally or abnormally, without danger of causing human injury or
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death and without damage to the system’s environment. The importance of

safety requirements is owed to the ability to exclude undesirable situations.

• Security: Security reflects the ability of the system to protect itself from acciden-

tal or deliberate external attack. The system security is an essential pre-requisite

to ensure its availability, reliability and safety.

• Quality of services (QoS): Real-time distributed systems such as VANETs must

satisfy timing, reliability and security constraints as well as application-specific

quality requirements to deal with scheduling of the integrated services in real-

time. To address this diversified problem, QoS requirements have to manage the

network resources to provide the QoS guarantees in VANETs. The most robust

VANET system provides better QoS.

1.5 VANETs layered communication architecture

Communication protocol stack is of vital importance to ensure reliable communication

between any pair of nodes in the network. It is referred to as the communication layered

architecture. This latter designs the important communication protocols and services,

including physic, Medium Access Control (MAC), network (routing), application and

security, ...etc (see Figure 1.2).

Sender node

Physical layer

Data link layer

Network layer

Transport layer

Application layer

Receiver node

Physical layer

Data link layer

Network layer

Transport layer

Application layer

Figure 1.2: Layered communication architecture.

In order to ensure their interoperability, the design of cross layered architecture ori-

ented VANETs has paid a tremendous attention. Many research industries address this
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issue, such as, the International standard Organization (ISO), the Institute of Electri-

cal and Electronic Engineers (IEEE) and the Car-to-car Communication Consortium

(C2CCC) as main actors.

i) CALM by ISO:

ISO proposal was designed to manage communication between vehicles as well as be-

tween vehicles and RSUs. It is referred to as the Continuous Air-interface for Long

to Medium range (CALM). CALM proposal is based on the Dynamic Short Range

Communication (DSRC) concept. DSRC was approved by US Federal Communica-

tions Commission (FCC) and works under the frequency band 5.9 GHz. The spectrum

is divided into six service channels (SCH) and one control channel (CCH) with equal

bandwidth of 10 MHz each. For emergency and control messages, CCH is used. SCH

is used for other application packets. Figure 1.3 illustrates the proposed ISO CALM

layered architecture.

Physical layer

MAC layer

Interface layer

IPv6 Network layer

Transport layer

Application layer

Figure 1.3: ISO CALM communication layered architecture.

At physical layer, CALM standard provides combination of different access tech-

nologies for communication. For short and medium distances, CALM takes advantages

to infrared. In contrast, for long distance, it prefers the use of GSM, UMTS or any

other available wireless access technology. In addition, it has the option to incorporate

future technologies. As a result, ISO CALM may provide vehicles to other interfaces

communication. CALM architecture also defines communication interface, network and

application management features. The network manager enables IPv6 networking to

move from a subset to another with handover to alternate media. CALM applications

manager ensures application transmission requirements. It interacts with interfaces to
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get information about most suitable medium and instructs the network manager to

establish a new connection. IETF NEMO protocol is concerned with managing the

mobility of a network.

ii) WAVE by IEEE:

IEEE has proposed the 1609 family of protocols for VANET communication purposes.

It is named as WAVE for Wireless Access in Vehicular Environment. The overall of

WAVE communication stack is working based on DSRC radio technology. That is

standardized by IEEE community as IEEE 802.11 p. Currently, DSRC is the fre-

quency band approved by all the standards [15]. IEEE 802.11 p details the MAC

layer operation in WAVE proposal. The former permits V2I communications using the

WAVE Basic Service Set (WBSS). This service is based on IEEE 802.11 a specification

to achieve communication between a node and the available access point. For V2V

communications, the WAVE Independent Basic Service Set (WIBSS) is approved.

As shown in Figure 1.4, the proposed WAVE layered architecture consists of six

standards.

(a) IEEE 1609.1, WAVE applications manager, defines the basic applications and

their requirements.

(b) IEEE 1609.2, WAVE security services, defines the security considerations, such

as anonymity, authenticity, and confidentiality.

(c) IEEE 1609.3, WAVE networking services, defines network and transport layer

services, including addressing and routing. The standard provides a dedicated single

protocol, named as Wave Short Message Protocol (WSMP).

(d) IEEE 1609.4, WAVE multichannel operations, provides frequency band man-

agement and coordination between the seven DSRC channels.

(e) IEEE 1609.5, WAVE layer management, deals with layer management.

(f) IEEE 1609.6, WAVE facilities, offers an additional middle layer between trans-

port and application layer.

Indeed, WAVE allows only IEEE 802.11p MAC for all types of communication,

which is considered as a limitation for several research activities.

iii) C2CNet by the Car to Car Consortium (C2C-CC):

The C2C-CC protocol architecture proposal aims to achieve an open European stan-
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Figure 1.4: WAVE IEEE communication layered architecture.

dard, where, the interoperability among cars from different manufacturers should be

allowed. Basically, the aim is to achieve real-life demonstration of safety applications

in vehicular environments. The proposal architecture supports many available inter-

faces at physic and MAC levels. A dedicated bandwidth of 30 MHz will be available

for safety applications. Also, its design for the network layer (C2CNet) supports both

infrastructure-based and infrastructure-less communication modes. Differently to IP

protocol, C2CNet provides multi-hop ad hoc communications based on geographical

addressing and routing with location service demonstration. However, C2C-CC trans-

port and network layers allow the use of traditional networking as well as C2CNet

below IP stack. Figure 1.5 below depicts the C2C-CC layered architecture.

C2C Physical layer(European IEEE 802.11 p) and other

C2C MAC layer (European IEEE 802.11 p) and other

IP / C2CNet

C2C Transport layer

Applications

Figure 1.5: C2CNet communication architecture.

The overall of communication protocols stack must be revised in the context of

VANETs. In the following, a discussion about the protocols of the different layers of
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the communication architecture is given.

1.5.1 Physical layer

The lowest layer in the communication protocol stack, physical layer, defines the me-

chanical and electrical/optical specifications of the physical transmission medium us-

age. It describes the transmitted data (bits) encoding and the synchronization rules.

Experimental studies of the usage of both radio (very high frequency (VHF), micro and

millimeter waves) and infrared waves for IVCs have been made in order to determine

their efficiency. It is stated in [16] that infrared and millimeter waves are more suitable

for line-of-sight communications, while VHF and microwaves provide broadcast com-

munications. However, as VHF provides long links with low speed, the trend is to use

microwaves [17].

Most of the researches rely on the physical layer of IEEE802.11 standard. The de-

fined IEEE802.11p for IVCs, well known as DSRC WAVE, operates in the 5.850−5.925

frequency band in the US, and in 5.855−5.925 frequency band Europe. In the physical

layer for VANETs, the physical medium has to offer robust communication between

the moving vehicles. Especially, in case of emergency where high QoS is required. It

has to consider multi-path fading and Doppler frequency shifts caused by the mobil-

ity of vehicles. To mitigate (handle) these requirements, the physical layer of IEEE

802.11 p doubled the physical parameter in the time domain. So that the inter-symbol

interference caused by the multipath delay spread and the Doppler spread effect was

decreased [16]. Orthogonal frequency division multiplexing (OFDM) is used with data

rate from 3 to 27 Mb/s. IEEE 802.11 p targets a transmission range between 300 and

1000 meters and supports vehicles’ speed up to 55 m/s (200km/h). The variation in

the density of nodes in different vehicular environments affects the supported trans-

mission range. For example, in traffic jams, the usage of large transmission range may

cause considerable increasing data loss due to the interferences. On the other side,

when the number of moving vehicles is low, the number of isolated nodes will increase

with low transmission range. To deal this problem, the node has to adjust adaptively

its transmission power. That is, by increasing power when number of neighbors is

small and decreasing power when the number of neighbors is large. Many VANETs’

projects propose the use of the physical layer of cellular technologies instead of IEEE
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802.11. Thus, the bit error rate has been improved compared to solutions based on

IEEE 802.11 b [16]. For example, the European FleeNet project [18] has proposed to

use the universal terrestrial radio time division duplexing (UTRA-TDD UMTS 3G)

based physical layer. The offered data rate is of 2Mbps. Furthermore, 5G is expected

to improve the data transfer speed, scalability, connectivity, and energy efficiency of

the network [19]. However, it is stated in [20] that the use of these technologies as

future communication base for VANETs is discouraged due to their high latency rate

and limited bandwidth.

1.5.2 MAC layer

The main object behind MAC layer is to provide reliable radio medium sharing. MAC

layer design for VANETs must overcome certain challenges in order to control channel

access and ensure data convey free on error. At first, the nature of the wireless medium

led the appearance of the hidden node problem. It is usually shown up when two non-

neighbors attempt to transmit to a common one-hop neighbor node (see Figure 1.6).

Consequently, transmitted packets can be collided because of the signals’ interferences.

Sender nodes

Interference zone

Figure 1.6: Hidden node problem.

The proposed MAC protocol ALOHA [21] uses in random access. A node sends

its data and if a collision occurs, it waits for a random period and transmits again.

Simulation results show that the maximum data throughput of the algorithm is 18.4

% of the channel access capacity [22].

The carrier sensing multiple access (CSMA) protocol attempts to avoid collisions

caused by the random access to the channel. A node first checks the channel medium
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before sending its packet. If there is an ongoing transmission, it waits for a random

time to transmit. Otherwise, the channel is supposed to be idle (free) and the node can

transmit. Indeed, it may be possible that more than one node want to transmit at the

same time. If the channel is sensed free, these nodes will engage the transmission at the

same time. This leads in network collision. To deal with this limitation, the request to

send / clear to send (RTS/CTS) handshake is used. Before engage the transmission,

the sender broadcasts a RTS packet to warn its vicinity. If the receiver is ready, it

responds by CTS packet take on the message exchange between the sender and the

receiver. By this way, all the neighbors of the sender and those of the receiver will not

corrupt the upcoming transmission. Thus, the sender can send its packet without risk

of collision. Nevertheless, this mechanism prevents other nodes sending their data to

an uncovered node by the first sender. This is known as the exposed node problem. A

node receiving a RTS packet but no CTS is considered as an exposed node (see Figure

1.7).

Sender 1

Receiver 1

Sender 2 (exposed node)
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Figure 1.7: Exposed node problem.

Furthermore, if the exposed node is allowed to transmit, it may cause communi-

cation collision because of possible failure in receiving the CTS packet. IEEE 802.11

MAC layer standard uses CSMA with acknowledgment packet to indicate the termi-

nation of the transmission process. This allowed the exposed nodes to transmit their

packets. It also provides robust transmission and minimizes the risk of collisions in

data communication.

Time criterion can also be used to improve the shared medium efficiency and to

improve hidden/exposed node problem. For instance, time division multiple access
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(TDMA) protocols divide the shared medium into several time slots; so that, one time

slot is assigned for each node. However, if the data rate increases, the interferences

increase as well.

In addition to the hidden/exposed nodes problem, due to the high mobility, vehicle

nodes may join/leave a group of nodes at any given time. Therefore, the network

topology is exposed to frequent changes. Moreover, vehicles may pass from highly dense

to sparse environment during their movement. MAC protocols design for VANETs

must deal with those challenges. It must easily adapt to the frequent change in the

topology and provide effective sharing medium during dense, as well as sparse traffic

load. However, in the lack of pre-established infrastructure, vehicles usually need

periodic exchange of control messages in order to manage collision-free channel access.

This will generate high communication overhead, especially in dense networks. The

more the communication overhead, the less medium channel will be effective.

In order to easily adapt to the physical layer based on UTRA-TDD, the European

FleeNet project suggests the use of the Reliable Reservation ALOHA MAC protocol

(RR-ALOHA). The RR-ALOHA [23] is an improvement of the standard ALOHA MAC

protocol. The channel access is divided into several time slots, so that, the forerunner

of this algorithm attempts to send its data in the beginning of the time slot. The

maximum throughput is thus doubled compared to the initiative ALOHA. RR-ALOHA

added an additional mechanism in order to inform nodes of the status of the slot (idle

(free) or busy (used)) at two hops. A slot can be reserved only if it is not used by

any nodes two hops away. However, it is very difficult to evaluate the performance in

highly mobile networks, where the management of two-hop neighbors is a challenging

task. In addition, as the protocol uses fixed time slots, the number of the vehicles in

the communication range must not exceed the number of time slots. MAC protocols

in VANETs should also consider the requirements of the application for which data

exchange (a transmission) occurs. On the one hand, while comfort applications, that

aim to increase passengers comfort and entertainment, need high data rate; safety

applications require that the information reach the highest number of nodes in a critical

time. On the other hand, safety application messages have higher priority than comfort

application messages. Thus safety application messages must be differentiated from

other messages.
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IEEE 802.11 standard proposed the DSRC-based MAC protocol. DSRC supports

channel access in both safety and non-safety applications. The standardization of

DSRC is known as 802.11P (the Physical and MAC layer of the IEEEP1606 standard

family implemented by WAVE). IEEE 802.11P adopts the CSMA handshake with col-

lision avoidance (CSMA/CA). In addition, it uses the enhanced distributed channel

access (EDCA) mechanism. This mechanism divides the messages (packets) consider-

ing their priority using Access Category (AC) parameter. The message with the highest

AC value is the highest prioritized message. Based on AC, an amount of waiting time

is adjusted within the appropriate contention window. So that, the highest priority

message has less waiting time to access the sharing medium channel. Also, an Arbi-

tration Inter-frame Space (AIFS) is adjusted considering AC. If the channel access is

sensed idle for AIFS duration, the vehicle is permitted to transmit. DSRC divides the

channel into several synchronized intervals (SI), 100ms for each SI. Further, for each SI

there are the control channel interval (CCHI) and the service channel interval (SCHI).

Each channel interval is of 50ms and they are separated by the guard interval (GA).

The CCHI is used for safety application messages exchange, while the SCHI is used

for the other services. During CCHI, all the vehicles broadcast and listen to messages

from neighbors and RSUs. When network density increases, CCHI is not enough to

control all safety messages transmitted by all the vehicles [24]. By contrast, when the

network density decreases to be less than the bandwidth, CCHI is wasted.

Due to the use of the CSMA/CA mechanism, DSRC-based MAC protocols are

not suitable for real-time traffic because they cannot guarantee a determined upper

bound delay. Many researches in the current literature take the advantages of using

the combination of DSRC-based and RR-ALOHA-based MAC protocols in order to

improve the performances of the shared medium and adapt to the real-time traffic and

mobility conditions [25]. Let us cite as examples [24,26–28].

1.5.3 Network layer

The principal mission of the network layer consists on data routing from a source to a

destination node. It has to provide the most optimized route that increases the network

performances as possible. Vehicles’ mobility presents big challenges that should be

considered during the routing operation. Although, VANETs are linear networks and
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the movement of the vehicles may be predictable, Source, destination and relay nodes

may rapidly change their position over the time. The routing protocol should be

able to update or select new routes in order to ensure that the transmitted packet

reaches its destination. It should also able to cope with the different types of traffic

densities. While covering disconnected nodes must be handled in case of sparse traffic,

scalability is a mandatory parameter to evaluate routing protocols under dense traffic

conditions. Moreover, the routing protocols must cover the wide range of applications

supported by VANETs. To this end, data routing process have to consider different

network conditions. Among these conditions; position, velocity, road conditions, traffic

information and message’ priority. However, the design of a routing protocol that suits

all scenarios and conditions of vehicular environments remains a debate task.

Generally, there are two main categories of routing protocols in MANETs; proac-

tive and reactive (on-demand) routing approaches. In proactive routing protocols, each

node maintains updated lists of destinations and their routes (routing table). Despite

the fact that this category provides low latency in order to deal real-time traffic scenar-

ios, there is a remarkable waste in network resources due to the high cost generated to

maintain fresh routes. On-demand routing protocols try to find a route from a source

to a destination at run time. The high latency time taken to find the route is the major

limitation of on-demand routing.

Non-real-time traffic applications can use either unicast or multicast routing proto-

cols. Yet, in real-time traffic applications, broadcasting protocols are highly required to

flood data efficiently and reliably [16]. When unicast routing protocols perform data

exchange from a source to a destination, multicast routing protocols target a set of

destination nodes. The destination nodes are generally known by their locations and

can be reached via multi-hop wireless communications between relay nodes. Either

unicast or multicast routing protocols need to find the appropriate route, whether by

implementing proactive or on-demand routing mechanisms. Whereas, metrics, such as

geographic position must be used. The broadcast routing protocols spread the infor-

mation to the entire network. A source broadcasts the packet to all its neighbors. In

turn, each neighbor, when it receives the packet for the first time, will broadcast it

again until reach the destination. Routing issue in VANETs has attracted a potential

attention of the research communities. The authors of [29] survey the existing routing
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protocols up to 2017. For each protocol, they give their advantages and disadvantages.

The paper’s taxonomy divides the routing protocols in VANETs into five basic classes;

Topology based, position based, cluster based, broadcast and geocast based routing

protocols.

Topology based routing protocols, such as [30–34] require immediate knowledge

about the network topology changes in order to maintain reliable routes. These proto-

cols usually use the shortest path algorithm in order to provide a short route between

two nodes. In case of proactive routing, the high cost in communication overhead gen-

erated in order to maintain fresh routes may degrade the network performances. On

the other hand, in case of reactive routing, the delay introduced to search an optimized

route is very important. Further, due to the high mobility of nodes and the nature of

the network partitions, it may be possible that a route cannot be available between a

source and its destination. The use of link lifetime prediction techniques in order to

monitor the network connectivity may minimize the effects of network partitions [35].

Each node, thus must know its own location, velocity and the global time. It must

also know the approximate positions and velocities of its one-hop neighbors. However,

prediction becomes more complex in some traffic loads, such as cities’ traffic [35].

Position based routing protocols rely on the geographic position information of the

nodes to route data. Each node is supposed to know its own position, the position

of its one-hop neighbors and that of the destination. This can be possible by the aid

of any localization system, such as GPS and Galileo. The source node attaches the

destination’s position to the packet. The next hop then is selected based on the geo-

graphical location of neighboring nodes. The next relay must maximize the progress

of the packet toward its destination. In addition to optimized route they offer, po-

sition based routing protocols cope well with dense and mobile networks. However,

geographical routing can form routing loops or a packet can travel longer route due the

network partitioning [13]. Examples of position based routing protocols can be found

in [36–38].

Cluster based routing protocols [39, 40] divide (partition) the entire network into

small manageable clusters. Several metrics can be used to cluster the network, so

that, vehicles in the same cluster have common characteristics, such as geographic

zone, direction and velocity. For each cluster, it is defined a cluster head (CH) which
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is responsible for inter and intra-cluster communications. However, the clustering in

VANETs itself is considered as an issue that should be discussed. A recent survey

papers that provide detailed description of clustering algorithms in VANETs can be

found in [41–43].

Broadcast routing protocols [44–46] are mostly used to share information that

should reach the entire network, such as traffic information and road conditions. Also,

these protocols are implemented in route discovering phase of topology based proto-

cols. Protocols implementing broadcast routing protocols must overcome the broadcast

storm problem. It comes up when large number of nodes broadcast the same packet

at approximately the same time.

Geocast based routing protocols [47,48] are a special case of multi-cast mechanism.

A message is flooded to a group of nodes in a particular geographic region.

1.5.4 Transport layer

The main task of the transport layer consists on the segmentation of the data stream

in order to relieve congestion. The protocols of the layer provide end-to-end commu-

nication services for the application layer.

The dynamicity of VANETs and the intermittent connectivity cause in packet loss

and congestion due to transmission errors. This can greatly decrease the network

throughput. The transport control protocol (TCP) for wired TCP/IP stack is not

suited to mobile networks exposed to frequent topology changes, such as VANETs [49].

Several modifications were performed in order to adapt TCP protocol to VANETs,

such as [50, 51]. Unfortunately, the inadequacy of these protocols to applications that

need multicast routing is apparent [52]. Therefore new approaches are highly required,

which remains a challenging task.

1.6 Security plane

Since their principal aim is to conserve (protect) human life, VANETs applications

require that the circulating information in the network to be very accurate. Indeed,

in open space related to VANETs environments, it is easier to inject false information.

For instance, an adversary node could announce false accident information. This could
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in fact cause real accident due to the emergency braking. Also, the adversary node

could gather personal information about the users, their locations and mobility pat-

terns. Security plane protects systems from thefts and damages in order to prevent

any disruption or misdirection of the services they provide. To this end, the security

plane has to ensure the following properties:

• Confidentiality: Confidentiality is the property that information is not made

available or disclosed to unauthorized individuals, entities, or processes.

• Integrity: Integrity is the property of safeguarding the accuracy and completeness

of assets (ISO/IEC 27001, 2005).

• Availability: Availability is the property of being accessible and usable upon

demand by an authorized entity (ISO/IEC 27001, 2005).

• Authenticity: Authenticity is the property that an entity is what it claims to be

(ISO/IEC 27000, 2009).

• Non-repudiation: Non-repudiation is the ability to prove the occurrence of a

claimed event or action and its originating entities, in order to resolve disputes

about the occurrence or non-occurrence of the event or action and involvement

of entities in the event (ISO/IEC 27000, 2009).

Though security issue was extensively studied in wired and wireless networks, it

is more complicated to ensure security of VANET systems due to their intrinsic char-

acteristics. So that scalability, frequent topology changes, high mobility, and variety

of applications in VANETs make the security concern more complicated. Thus, secu-

rity problem must be carefully undertaken in the context of vehicular communications.

Where, performances in terms of real-time delivery and low-traffic and processing over-

heads should be reached.

The authors of [13] enlist the types of the possible attacks occurring in VANET

systems (see Figure 1.8).

Certification mechanism could be used to provide vehicles authentication. Vehicles

and their drivers could be managed well defined certification authorities (CA). Each

node in the vehicular system would have a unique identity (ID), public key, private key

and a certificate. There also would be cross-certification between the different CAs. For
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Figure 1.8: VANETs’ threats and attacks.

communicating safety messages, IEEE 802.11p standard proposes to use asymmetric

cryptography.

1.7 VANETs simulation and mobility modeling

Validation of proposed solutions is very important to pass from theoretical to practical

aspect. Network simulation is one of the most used techniques in order to predict

the performance of networks before they are physically built or rolled out. Actually,

accurate VANETs simulation has to consider the peculiar characteristics of the moving

vehicles, i.e., the nodes mobility model. Using random models where the speed and the

position of nodes change randomly does not reflect real evaluation of the protocols de-

signed to vehicular environments. That is, vehicles mobility is restricted to the roads

and the interaction with other vehicles (acceleration, deceleration and lane change).

Some studies, such as [53, 54] show that realistic traffic modeling is necessary to real-

ize accurate vehicular simulation. Therefore, VANET networks simulation should be

realized via specially-designed VANETs simulators. The designer could either use a

traffic simulator for generating realistic vehicular mobility traces that will be used as

the input for a mobile ad hoc network simulator, such as NS3, NS2, OMNET, etc.

Among the mobility generator in VANETs they are: VANETMOBISIM, SUMO and

RoadSim. These mobility generators, called also vehicular traffic simulators, rely on

a traffic flow theory. Traffic flow theories explore relationship among vehicles density,

velocity and flow. Where, the density represent the number of vehicles per unit dis-
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tance, the velocity is the distance that a vehicle travels per unit time and the flow is

the number of vehicles that pass an observer per unit time. Traffic simulation mod-

els can be classified into microscopic, mesoscopic and macroscopic mobility modeling.

Microscopic mobility modeling considers flow of vehicle in detail, such as acceleration

/ deceleration, driver’s behavior, car’s length, car’s speed. Macroscopic properties are

global in nature. When large number of vehicles is in motion, global parameters can be

represented as flow (mass and density). Mesoscopic modeling represents an intermedi-

ate modeling level of traffic flow. It may lead to efficient trade-off between modeling

of individual vehicles and the modeling of large quantities of vehicles. This model

may take different forms such as the modeling headway distance as a average of large

number of vehicles sometimes size or density of cluster of vehicles. This model includes

dynamic behavior of vehicle and macroscopic properties such as density and velocity

for large number of vehicles. For instance, VANETMOBISIM utilizes the Intelligent

Driver Model including Lane Change (IDM-LC) mobility model. IDM-LC implements

road intersection supervising strategy: making vehicle nodes slowing down, stopping or

moving in accordance with traffic lights. They are also capable to carry out overtaking

to change lane in multi-lane roads.

1.8 Related research topics

1.8.1 Vehicular ad hoc sensor networks (VASNETs)

Vehicular Ad hoc Sensor Networks (VASNETs) are a fusion of WSNs and VANETs.

Therefore, nodes can be vehicles on roads, sensors carried by vehicles and road side

sensors (RSS) deployed besides highway roads. Sensor nodes communicate the sensed

data, such as vehicles’ velocity through RSS nodes. These latter may act as relay

nodes to forward data towards the installed infrastructures. They may further act as

cluster heads (CHs) for the moving vehicles. VASNETs use the features of sensors

located in vehicles and roads for vehicular environments. Therefore, they inherit their

characteristics from both sensor and vehicular networks. However, the sensor nodes

receive significant power from the vehicles’ battery. These nodes are not restricted to

a limited energy. But, RSS nodes have no such a source of energy. Power consumption

thus must be considered for a reliable deployment. On the other hand, vehicular
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environments are opened on a huge amount of real-time relevant data that attract

the sensor nodes, such as vehicles’ density and velocity. For instance, these data are

mandatory for administering traffic safety in order to reduce the number of accidents

and warn the driver about the danger that may face. Scalability feature has to overcome

the problem of sensing, gathering, performing some treatments and communicating

data in enormous and movable networks, such as VANETs.

1.8.2 Vehicular cloud computing (VCC)

Mell and Grance define the cloud computing as a model for enabling convenient, on-

demand network access to a shared pool of configurable computing resources, known

as data centers, such as networks, servers, storage, applications, and services. These

data centers can be rapidly provisioned and released with minimal management effort

or service provider interaction [55]. The fast development of ITS and the integration

of cloud computing for mobile networking creates the new concept of vehicular cloud

computing (VCC). VCC provides traditional and emergent services in order to improve

traffic management and real-time information distribution in vehicular environments.

Nodes storage their data in the cloud to be used as input to various applications.

The communication and the transfer of the information is carried out by the aid of

V2V and V2I communications through cellular communication devices (WiFi, WAVE,

WiMAx, 4G, 5G). Vehicles, such as ambulances, cars in garages, fire-trucks can serve

their resources to be used by the VCC as data centers or service providers. Potential

services that VCC provides include [55]:

• Network as a service (NaaS): Vehicles having internet access facility can provide

internet access to other vehicles while moving on the roads.

• Storage as a service (STaaS): Vehicles having large storage capacity can provide

storage pool to other vehicles in order to allow them running their applications

and services.

• Cooperation as a service (CaaS): Vehicles having services subscribed provide

necessary information to other vehicles which the drivers express their interest

for the same services. CaaS allows drivers to evolve by the minimal infrastructure

in order to obtain services.
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• Entertainment and Information as a Service (ENaaS / IaaS): Vehicles on the move

provide information for safe driving, such as road conditions, advance warning,

road crash or any emergency event information. This service is knows as Informa-

tion as a Service (IaaS). In addition, entertainment as a service (ENaaS) allows

many commercials to come to the car screen of the driver, such as advertisements

and movies.

1.8.3 Internet of Vehicle (IoV)

The number of connected devices, such as vehicles on road, sensors, and smartphones

on the hand of people has known a continuous growth. The real-time communication of

these things among advanced wireless access technologies creates the Internet of things

(IoT) aspect. This integrates smartness into the existing areas, such as healthcare and

industry fields. In the transportation domain, it refers to as the Internet of vehicle

(IoV). IoV is a result of integration of IoT and VANETs which aim to enhance safety

and efficiency in roads traffic. IoV evolve through vehicle-to-X (V2X) communications,

where, X may be another vehicle, RSS, RSU or any other device. Interoperability of

heterogeneous devices is one of the main challenging tasks in IoV development. Existing

computing and communication devices would be compatible with vehicular networks of

IoV. In addition to the smart safety management, IoV will offer smart commercial and

infotainment applications to vehicular communications. It will also provide reliable

Internet service in vehicles owed to the inclusion of V2X communications. However,

the processing and decision making capability must deal with the enlarge in the size of

vehicular networks and volume of data. Vehicular communications will generate large

amounts of real-time data.

1.9 Conclusion

Vehicular communications are one of the emergent technologies that attract growing

attention from academia and industry in the last decade. This is due to the vital role

they play in mainly increasing safety of the intelligent transportation systems (ITS).

VANETs enable V2V and V2I communication in order to develop efficient and safe

future transportation systems. This chapter serves as both an overview of the current
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vehicular communication systems and an outlook for their future applications. An

introduction to vehicular communication is given. Related definition of VANETs with

their applications is given. Since their peculiar characteristics create new challenges

and requirements, we discuss the overall of VANET’s issues; the layered communication

architectures, physical layer, MAC layer, network layer and the security plane. In addi-

tion, VANETs simulation and mobility modeling are introduced. Finally, open research

topics related to vehicular communications, such as VCC and IoV are discussed.

The next chapter tackles Vehicular communication systems dependability and the

clock synchronization as a main contribution to enforce system dependability.



Chapter 2

VANETs Dependability and

practical use of clock

synchronization

2.1 Introduction

VANETs are the core of ITS, ranging from services they provide to the road user, such

as traffic information, route guidance, localization aid service, navigation, multimedia

and file sharing, online gaming and internet access, to applications that aim to relieve

damages caused by roads collisions and accidents.

Nodes in vehicular environments are subject to different failures that make real-

time deployment of such systems a challenging task. These failures are mainly due to

hardware failures, unreliable networks, software bugs and human errors. In the con-

text of network unreliability, the mobility of vehicles causes frequent network topology

changes, when a vehicle can connect or disconnect to a given set of vehicles in a laps

of time, so that communication links are unpredictably created/broken. In addition to

communication link errors, the effect of multi-path and fading, communication signals

may also face building or any other solid structures, such as trees which disturb com-

munication delivery. Increasing power signal to reach and manage further destinations

may cause in signal interferences when the number of vehicles in the roads increase

incredibly. In addition, in hybrid VANETs architecture or VASNETs, sensor nodes

deployed in roads have very limited source of energy which cannot be recharged or re-

33
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placed. Energy consumption is related to several factors, among there are the strength

of the signal and the environment conditions. Furthermore, unexpected defects, such

as malicious attacks and hardware failures, can damage the safety of a system or cause

that a system cannot provide its specifications to the user. Since VANET systems are

concerned by human life, such hazardous limitations are not permitted. The system

should meet its specification by the means of fault-avoidance, fault-tolerance, error-

removal and error forecasting, all in transparent manner. In this context, dependability

is the element key to ensure reliability, availability, maintainability, safety and security

for scalable, maintainable and safe VANET systems.

Indeed, in distributed systems, including VANETs, characterized by the absence of

global memory, the clock synchronization is of vital significance to support dependable

systems. Clock synchronization provides global timescale for a set of nodes (vehi-

cles and sensors), so that these nodes agree about their time view with an acceptable

precision, which is a key parameter for distributed systems to meet their objective (re-

source sharing and concurrency). Time synchronization is a cardinal requirement for

predicting, recovering and correcting failures and unexpected behaviors. For instance,

check-pointing mechanisms performed to realize fault-tolerance demand that commu-

nication between the nodes to be reliable and predictable in its timing behavior. In

other words, clock synchronization is required. Further, the absence of synchronized

clocks may be the main cause of failure, such as time-based access to common services.

The first part of this chapter discusses the dependability of distributed systems,

its main threats, means and measures in accordance to VANET systems. While, the

second part gives light on the vital role that clock synchronization plays to support

dependable VANETs.

2.2 Dependability: Definition and related concepts

The dependability is defined as the ability of a system to deliver services that can

justifiably be trusted [1]. In other words, the dependability of a system means that

this system is able to deliver its services, which the agreed specification is respected.

This can be reached by the avoidance of failures that are more frequent and more severe

than is acceptable [1].
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A delivered service may deviate from its correct function when failures occur.

Jean-Claude Laprie [2] chose dependability as the term to encompass studies of fault-

tolerance and system reliability without the extension of meaning inherent in reliability.

Before addressing dependability of VANET systems, we give some basic and related

concepts about dependability measures, threats and means.

• Measures The dependability integrates the following attributes that are consid-

ered as the qualitative and quantitative measures of system dependability [1]:

(a) Availability: the probability that a system is available, for correct service, at

any given time;

(b) Reliability: the property of the continuity of correct running with and with-

out failure;

(c) Safety: absence of catastrophic consequences on the system user and the

environment.

(d) Integrity: the property of the absence of improper system alterations.

(e) Maintainability: the property of ease failure reparation, self-stabilization,

short detection and recovery time; however, the availability of the system

is affected by the mean time to failure, failure detection time and recovery

time.

(f) Confidentiality: the property of the absence of unauthorized disclosure of

information.

Indeed, the availability for authorized actions, reliability, safety, integrity and

confidentiality are common attributes of dependability and security. However,

since security provide the ability of the system to protect itself against deliber-

ate intrusion and externally originated errors; applying security measures to the

appliances of a system generally improves the dependability.

• Threats The threats of dependability affect the system function and may cause

drop in dependability. In the context of dependability threats, there are three

terms that should be distinguished [2].
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(a) Fault: A fault is a bug or a defect that may or not lead to a failure in the

system. If the fault is never executed, dormant fault (in contrary to active

fault), an error will not occur so that a fault will not exhibit as a failure.

Faults can be internal or external to system. Indeed, the presence of an

internal fault may enable an external fault to harm the system. Generally, a

fault first causes an error and possibly subsequent failure.

(b) Error: An error is a deviation of the system from its correct state, because

of an active fault, which may lead to its subsequent failure.

(c) Failure: A failure is the observable manifestation occurred as a consequence

of an active error. A system is said to fail providing its specification when it

cannot deliver its intended functionality. When the system is implemented

to provide several functions, the occurred failure of one or more than one

function may leave the system in a degraded mode. Although this system

suffers a partial failure of its functionality, it remains provide the other non-

failing services. However, the failure of one service may propagate, as a fault,

into other services which uses the output data from the fail-service. Therefore

a fault-error-failure chain can be formed, so that, fault leading to error leading

to failure leading to error ...etc. However, failures can be classified according

to their degree of gravity or according to their permanency. Firstly, According

to the degree of gravity, we distinguish fail stop, omission and Byzantine

failures. In fail stop, the system stops providing some services in the presence

of failures. In the case of omission failures, which occurred in network level,

messages can be lost and not delivered which may ruin the provided services.

While, a system with byzantine failures may exhibit arbitrary behavior and

provides services in an arbitrary passion at arbitrary time. Secondly, in

accordance to permanency, failures are classified into transitory, intermittent

and permanent failures. Transitory failures occur in isolated manner and a

re-execution of the service may omit this failure. Intermittent failures occur

repeatedly in arbitrary manner. At this level, it is very indispensable to

detect the main source of failures in order to avoid/prevent them. At last,

permanent failures persist once they occur.
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• Means Achieving dependable system may be handled using techniques so that

the overall operation of the system will conform to the specification. The means to

attain its measures and increase system dependability can be categorized into [2]:

(a) Fault-avoidance: Means implemented to prevent the occurrence of faults.

(b) Fault-tolerance: Means implemented to avoid system failures in spite the

presence of faults, Generally, this is made by the replication of the com-

ponents that are vital for the correct behavior of the system (redundancy

techniques).

(c) Fault-removal: Means implemented to reduce the number of faults, especially

the severe faults.

(d) Fault-forecasting: Means implemented to estimate the present, future cre-

ation and the likely consequences of faults. It is useful to record failures over

the time to understand how their frequency is measured in order to avoid

them.

While, the means of fault-avoidance and fault-tolerance attempt to allow a system

the ability to deliver its specification with dependability procurement; the means

of fault-removal and fault-forecasting validate the dependability of a system [2].

2.3 Failures in vehicular communications

Since vehicular communications are maintained in harsh-nature areas, their systems

are subject to several unexpected defects. Therefore, failures may occurring when

VANET system real application must be analyzed in order to avoid/prevent them. In

fact, different kinds of failures can demur VANET systems and cause to degrade their

performances. These failures are mainly due to human errors, hardware and software

failures and unreliable networks.

Human errors caused by driver and pedestrian account for 90% of road crashes and

accidents [56]. At this stage, the replacement of the human judgment by computer-

driven decision is likely suggested. Thus dependability is primary for providing correct

services enabled by VANET systems. However, as vehicles in roads are managed by a
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driver, the behavior of this latter can damage the system, in both hardware and soft-

ware levels so that nodes may suffer malfunctions. Incidentally, high potential nodes,

such as vehicles having sensitive roles as data centers, relay nodes and cluster-heads

are not excepted from suffering failures in some of their hardware and software com-

ponents. For instance, if a relay node or a cluster-head fails forwarding emergency

information, hazardous situation in the network will occur. In addition, nodes used as

data centers may exhibit some failures conducting to offline services and applications.

Furthermore, sensor nodes deployed in roads may also provide incorrect reading when

their battery level reaches a certain threshold [57]. Therefore, imminent sensors’ bat-

tery failures may be the main reason of many outlier reading in the network. As a way

of illustration, infotainment applications will not perform properly if the underlying

sensors are providing incorrect velocity and density readings.

Generally, hardware failures lead to software failures [57] and may cause perma-

nent faults. Also, faults may propagate from node’s level (vehicle, sensor and RSU)

to network’s level. For instance, vehicles’ mobility and road traffic conditions cause to

create/break-down communication links between the connected nodes leading to unre-

liable network. Actually, several factors can affect the network performances; namely,

physical obstructions, nodes mobility, power depletion and network density. The phys-

ical obstructions made by the continuous atmospheric changes and solid structures

(building, trees, tunnel ...etc) may prevent wireless signals to reach the desired cover-

age area. This is mainly duo to the effects of multipath and signal fading which reduce

the real communication scope. Increasing power signal may be a solution to this prob-

lem; yet, this may increase signal’s interferences occurred within communications in

progress, especially in highly dense networks. In addition, sensor nodes will exhibit

power depletion.

However, as it is mentioned before, there are principally four means to, at least,

achieve system operation conform to its specification in spite the presence of fault. I

other words, to achieve dependable systems. To this end, it is very indispensable to

localize the main source of the occurred failure (detecting failure) in order to achieve the

appropriate failure recover process (active fault-tolerance) or to avoid them in future

operations (proactive fault-tolerance).

Fault detection may be carried out by:
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• Node self diagnosis: By node self diagnosis, a node itself is able to detect faults

in its components. For instance, if a node receives the same event advertisement

from two different nodes with approximately the same timestamps, it can detect

whether the frequency its local clock is slow or rapid.

• Neighbors coordination diagnosis: In neighbors coordination diagnosis, a

group of nodes can detect a failure/attack in some services due to incorrect values.

This allow to identify suspicious nodes whose reading have large difference against

their neighbors [58]. As a way of illustration, nodes having large clock drift can

be easily identified as bad or defected nodes against their neighbors.

• Distributed detection diagnosis: In distributed detection, nodes are sup-

posed to have the same global information about the network before making a

decision, as faulty nodes may forward inconsistent information.

In the following, we present clock synchronization as a main contribution to increase

systems’ dependability.

2.4 Timing notions and the practical use of clock

synchronization for dependable systems

2.4.1 Clock terminology and basic notions

A clock is an electronic oscillator that keeps time, generally, regulated by crystal quartz.

At each time period T , the crystal oscillator generates a signal with a specific frequency,

f . This signal will be deciphered to the clock time T . Therefore, the clock is defined

as a function from the real time t to the clock time T : C(t) = T [59]. The frequency of

the oscillator is not immutable and can change over the time. We note that the time

of the ideal clock is always equal to the real time t.

Table 2.1 summarizes the most important clock’s parameters:
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Table 2.1: Clock’s notations.

Parameter Notation Definition
Clock time Ca(t) or

T ta

It is the time reported by the clock of a node a at the
real time t.

Frequency f ta The frequency of a clock a at the real time t, is the rate
at which the clock progresses. The frequency is given as
the first derivative of the clock value with respect of the
real time t

Frequency off-
set/ skew

Sta The skew is defined as the difference in the frequency of
the clock and that of the real time. Also, we define the
skew of a clock Ca relative to a clock Cb at the real time
t, by the difference between the frequencies of the two
clocks (f ta − f tb).

Clock offset Ot
a It is the difference between the clock time and the real

time (C(t) − t). The offset of a clock Ca relative to a
clock Cb at time t, Oab, is given by Ca(t) − Cb(t) (see
Figure 2.1).

Drift Dt
a The clock drift of node a at time t is defined by the

fluctuation of frequency of the clock. It is given as the
second derivative of the clock. The drift of clock Ca
related to clock Cb at time t , Dab , is given by Dt

a−Dt
b.

Figure 2.1 depicts the basic clock notation.

Real time (t)

Clock time

The ideal
clock (f = 1)

f < 1

f > 1

The initial value
of the clock a

1.5

t

t

Cb(t)

Ca(t)

Clock a

Clock b

Oab(t) = Ca(t)− Cb(t)

Oa(t) = Ca(t)− t

Ob(t) = Cb(t)− t

Figure 2.1: Notation.

Setting the clock time at a particular epoch is known as time synchronization. Ad-

justing the clock’s frequency is referred to as frequency synchronization. Synchronizing

both time and frequency is referred to as clock synchronization [60]. The following clock

synchronization metrics hold:
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• Accuracy: The clock synchronization accuracy refers to how much the maintained

clock value is close to the standard time.

• Stability: The stability refers to how much a constant skew can be maintained.

• Average error: the average synchronization error is the average of time difference

between every pair of clocks.

• Precision: The clock synchronization precision is the maximum time difference

measured between any two clocks.

• Synchronization phase: The synchronization phase refers to the time period taken

by a node to synchronize its clock.

• Synchronization interval: The synchronization interval refers to the validity pe-

riod of synchronization. In other words, it is the time period between two con-

secutive synchronization phases.

As the clock is modeled as a function from real time to clock time, we distinguish

three models of clock synchronization as below [61]:

• Offset estimation model: According to the offset estimation model, the clock

value of node a is modeled as follows:

T ta = t+Ot
a

Where T ta is the clock value of node a at the real time t and Ot
a is the time

difference between the clock value of node a and the real time.

To synchronize node b, node a estimates the value of the local clock of node b as:

T ab = T ta +Oa
b

The offset estimation model can be only used to synchronize clocks evolving

roughly with the same frequencies. However, since the frequency differs from a

node to another, this model does not ensure long-term synchronization.
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• Joint offset-skew estimation model: To improve the synchronization accu-

racy and precision, this model considers the frequency offset of the clock. The

clock time of node a is calculated as follows:

T ta = Sta ∗ t+Ot
a

The estimation of the clock value of node b related to the clock value of node a

is given by:

T ab = Sab ∗ T ta +Oa
b

• Offset-skew-drift estimation model: Several applications need synchronized

clocks to be used for several hours. To this end, the offset-skew-drift estimation

model can be used to ensure long-term synchronization. The estimation of the

clock value of node a is given as below:

T ta = Dt
a ∗ t2 + Sta ∗ t+Ot

a

Node a achieves the synchronization with node b by the following estimation:

T ab = Da
b ∗ T 2

a + Sab ∗ Ta +Oa
b

2.4.2 Needs, challenges and requirements of clock synchro-

nization in vehicular communication systems

As the clock synchronization is very important for any type of networks, it is even

much more for VANETs. Not just for basic communications, but also for providing

the ability to detect movement, location, proximity, security... etc. Even more, when

VANETs become a sub-domain of the Internet of Vehicles, which in turn are part of

Internet of Things, the clock synchronization takes more and more importance. That

is, a good clock synchronization mechanism can significantly improve the quality of

vehicle services. Let us cite:

i) Time synchronization is required for real time applications, such as safety ap-

plications. A detector of an accident event may broadcast a timestamped message to

alert other vehicles in the road. If the timestamp received by another node is too late
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or too in advance regarding its local clock, that possibly causes that receiver ignoring

the alert message without making any decision (see Figure 2.2).

Accident even

Detecting event at
9:00 with local time

Receiving advertis-
ment at 9:30 with lo-
cal time

(a) Non-synchronized clocks.

Accident event

Event detector

Vehicles changes lane

(b) Synchronized clocks.

Figure 2.2: VANETs’ safety application.

ii) The lack of a shared memory in distributed applications makes time synchro-

nization of vital concern. For example, in vehicular cloud computing, suppose an

application running at different vehicles, A, B and C, in shared mode. Each node

needs to update and reuses the changes made by the other nodes. Supposing now

that an error occurs in vehicle A at the instant tA. To deploy the error, node A alerts

the other nodes by an error message and requests to re-execute the application at this

instant. Ultimately, the operation will fail if the clocks of nodes A, B and C are not

synchronized. Depending on the application, this problem could be more severe in Big

database manipulation, for example.

iii) When time scheduling protocols, such as Time Division Multiple Access (TDMA),

are deployed to share a medium access, the clock synchronization between nodes shar-

ing the same channel access is required (see Figure 2.3).

1

2

3

4

5

1 2 3 4 5

TDMA frame for the node group in the cluster

Cluster nodes

Figure 2.3: Time scheduling.

iv) For security issues, timestamping can be used to indicate whether the received

packet is the original copy or a replay attack. A replay attack may be triggered by

an adversary node, which is able to record, read, modify data and resend a packet
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in the network acting as the original sender (see Figure 2.4). To prevent this type

of attacks, timestamping can be used and consequently synchronization should be

achieved. A node A periodically broadcasts a packet timestamped with its local clock.

Node B, which aims to communicate with node A, includes in its packets an estimation

of the timestamps. Node A will only accept messages for which the timestamp is

within a reasonable time tolerance. Also, many authentication protocols require a

synchronization of clocks.

The advarsary node

The original sender

The original connection

Replay attack

Figure 2.4: Replay attack.

v) For informational applications, and due to the limited bandwidth of the wireless

communication channel, nodes can aggregate data from multiple other nodes in order

to reduce the amount of data and disseminate them in large region. Data aggregation

and transmission have the nature of timing sequence, thus clock synchronization is

one of the most important issues for VANETs. Vehicular environments can be clas-

sified into three classes; urban, sub-urban and highways environments. The urban

environments (Roads in the city) are characterized by the high density of vehicles.

The synchronization process will generate more communication overhead. Therefore,

collision and hidden node problems are pointed out as the major limitation in city

roads. In addition, the high building and the intersections may affect traffic jams and

fading. Even so, the retransmission to ensure reliable delivery cannot be delayed be-

cause of the constraints of clock synchronization. Thus, clock synchronization schemes

would have to deal with packets loss in the protocol itself. In contrast, the highways

environments are characterized by the high mobility of the moving vehicles on multi-

lane roads. The network disconnection problem is more severe. Thus, vehicles would

face high frequent disconnections when the transmission range employed cannot reach

further destinations. However, to meet their desired objectives, clock synchronization

protocols should improve the following requirements:

• Convergence time: the convergence time is the time taken to synchronize the net-
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work. Safety applications require the immediate relaying of information, without

the introduction of any delay.

• Synchronization precision: clock synchronization process needs to ensure that

the error at any real time t is less than the maximum bound on synchronization

error.

• Scalability: The synchronization protocol has to cope with any increase in the

traffic density like traffic jams. Also ensuring correct operation of safety applica-

tions in such scenarios.

• Synchronization rate: It is the percentage of vehicle nodes in a network that can

correctly synchronize their clocks. The synchronization protocol has to ensure

that all nodes can synchronize with one another. The synchronization of new

arrival nodes should be managed.

• Communication overhead: It is the number of messages generated to achieve time

synchronization process. Low message overhead is required for dense networks

to avoid collisions and mitigate with the problem of packet loss.

• Synchronization in sparse area: In sparse area, the protocol should provide time

synchronization as well as in dense networks. Otherwise, important time in-

formation can be lost when the network in the destination region is not fully

connected.

• Robustness: Failures can independently appear at any time. The protocol should

ensure the synchronization in transparent manner. Fault-tolerance should be

deployed to cope with node failures in both clock and communication models.

• Time synchronization sustainability: The protocol should provide an overall time

synchronization during the distributed system lifetime.

2.5 Conclusion

In the first part of this chapter, we presented the definition of dependability and its re-

lated basic notions, including threats, means and measurement of dependable systems.
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While the second part is considered for pointing out on the role that clock synchro-

nization plays to increase system dependability. Also, we presented the basic notion

of timing and clock synchronization. In the next chapter, we review the taxonomy

of clock synchronization and give an analytical study of the issue in the context of

vehicular communications.



Chapter 3

State of the art

3.1 Introduction

The particular use of wireless communication technologies in the transportation domain

has been increased with the active growth development of smart cars. This led to

the emergence of Vehicular Ad hoc Networks (VANETs) as a hot topic of research.

With or without the aid of a pre-established infrastructure, VANETs enable interaction

between vehicles on roads aiming to the main purpose of improving road safety and

online infotainment. Even more, the trend of the Internet of Things (IoTs) enables the

interaction between vehicles and IoT components which is referred to as the Internet

of Vehicles (IoVs). Consequently, VANETs afford intelligent control and services to

vehicular environments.

In distributed systems, each node may obtain the time value from its local associated

clock. This latter is implemented as a counter incremented with each tick of quartz

oscillator. Also, the oscillator frequency is never fixed and depends on several variable

factors. Therefore, the time value varies from one node to the other and may change

over time (clock drift). However, the lack of global time view contradicts the nature of

coordination and concurrency of distributed applications. Hence, the requirement to

dispose a mechanism that provides appropriate clock synchronization throughout the

distributed system lifetime.

Lamport [62] introduced the relationship “happened before” to determine events

ordering. When two nodes communicate through message exchange, the sending event

is said to ’happen before’ the receiving event. Therefore, logical time synchronization

47
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can be established. However, the logical ordering among the events does not meet the

requirement of physical clock synchronization. This is a cardinal requirement for all

dependable (reliable) distributed systems.

As it is known, time is a key parameter for system designing to ensure:

• Resource sharing: the main goal of distributed systems is to facilitate the access

to shared resources, such as communication medium access.

• Concurrency: Multiple nodes working jointly on a specific application need an

agreement about their common progress at real time. The timing sequence nature

of these applications relies on an accurate clock synchronization mechanism.

• Fault-tolerance: fault-tolerance is an essential distributed system attribute that

ensures reliability and maintainability. In distributed systems, nodes and com-

munication links may fail independently at any time, so, fault recovering can be

done by check-pointing or redundancy mechanisms. The lack of shared memory

makes clock synchronization of a vital concern in any distributed applications

needing to meet time requirements.

Additionally, several real time applications and services depend strongly on the

existence of synchronized clocks. Among these applications and services in VANET

systems we cite: traffic information, smart parking, movement detection, localization,

etc.

Clock synchronization is well studied in wireless ad hoc networks (MANET). So

far, many survey papers can be found in the current literature [63–68]. Nevertheless,

the high velocity of vehicles that causes frequent changes in the network topology is

a very challenging issue. Even more, the number of connected entities has incredibly

increased and will increase more and more over time. These characteristics present

extra challenges compared to the classical MANET. Furthermore, the performance of

the synchronization process is closely related to the network characteristics, such as

type, size, node distance, average speed, node density, etc.

This chapter weights clock synchronization in many aspects, in which, the practi-

cability of the existing solutions in VANET environments mainly contributes to our

work. First, we give a related work to clock synchronization issue. Then, we intro-

duce the taxonomy of clock synchronization protocols with a detailed description of
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the existing protocols. The analysis provided for each protocol checks its practicabil-

ity for VANET environments. Finally, a detailed comparison is provided considering

relevant key parameters such as the density of nodes, the relative speed, the average

time convergence, the communication overhead, the synchronization rate and the fault

tolerance capability of the targeted protocol.

The rest of the chapter is organized as follows: In section 2, we describe clock

synchronization protocols and their features. We also discuss the requirements and

technical challenges of clock synchronization issue in VANETs. Section 3 surveys the

main research works available in the specialized literature and gives an overview of the

clock synchronization taxonomy. Furthermore, we present an analytical study in order

to deal with their practicability in VANET environments. Finally, we conclude the

chapter in section 4.

3.2 Clock synchronization message exchange mech-

anisms

Clock synchronization protocols determine how the nodes work to get synchronized.

The main features that define a synchronization protocol can be described by the syn-

chronization model and the message exchange mechanism employed during the syn-

chronization process. The clock synchronization model affects the protocol accuracy.

In turn, a good accuracy improves the synchronization interval. Thus, less commu-

nication overhead is generated. Also, convey time information between nodes is an

essential process to achieve clock synchronization. The message exchange mechanism

used affects strongly the communication overhead. The following section describes the

synchronization message exchange mechanisms. We also discuss related work of clock

synchronization protocols classification.

To achieve clock synchronization, nodes need to exchange timing information be-

tween them. The message exchange mechanism influences, positively or negatively,

the performance of the synchronization protocol. A suitable mechanism should im-

prove the synchronization accuracy with less communication overhead. Also, in mobile

networks, the protocol should consider the mobility of nodes. The message exchange

mechanism to be used has to be fast enough to avoid that nodes get out of one another
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transmission range.

Four message exchange mechanisms are captured; Unidirectional Broadcast (UB),

Sender to Receiver (SR), Receiver to Receiver (RR), and Receiver Only (RO) based

message exchange mechanisms.

• Unidirectional broadcast message exchange mechanism: In unidirec-

tional broadcast model, the sender broadcasts a timestamped synchronization

packet. All the receivers can update their clocks according to the time informa-

tion sent by the sender node. For instance, let us cite the type example of the

UB message exchange based synchronization mechanism. The time transmission

protocol (TTP) [69] is used by a node which aims to synchronize another target

node. To achieve time synchronization, the transmitter node A sends a sequence

of synchronization packets to node B (see Figure 3.1). Relying on the times-

tamps on the synchronization packets, node B estimates the time of node A, Test

as follows:

Test = Rn − (Rn − Tn) + d

Where Tn = (
∑n

i=1 Ti)/n, Rn = (
∑n

i=1Ri)/n and d is the estimated propagation

delay.

T1 T2 T3 T4 Tn
A

R1 R2 R3 R4 Rn
B

T
1

T
2

T
3

T
4

T
n

Figure 3.1: Unidirectional broadcast (UB) mechanism.

Obviously, TTP is more accurate when using the broadcasting channel to syn-

chronize a set of target nodes. The advantage of simplicity in UB based synchro-

nization comes at the price of accuracy. That is, because the message exchange

mechanism does not consider the propagation delay. To deal with this limitation,

several synchronization packets are used. However, more frequent overhead will

be generated.

• Sender to receiver message exchange mechanism: Sender Receiver (SR)

based synchronization protocols perform the two-way message exchange mecha-
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nism. A node A that aims to synchronize a node B, sends out a synchronization

packet timestamped with its local clock. Node B marks the received packet using

its local clock and sends it back to the sender. Based on the time information in

the response message, this latter estimates the clock value of node B. Two clock

estimation models can be distinguished; the round trip time synchronization and

the set valued estimation method.

Figure 3.2 illustrates the four timestamps used by node A to estimate the clock

value in node B.

t1 t2
B Local time

t0 t3
A Local time

t 0

t
0 , t

1 , t
2

Figure 3.2: Round trip time synchronization method.

This model is also known as the offset delay estimation method. That is, node

A estimates the offset and the propagation delay of node B as follows:

Oa
b =

(t1 − t0)− (t3 − t2)
2

d =
(t1 − t0) + (t3 − t2)

2

Where Oa
b is the the relative clock offset and d is the propagation delay.

Example of protocols using the round trip time synchronization are described

in [70, 71]. Other protocols, such as [72], use the set valued estimation method

to achieve time synchronization. The triple of timing information exchanged be-

tween A and B are used to plot the time graph; where the local time on the

receiver node is on the X-axis and the local time on the sender node is on the

Y -axis. Each of data triple can be plotted as an error bar, as shown in Figure 3.3.

Also, the relative skew and offset are calculated from the slope and Y -intercept

of any line that passes through all of the error bars [72].
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Figure 3.3: Set valued estimation method.

In contrast to UB-based synchronization, SR-based methods ensure better accu-

racy by using pair-wise synchronization. Indeed, accurate time estimation de-

pends on a reliable delay estimation of the message exchanged between a sender

and a receiver. The non-determinism in the latency estimation of the message de-

livery delay is the principal cause of SR-based synchronization errors. As shown

in Figure 3.4, the uncertainty of the estimation is mainly due to send time, access

time, propagation delay and receive time.

Sender Receiver

NIC NIC

Send time:

Send time is the time neces-
sary to send the synchroniza-
tion packet to the MAC layer

Access time:

The access time is the witing
time spent at the MAC layer to
access the transmission channel

Propagation delay: is the time nec-
essary to transfer the packet from a
sender to a receiver over the channel

Receive time: is the time neces-
sary to transfer the packet from the
MAC layer to the application layer

Network Interface Controller (NIC)

The access channel

Figure 3.4: Delay uncertainties in sender to receiver communications.

To deal with the uncertainty of message transmission delay latency, researchers

propose timestamping the synchronization packet at the MAC layer stack. SR

mechanisms have got better performance. This is due to the elimination of the

non-determinism in the sending, accessing and receiving times.

• Receiver to receiver message exchange mechanism: The main idea of
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receiver to receiver (RR) based synchronization protocols is to synchronize a

set of receivers to one another. It depends on the existence of at least two

nodes in the vicinity of the sender nodes.The sender initiates the synchronization

process by broadcasting a synchronization packet. After receiving this packet, the

receiver nodes will record the time of the arrival packet. Also they will exchange

their recorded times to calculate the relative clock offset. Figure 3.5 hereafter,

illustrates the message exchange under RR approach.

t1j t2j t3jt1j t2j t3j
Node j Local time

t1i

t1i

t2i

t2i

t3i

t3i
Node i Local time

Sender Local time

t 1
i t1j t 2
i t2j t 3
i t3j

Figure 3.5: RR messages exchange.

The reference broadcast synchronization (RBS) protocol [73] is the first initiator

of the RR mechanism. In the proposed protocol, several synchronization packets

are sent out by the reference node. Each receiver i calculates its relative offset

with respect to another receiver j. It is the average of clocks difference for each

packet received by node i:

∀i, j ∈ n : Oi
j =

1

m
∗

m∑
k=1

tjk − tik

Where m is the number of referenced broadcast messages, tkj is the recorded time

sent by the node j and tki is the time on node i when it receives the message

from node j.

The RR mechanism exploits the broadcasting channel to eliminate the delay

latency and introduces the concept of time critical path. Thus this mechanism

provides a high degree in term of synchronization accuracy.

Figure 3.6 compares the critical path length in RR-based synchronization with

SR-based synchronization. It is shown that the time-critical path length, and

thus time synchronization are improved in RR-based synchronization protocols

compared to SR-based synchronization protocols.
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Figure 3.6: Critical path comparison between SR and RR approaches.

• Receiver only message exchange mechanism: In receiver only (RO) based

synchronization protocols, a node can be synchronized by only listening to a SR

message exchange between two other nodes. Noh et. al [74] introduce the RO

mechanism for the first time and propose their PBS scheme. The aim is to achieve

a network-wide synchronization with a significant reduced number of generated

overhead.

The idea is to benefit from the overhearing a SR message exchange in progress.

A third node in the scope of two other nodes performing SR synchronization can

receive a sequence of synchronization packets.

PA

B

Sender-Receiver zone

Nodes A and P performing SR message exchange

Receiver only node

(a) Receiver only synchronization model. (b) Receiver only message exchange.

Figure 3.7: Receiver only synchronization.

As shown in Figure 3.7, nodes A and P perform SR-based synchronization. Node

B is in the communication range of the two nodes. Therefore, node B can receive

the synchronization packets and observe a set of time reading at its local clock.

Then, the linear regression technique can be applied by node B to compensate

the effects of the relative clock skew. The RO-based synchronization approach

efficiently combines both SR and RO techniques to improve the communication
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overhead. Compared to RR approach, RO protocols achieve the same accuracy

with minimal number of generated messages [74].

Table 3.1 compares the four mechanisms regarding to the number of generated

messages and the average synchronization error. Where n is the number of nodes and

x is the number of pair-wise synchronization packets.

Table 3.1: Number of message exchange on different clock synchronization mechanisms.

Synchronization
approach

Number of messages Average error Basic protocol
example

Simple uni-
directional
broadcast

O(n) 1.48µs shown by FTSP
protocol for one hop
synchronization and
3µs for multi-hop
synchronization [70].

TTP, FTSP

Sender to re-
ceiver (SR)

O(n) 16.9µs shown by TPSN
protocol [71]

TPSN, Tiny-
sync

Receiver to re-
ceiver (RR)

O(n2) 29.1µs shown by RBS
protocol [73].

RBS

Receiver only
(RO)

2 ∗ x 29.1µs shown by PBS
protocol [74]

PBS

3.3 Synchronization via GPS/GNSS component

Global Positioning Systems (GPS), as well as Global Navigation Satellite Systems

(GNSS) provide navigation and precise positioning information. It can also provide

accurate time to the end user. However, despite the requirement for GPS support,

time synchronization via GPS component cannot be a good solution. First, GPS sig-

nals are extremely weak in the open space area related to VANET environments. That

is, the most accurate read of time takes place in clear sky away from any obstructions,

such as building, heavy trees, mountains and electronic obstacles that may prevent

GPS signals. In addition, GPS signals in tunnels are too weak, because these latter

cannot pass through solid structures. Indeed, an accurate estimation of time requires

receiving signals from at least four satellites. The more the signals are received from

more satellites, the more the accuracy is improved. However, GPS signals may raise

the problem of transmission signal power, which interfere with the communications in

progress within nodes. Furthermore, some geometry errors may occur when the satel-

lites are on the same way. Signal corruptions thus obstruct using of robust GPS. All
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these challenges prevent GPS component to meet the requirement of time synchroniza-

tion in VANETs for different purposes.

3.4 Related Work

There are several surveys on clock synchronization in distributed systems and ad hoc

networks that have been published in the specialized literature [63–68]. An interesting

recent survey paper is given by Amulya et. al in [64], where, the authors categorize the

features of clock synchronization protocols into three main classes: structural, technical

and global objective features. The structural features include the characteristics of the

environment in which the system evolves. The main features in this category are:

i) Internal vs. external synchronization: In external clock synchronization, all the

nodes synchronize their clocks to an external, from the network, clock source, such as

Universal Time Coordinator (UTC) for example. Instead, in internal clock synchro-

nization, the nodes make agreement to synchronize their clocks with respect to one or

more clocks source in the network.

ii) Stationary vs. mobile nodes: The design of clock synchronization protocols for

mobile networks is quite challenging as compared to that for stationary networks. This

is due to the frequent change in the network topology in mobile networks which cause

new challenges.

iii) Single hop vs. multi-hop networks: In case of single hop networks, a node com-

municates only with its one hop neighbors. But in case of multi-hop networks, nodes

may not be able to directly communicate with one another because of the multi-hop

topology (relay nodes). In that case, clock synchronization protocol need to support

the multi-hop topology.

The technical features identify the techniques that have been used in the different

phases of a clock synchronization protocol. At this level, the authors attempts to

respond to the following basic questions:

i) Master slave vs. peer to Peer: the source from where the clock value is propa-

gated may classify the clock synchronization protocols into master-slaves and peer to

peer synchronization. In case of master-slave synchronization, a set of reference nodes

are used to propagate the time information. The clocks of reference nodes may or not
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be synchronized to an external reference node. In such a case, the protocol provides

both internal and external clock synchronization. Otherwise, peer to peer (P2P) syn-

chronization comes out in the case when the nodes are synchronized with one another,

without using any reference node.

ii) Synchronous vs. asynchronous clock synchronization: Depending on when the

clock value is propagated, the clock synchronization protocols are classified into syn-

chronous and asynchronous synchronization. In the contrary of synchronous clock

synchronization protocols, where all the nodes perform the synchronization in fixed

round periods, in asynchronous clock synchronization protocols, each node performs

the synchronization independently of the other nodes.

iii) A-priori vs. post-facto synchronization: In a-priori clock synchronization scheme,

the protocol runs the synchronization algorithm all the time (even so periodically). In-

stead, in post-facto synchronization, the synchronization is carried out whenever it is

required to be done. Post-facto synchronization is usually suggested for small networks.

iv) Probabilistic vs. deterministic synchronization: probabilistic clocks synchro-

nization schemes aim to guarantee that the synchronization error is always smaller

than the prescribed bound with certain probability; whereas, in case of deterministic

clock synchronization schemes, the protocols guarantee an absolute upper bound on

the synchronization error. Therefore, compared to deterministic clock synchronization

schemes, probabilistic clock synchronization schemes trade off synchronization accu-

racy with less communication overhead.

The global objective features emphasize the objectives that need to be achieved to

meet the requirements of the system. The main features given in this section are:

i) Fault tolerance: It is required that the clock synchronization protocol is fault-

tolerant to both message loss and node failure.

ii) Scalability: If the cost associated to the synchronization protocol, in terms of

the number of generated messages and the amount of time taken to achieve the syn-

chronization, increases as the number of nodes increases, so the clock synchronization

protocol is not scalable.
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iii) Global vs. local synchronization: In case of global clock synchronization, all

the nodes are synchronized, whereas in case of local clock synchronization, the syn-

chronization is restricted to a certain geographical area, specifically among neighboring

nodes.

The simulation and empirical evaluation of clock synchronization protocols do not

consider several aspects. Djenouri and Bagaa in [65] give a review on the implementa-

tion issues of clock synchronization methods. The authors discuss the state-of-the-art

implementations up to 2015 and give a comparative analysis of the existing protocols.

Among the aspects considered in the study are: the packet loss, mote limitations, clock

drifting, fault tolerance, security and packet handling jitters.

Based on the type of the timing information exchanged between nodes, Rentel [66]

classifies the clock synchronization protocols in three approaches.

• Burst position measurement-based protocols: this category of protocols

rely on the periodic transmission of bursts or pulses. This requires a large band-

width, and possibly a dedicated channel [73]. Each node measures the power

associated with these pulses, and the delay of the detected pulses with respect of

its local burst. The difference is used to correct its local clock. Most of the work

belonging to this class [3, 7, 75] aim to mark the start of the packet data slots.

• Continuous correlation of timing signal based protocols: In continuous

correlation of timing signal schemes, each node continuously transmits a sequence

of signals and computes the phase offset according to the receiving sequences.

• Clock sampling based protocols: the information exchanged in this cate-

gory of protocols is simply the clock value. Each node can read the time of its

local clock and transmits it to neighboring nodes. When receiving this informa-

tion, each node performs certain operations, depending on the clock model, to

synchronize its local clock.

The synchronization process is closely related to the network type, size and other

properties related to the environment. The aim of the present study is to give a

survey of clock synchronization in VANET environments. There is a remarkable lack

of solutions proposed to deal with critical situations and problems caused by non-

synchronized clocks in such environments. Thus, this chapter weights the practicability
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of the existing time synchronization protocols (for classic MANETs and WSNs for

example) to VANETs.

3.5 Taxonomy of clock synchronization in vehicular

ad hoc networks

Most of the works in the literature are generally proposed to provide time synchroniza-

tion in the context of MANETs and WSNs. The following sections analyze the existing

taxonomy and its practicability to VANETs context.

The network time protocol (NTP [76]) has been widely used to synchronize clocks

of nodes over the Internet network. The design of NTP relies on a hierarchical tree

of time-servers. The primary server at the root derives its time directly from the

Time Universal Coordinate (UTC) reference, typically using GPS. The next levels

contain secondary servers and / or clients. The secondary servers act as backups to the

primary server. Each NTP client performs the SR message exchange with its direct

server. Therefore the offset delay estimation method is used to calculate the clock

offsets. In a wireless network of 100 nodes, the time synchronization precision turns

out to be of 2.8 ms. The precision varies with the number of nodes; more nodes will

result in higher channel access delays which in turn degrades the precision [77]. By

timestamping synchronization packets inside the interrupt service routine of the device

driver level, Mahmood et al. can avoid channel access delays [78]. Time synchronization

precision has been thus improved to be over 5.27 µ s. Furthermore, time stamping in

the MAC layer may result in improving the synchronization precision and enhance

the performance [79]. Therefore, the precision depends on where the time stamping

is done, whether in the application layer or in the MAC layer. However, performing

time synchronization using NTP protocol over large-scale and mobile networks is very

challenging. This is due mainly to the huge communication overhead generated to

synchronize each client with its server. In addition, the frequent change in the network

topology leads to frequent link break up and makes the tree construction very hard.
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The timing synchronization function (TSF) provides time synchronization in wire-

less networks. The TSF function is implemented under the IEEE 802.11 standard and

works in both infrastructure and ad hoc modes. In case of infrastructure mode, the

available access point (AP) provides mater-slave synchronization for all the stations

within. Otherwise, the algorithm performs fully distributed synchronization. Each

node maintains the transmission of a time stamped beacon every fixed period of time,

eBeaconPeriod, within a contention window. Before transmitting its beacon, the node

waits for a random-delay period. During this period, if a beacon arrives to the node,

this latter will cancel the pending beacon transmission. The beacon will be transmit-

ted only if no beacon arrives during the random period. Also, the channel should be

sensed idle. Upon receipt the beacon, the receiver will set the timestamp only if it is

later than the local timestamp. The probability of successful sending of one beacon is

found under the assumption that perfect synchronization has been achieved. That is,

the beacon contention window of every node starts at the same time for all the nodes in

the network. Also, TSF-based synchronization does not include any propagation delay

during the offset estimation. The maximum clock offset between nodes can reach over

400 µ s for large ad hoc networks [80]. On the other hand, the standard IEEE 802.15.4

e, that targets industrial applications, provides time synchronization with accuracy in

the range of 1 ms and latency ≥ 100 ms [81]. However, the analysis proves that TSF-

based synchronization is not scalable over large networks [82]. Extensive researches

can be found in the literature in order to improve scalability and accuracy over IEEE

802.11 based synchronization [80,83–85].

In [73] Elson et al. have proposed the reference broadcast synchronization (RBS)

protocol for WSNs. The algorithm uses RR-based message exchange mechanism to

eliminate the uncertainty of communication in the sender side and get better clock

synchronization performance. The chosen reference node broadcasts a synchronization

packet to initialize the process within its vicinity. Each receiver records the arrival

packet with its local clock and then broadcast the recorded time to the group of nodes.

Using this time information, each receiver calculates the offset relative to the reference

node neighbors. Several synchronization packets can be sent by the reference node. So

the average of the offsets would be calculated to improve the accuracy of the protocol.

Also, to get better accuracy, the protocol suggests using the least square regression
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method to calculate the clock drift at each node [64]. However, RBS is not scalable

over large networks. The overhead generated for synchronizing n nodes is in the order

of O(n2). Further, the reference node, that initiates the synchronization process for

its neighborhood, is not synchronized. Additionally, the performance of the protocol

depends on the selected reference node. Also, in case of mobile networks, the algorithm

must be re-executed to synchronize the new neighbor.

The TPSN protocol proposed by Ganeriwal et al. [71] performs time synchronization

in WSN networks. Similarly to NTP, TPSN works in hierarchical manner, but does not

require the use of an external time source, like GPS. The proposed protocol achieves

clock synchronization in two phases, level discovery and time synchronization phases.

In level discovery phase, the root assigned at level 0 broadcasts a level discovery packet

to its neighbors. When receiving this packet, each node will update its level and,

in turn, broadcast a level discovery packet to its neighbors. The construction of the

hierarchical structure is attained by the level affection for each node in the network.

Each node obtains its level by incrementing the level it received as the first level. In

time synchronization phase, each node gets synchronized with it parent by executing

the offset delay estimation method. Obviously, the time needed to synchronize the

network converges with the size of the network itself. Also, in case of failures or

arrival/departure of nodes, the maintainability of the tree structure takes more time.

Lee et al. [86] propose a new scheme to synchronize new arrival nodes. The proposed

algorithm acts without need to reestablish the hierarchical topology. The new arrival

node broadcasts a timestamped request packet. Then, using the offset delay estimation

method, it synchronizes with the node having the largest synchronized group. However,

this solution can be practicable with low frequency of arrival nodes. This is due to the

high number of message exchanges in order to deal with the high frequency of the

arrivals, such as in VANETs.

Maróti et al. have designed the Flooding Time Synchronization Protocol: FTSP

[70] to provide clock synchronization in large WSNs. Similarly to TPSN, the proposed

protocol works in hierarchical manner. Also, it passes by two phases; the level discov-

ery and the time synchronization phases. Instead of using the offset delay estimation

method, FTSP relies on the simple UB based mechanism. Each node, starting with

the root node, broadcasts a sequence of timestamped synchronization packets. The re-
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ceiver records the arrival time of each synchronization packet from sender belonging to

the sequence of its parent. Then, by using the linear regression technique, the receiver

calculates the relative offset and the clock drift in order to correct its local clock. In

addition, to face topology dynamicity and link changes, the root node is periodically re-

elected. However, the peculiar nature of MANETs necessitates that two neighbors even

if they do not appear in the same tree branch, may have to exchange their messages.

Also, the distance between the node and the root affects strongly the synchronization

error. The more the distance, the less is the accuracy. Although the algorithm is

designed to provide time synchronization in large networks, the synchronization error

grows quickly with the increasing of the network size [64].

The Time Diffusion Synchronization Protocol (TDP) [87] provides master/slaves

time synchronization. When a precise time-server can be reached for a long period,

it can act as a server to provide time for the nodes residing in the network field.

This latter broadcasts a reference time to all the master nodes in the network. In

turn, the master nodes use the received reference time to synchronize their neighbors.

Otherwise, master nodes are randomly elected based on election/reelection procedure

(ERP). The ERP includes a False ticker Isolation Algorithm (FIA) to remove the clocks

that deviate from their neighbors. The master node starts the time diffusion procedure

(TP) in order to diffuse the timing messages to its neighbors. Then, all the receiver

nodes adjust their clocks by using the time adjustment (TAA) and a clock discipline

(CDA) algorithms. Among its neighbor nodes, a few are elected as diffused leader

nodes to diffuse the timing message. The diffused leader nodes are elected using the

same ERP technique applied for electing the master nodes. At each hop, few diffused

leader nodes are elected to diffuse the timing information to their neighbors. By this

way, this timing message is diffused over the whole network. The protocol schedule

consists of two parts, active and inactive parts. Each active part consists of a number

of cycles of s time units. During which, TDP performs the synchronization process.

At the beginning of each cycle, the master nodes and the diffused leader nodes are

reelected. For the rest of the time, nodes will execute TP for a duration of d time

units repeatedly. The number of cycle in the active operation, even the number of TP

depends on the synchronization bound required by the application. The TDP clock

synchronization protocol is scalable over large networks. Also, the protocol handles
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node mobility, and is fault-tolerant against node failures and message loss. The load

balancing algorithm applied at the beginning of every cycle will prolong the network

lifetime. Due to the usage of multiple master nodes, the hierarchy is of less height.

Therefore, the tree structure may not influence the synchronization process. However,

in the absence of external time source to synchronize the master nodes, the protocol

takes more time [64].

Li and Rus [88] adopted four approaches for global clock synchronization in WSNs

context. The proposed algorithms take into consideration the environment properties

and the mobility challenges. These four algorithms are listed below:

• The all-node-based method,

• The cluster-based method,

• The fully localized diffusion-based method, and

• The fault-tolerant diffusion-based.

The all-node-based algorithm aims to synchronize the entire nodes when the net-

work size is relatively small. The synchronization process is divided into two phases.

Firstly, the initiator node records its starting time (ts) and sends a synchronization

packet along a ring of nodes. Upon receipt of the synchronization packet, each node

in the ring records its local clock. Also, the number of hops that the packet has trav-

eled is maintained. When the packet comes out to the initiator node, it will record

its local time as the ending time (te). Secondly, along the same ring of nodes, the

initiator node sends a correction packet. The correction packet contains the difference

te − ts and the number of hops in the ring. Each node computes its clock adjustment

based on this information. The cluster-based synchronization algorithm intends to syn-

chronize nodes in a network that can be organized into clusters. The all-node-based

algorithm is used to synchronize the cluster heads (inter-cluster synchronization). For

the intra-cluster synchronization, the authors adapt the RBS protocol or any other syn-

chronization scheme. All the nodes participate to the synchronization process roughly

at the same time. This makes the implementation of the two previous methods too

hard in large scale networks. Additionally, the hierarchy increases the flexibility at the

price of the precision. Furthermore, failures that might encounter the initiator node
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make the solution non fault-tolerant. To palliate these drawbacks, the fully localized

diffusion-based method has been proposed. In this method, nodes may participate to

the synchronization process in synchronous or asynchronous manner. To achieve clock

synchronization, neighboring nodes exchange their time values. Based on the received

time information, each node updates its clock value. In the case of synchronous dif-

fusion, every node has to wait for all the other nodes to finish their operation in the

current round before starting the next round. Contrarily, in the case of asynchronous

diffusion, nodes can perform their operation at any time in any order. The algorithm

provides internal clock synchronization for the entire network in fairly simple manner.

The protocol is fully distributed and fault-tolerant to node failures. The fault-tolerant

diffusion based algorithm is an extension that considers clock synchronization in the

presence of byzantine node failures. However, the complexity of the algorithm is quite

high because each node sends out the computed average to all its neighbors. Addition-

ally, in a single round of synchronization, every node may update its value multiple

times. Hence, the protocol requires many synchronization rounds to reach a reason-

able convergence [64]. The authors analyzed the algorithm behavior in case of fixed

networks only. The analysis of dynamic networks with potentially non-equal constant

node frequencies is stated as an open problem in their work.

In [74], Noh et al. devised a new message exchange based synchronization mecha-

nism. This approach can be partially or fully applied for the implementation of clock

synchronization protocols. Noh et al. have designed the pairwise broadcast synchro-

nization (PBS) scheme using jointly the SR and RO message exchange mechanisms. So,

nodes in SR zone of two nodes can be synchronized by only overhearing the exchanged

traffic without any additional message exchange. This works on a strong assumption

that nodes are in the transmission range of the two parts, sender and receiver nodes

(Refer to the section 3.2 for more detail). To overcome such a limitation, Bagaa et

al. [89] propose a synchronization protocol that uses piggybacked reference timestamps

(SPiRT). SPiRT enables RO-based synchronization for nodes that are only in the range

of one of the SR pairs. The proposed protocol works in cluster-based network archi-

tectures. The cluster-head is synchronized to a reference node through a SR-based

mechanism. Since the cluster members can overhear the transmissions of the cluster-

head, they easily can synchronize their clocks. However, the synchronization needs
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multiple rounds to be made. This takes much time for some nodes and may affect the

delay for some applications. Indeed, in highly dynamic networks, such as VANETs, it

is very hard to maintain the structure and the consistency of clusters. This is basically

due to the high frequency of arrivals and departures of nodes to the clusters. The

validity of the proposed solution depends closely on the resolution of this issue.

The Time Table Transfer protocol (TTT) [90] provides time synchronization in

mobile WSNs. To synchronize the whole network, TTT exploits the mobility of nodes

to move the timing data. The clock offsets relative to each node is kept in memory

as an array record. The algorithm executes the offset delay estimation method to

calculate the relative offset and the propagation delay between the interacting entities.

Upon communication with a new node, the time table will be transferred to it. This

enables the new node to synchronize all the nodes in the time table without having any

message exchange between them. TTT provides incremental synchronization. Each

node is synchronized with a set of nodes before fully synchronization can be reached.

This is an advantage for different applications, because a node should not wait until the

network is completely synchronized to perform its task. The simulation results show

that the algorithm converges very slowly in the case of low velocity (less than 20 m/s).

This is due to the use of node mobility to spread the timing data. Also, the number

of messages generated will increase and may take additional time to synchronize the

whole network.

The Time Table Diffusion (TTD) protocol proposed by Medani. K et al., provides

time synchronization among the nodes in vehicular ad hoc network in distributed fash-

ion [91]. The fact that each node exchanges its time information, like in RBS and JSL

protocols, generates more communication overhead. The solution improves the ability

of nodes to synchronize without any message exchanged between them. The main idea

is to set a group of nodes to spread the time information over the networks. In gen-

eral, TTD algorithm works in four principle phases. A set of nodes, called transporter

nodes, broadcast a synchronization packet to initiate the synchronization process. The

sender’s receiver mechanism is used by the transporter node to estimate the clocks

offset relative to its neighbors. Then, the transporter node broadcasts these offsets

to its neighbors, allowing them to synchronize with each other without message ex-

change. Simulation results show that the proposed protocol has better performance in
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term of time convergence and message overhead with respect to the main constraining

properties of VANETs, which are the high density and velocity of nodes. However, the

protocol lack of the robustness over nodes failure.

The Gradient Time Synchronization Protocol (GTSP) [92] attempts to provide

accurate synchronized clocks between neighboring nodes in WSNs. The protocol works

locally in a fully distributed way to achieve global clock synchronization. Each node

periodically broadcasts its global clock time and relative drift rate to its neighbors.

After receiving the synchronization packets, each node computes the global clock offset

and the drift rate by the use of the averaging technique, and updates its global clock.

Comparing to the hierarchical synchronization schemes, the algorithm improves the

synchronization accuracy between the neighboring nodes. In order to achieve better

synchronization accuracy, the GTSP protocol runs repeatedly in very small periods

which leads to generate more communication overhead in the network. Since the global

clock is updated in every broadcast period, global time computed by each node is a

discrete time-series value, which can introduce errors in data interpretation [93].

Ryad and Giovanni [91] propose the timeRemap scheme for stable and accurate

time in vehicular networks. The authors point-out the following assumptions: On one

hand, the operating system (OS) clocks can be stabilized over the long run but the

OS timestamps are not accurate. On the other hand, the physical (PHY) timestamps

are accurate but show a drift. For this, Ryad and Giovanni attempt to overcome these

limitations by using the two systems jointly. The OS clock permanently adjusts its

time to the UTC standard by the use of accurate GPS/PPS signals. The protocol

provides a mechanism to translate timestamps in the PHY clock base into UTC base

on demand [94]. When an internal event arrives, the occurrence time will be remapped

to the UTC base. This time can be shared and exploited by other network interface

controllers (NICs). Also, it can be used by an application or the OS to convert the PHY

timestamps of the received packet into the UTC base. A mechanism that differentiates

good observations for bad ones might be used. However, the GPS receiver needs to

include a PPS output and an internal oscillator stable enough to keep the rate of the

PPS signal constant in case of GPS signal lose [95].

The hybrid clock synchronization (HCS) protocol proposed by D. Sam et al. [96]

aims to provide clock synchronization in hybrid VANET architectures. The nodes can
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be vehicles, sensors or RSUs. The proposed protocol performs time synchronization

in a completely distributed manner, without any knowledge of the local or the global

network topology. HCS utilizes the same idea of [4], which aims to synchronize the

largest group of nodes. Each node in the network maintains a list of its neighbors and

a list of nodes synchronized within. Any node in the network can randomly initiate

the synchronization process. The initiator node broadcasts a synchronization packet

to collect the time differences of its neighbors. The time difference is the deviation

of node clock with respect to the standard time reference. Each neighbor responds to

the synchronization packet according to its time slot in the sequence reply found out

in the synchronization packet. In addition to the time difference, the reply message

includes also the sync scale of the node. The sync scale is the number of nodes of

the synchronized group. The node having the highest sync scale will be chosen by the

initiator node to become the reference node. Then, the reference node sends out an

adjustment message allowing the participants to the synchronization process to adjust

their clocks. The proposed protocol outperforms RBS and other protocols in the state

of the art in terms of time convergence and scalability over the density and the velocity

of nodes. Nevertheless, simulation results show that the algorithm latency converges

with the node velocity. Also, the aim to synchronize the largest group of nodes with

one another, makes neighboring nodes which are not in the same group, not well

synchronized. This increases the average synchronization error. Indeed, the protocol

operates under a strong assumption that it uses an accurate time slot scheduling in

order to avoid communication collisions and packet loss during the synchronization

process.

The authors of [97] have focused their work to present clock synchronization in

highly dynamic networks. The so-called diffusive clock synchronization scheme com-

municates only by means of pulses and computation evolves in rounds. At each round

k, a node i broadcasts its pulse and waits until its local clock has increased by a con-

stant R adjusted by a correcting offset. Assuming that a node i always receives its own

pulses. The generation of round k + 1 pulses depends on the received k pulses. The

term R should be large enough to ensure that all the nodes receive all round k pulses of

their incoming neighbors before they broadcast their round k+1 pulses. The evolution

of the network dynamicity is modeled by a sequence of directed graphs. The fact that
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the round k pulse generated by node i is received by node j is modeled by a link from i

to j in the kth communication graph. Also, the fact that node i receives its own pulses

is modeled with a self-loop at every node. The correcting term is a weighted average

of the time differences of received round k pulses:

ti(k + 1) = ti(k) + Ti(k + 1) + corri(k + 1)

Where ti(k) is the real time when node i broadcasts its own pulse,

(1− %)R ≤ Ti(k + 1) ≤ 1 + %)R

and, % ∈ [0, 1] is the drift of the clock. Indeed, to perform time synchronization, each

node has to transmit its pulse to other nodes. In addition to the large communication

overhead, the transmission of pulses has the disadvantage that it necessitates large

bandwidth.

The weighted consensus clock synchronization (WCCS) proposed by Aissaoua et al.

[98] is a distributed clock synchronization algorithm for WSNs. The algorithm employs

the elapsed time on arrival technique [99] to deal with the low convergence speed. In

addition, WCCS utilizes the exponential smoothing technique in order to ensure an

accurate clock skew synchronization and to enhance the robustness against network

topology changes. The algorithm performs clock synchronization in a fully distributed

manner, where each node communicates with its neighbors without any prior knowledge

of the network topology. The objective is to synchronize all the compensated clocks

in the network with respect to a virtual consensus clock. To this end, each node

tries to estimate both skew error and offset compensations in rounds. The estimation

takes place by employing a distributed iterative scheme based on a linear consensus

algorithm. To evaluate the algorithm, the authors consider offset and skew error,

scalability and convergence speed, while a lack of mobility parameter consideration is

remarkable.

Table 3.2 gives a basic classification of the selected related work.
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3.6 Discussion

Clock synchronization is a crucial issue that ensures reliability and QoS of distributed

systems. The main purpose is to deal with the lack of global time among all the entities

in a distributed system. Wide range of protocols relies on the agreement on a common

time notion. This is why the requirement of clock synchronization is a key aspect of

successful application and services providence. Furthermore, with the application of

distributed systems in different domains, clock synchronization has gained an increasing

importance. However, the performance of clock synchronization method is closely

related to the characteristics of the system. The accuracy and the energy efficiency are

the primary concerns in wired and WSN networks. Nevertheless, other purposes should

be taken into consideration when designing clock synchronization protocols in VANET

system, including, but not limited to, scalability, relative speed handling, robustness

and the synchronization of new arrival nodes.

Despite the extensive research that has been carried out on clock synchronization in

distributed systems, there is a remarkable lack of study that focuses on the effects and

requirements imposed by inter and intra vehicular communications. In fact, wired-

based synchronization schemes cannot be applied in VANET systems. This is due

mainly to the particularity of the wireless medium in vehicular environments, such as

the effect of multi-path and fading. The TCF function under IEEE 802.11 standard

is implemented to perform time synchronization in MANETs. The function suffers

from scalability and accuracy problems, especially in multi-hop networks. In addition,

this latter does not work well in high relative velocities conditions because of the high

Doppler frequency shift [85].

Several packet based synchronization schemes for wireless networks can be found

in the literature. A state of the art is discussed in this chapter. Our main purpose is

to study the practicability of the state of the art discussed in the VANET domain. To

this end, Table 3.3 compares these protocols considering the key parameters of VANET

networks.
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Table 3.3: Comparison

Protocol Relative
speed

Density Communication
overhead

Time con-
vergence

New ar-
rival nodes
synchro-
nization

Fault-
tolerant

RBS Low Low (20
nodes)

High High No No

TPSN — Low High High No No
FTSP Low Low (60

nodes)
Medium High Yes No

TDP Medium Medium Low Medium Yes No
Global clocks
synchroniza-
tion

Low Medium High High Yes No

PBS Low Medium Medium Medium Yes No
TTT Average Low High in

dense net-
works

High in
sparse area

Yes No

GTSP — Low High High No No
timeRemap High High No com-

munication
overhead

— Yes No

CTS Medium High Low Low Yes No
Diffusive
clock syn-
chronization

— High — — — No

HCS High High Medium Low Yes No
WCCS — Medium High — — No
TTD High High Medium Low Yes No

Briefly, a suitable clock synchronization protocol should improve low-cost message

overhead, short time convergence, scalability, accuracy and long synchronization life-

time. The accuracy of the synchronization protocol is important, but accurate clock

synchronization between neighboring nodes is also of great importance. Protocols using

hierarchical architectures do not ensure accurate synchronization of all the neighbor-

ing nodes. As these protocols attempt to achieve global synchronization, the error is

propagated down at different rates on different paths. In addition, in spanning tree

structures, it is very difficult to maintain highly dynamic networks, like VANETs. Also,

every hop will increase the synchronization error. On the other hand, synchronizing

direct neighbors using timing message exchange generates more overhead and leads

to transmission channel interfering. Furthermore, the clock synchronization mecha-



Time synchronization for vehicular communication: A Survey 72

nism should be able to maintain its functionality in case of faulty or adversary nodes.

However, fault-tolerant and secure clock synchronization is still an open research topic.

3.7 Conclusion

Clock synchronization is one of the open topics that attract research community. This

chapter provides an analytical study of clock synchronization issues in VANETs, which

has emerged as an important research field in the last decade. Indeed, the character-

istics of VANETs impose new challenges and requirements that should be considered.

Since there is a notable lack of oriented solutions, a selective taxonomy of protocols in

the current state of the art must be reviewed in order to evaluate their practicability

and adoption. To this end, a comparative analysis with respect of the key parameters

of VANETs is given in the present chapter. In the next chapter, we present our pro-

posed solution for clock synchronization which is adopted to vehicular communications

environments.
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Chapter 4

Offsets Table Robust Broadcasting

for Clock Synchronization in

VANETs

4.1 Introduction

Recent advances in technologies enable a variety of objects, such as laptop computers,

smartphones, wearable sensors, vehicles and other smart devices, to interact with each

other easily and effectively via wireless ad hoc networks. Wireless ad hoc network cut

across many applications that improve and facilitate human lifestyle. Among these

applications are the healthcare, industrial, social, transportation and communication

industries. The integration of mobile ad hoc networks (MANETs) in transportation

means brings a new paradigm called Intelligent Transportation Systems (ITS). The

ITS advocates safety, efficiency, conviviality and performance when driving.

Vehicular Ad hoc NETworks (VANETs), a sub-class of MANETs, consider vehicles

as mobile nodes. Nodes in VANETs are characterized by high-velocity and predictable

movement in open space areas (roads). VANET applications can be divided into two

major categories: safety and user applications. The safety applications increase road

safety using traffic information systems to prevent accidents and road collisions. The

user applications provide additional, interesting and useful on-road services that aim to

increase passenger comfort via Internet connectivity, mobile applications, multimedia

and peer-to-peer applications.
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Recently, VANET design and modeling have drawn significant attention in large

scale networks such as future Internet of Vehicles (IoV). The ideal solutions applied

in wireless ad hoc networks field cannot be directly integrated in vehicular communi-

cations context. This is mainly due to the high-mobility of vehicles, which frequently

changes the network topology. Also, roads infrastructure (intersection, traffic jams,

and the presence of buildings beside the roads) imposes new constraints, like radio

obstacles, the effects of multipath and fading, disconnection in sparse areas, and the

bandwidth issue.

VANETs constitute an emergent and attractive research field; however, some obsta-

cles are slowing down their development leading to their lack of maturity. Among these

obstacles, we can mention some of issues, which remain without satisfactory solutions,

like: security, connectivity, robustness, reliable communication, and time synchroniza-

tion. Our study considers time synchronization and to point out the problem let us

use an example:

When an urgent event is detected by a node Ni, it will be directly delivered to its

neighbors Nj and Nk . Since the node clocks are non-synchronized, then node Nj will

get an urgent event notification at 10:11 PM, while node Nk will receive it at 00:01

AM. The serious problem encountered by such a case is that the recipient nodes find

difficulties in making consistent decisions about the arriving messages. They cannot

distinguish whether the received real-time data is recent or out-of-date. This generates

decision-making errors in the environment in case of deleting a recent real-time packet

because it appeared to be outdated. For that reason, clock synchronization is one of the

most significant issues that must be addressed, especially in distributed environments.

To avoid such problems, node clocks must be accurately synchronized to correctly

maintain the event causality property.

Time scheduling protocols are put in place to avoid communication collisions. If the

distributed node clocks are non-synchronized, time scheduling protocols do not make

sense since node clocks are not synchronized with one another.

Synchronization is a vital concern that must be taken into consideration when

evaluating a performance system. Communication, coordination, security services all

strongly depend on synchronized clocks of the different nodes in the network. A search

of specialized literature revealed that the most recent research focused on addressing
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the following issues: how to rapidly disseminate emergency messages [100, 101], how

to optimize data transfer from a source to a specific destination [102–107], and how

to control channel medium access [108–114]. Also, wireless mobile services and appli-

cations have paid more attention last few years [115–119]. Unfortunately, there is a

remarkable lack solutions for the clock synchronization problem in VANETs. For such

a reason, in this chapter, we bring new solution in satisfactory solving such problems

in unstable environments like VANETs.

A suitable clock synchronization protocol improves VANET requirements. Among

these requirements are: low-cost low-message overhead, short time convergence (time

convergence is the time taken to synchronize the network), scalability, precision, and

long synchronization lifetime. Robustness or fault tolerance are also essential criterion

that must be taken into consideration when designing the protocol. Fault tolerance

defines the ability of the network to maintain its functionality in case of failure.

The accuracy of the synchronization protocol is important, but accurate clock syn-

chronization between neighboring nodes is also of great importance. Most of protocols

in state-of-the-art systems are designed to optimize the global skew of nodes using

hierarchical architectures (e.g., clustering, like in [3, 4], or spanning tree, like in [5]),

which ensures that some neighboring nodes are not well synchronized because the error

propagates down at different rates on different paths. Indeed, in spanning tree struc-

tures, it is very difficult to maintain highly dynamic networks, like VANETs, as every

hop increases the synchronization error. On the other hand, in other protocols like

RBS [6] and GTSP [7], synchronizing direct neighbors using timing message exchange

generates more overhead and leads to transmission channel interfering.

In the current chapter, we present our contribution for clock synchronization in

VANET systems. Here, we propose a new solution that attempts to eliminate the

drawbacks of the related work. Among these drawbacks are: large communication

overhead and time convergence, synchronization of neighbor nodes, and the lack in

fault-tolerance. Firstly, we demonstrate our basic solution, called Time Table Diffu-

sion (TTD) protocol. TTD provides time synchronization in distributed environment

independently on the network topology, in which every node runs with the value of

its local clock, but maintains the time information needed to synchronize other nodes

for different purposes (e.g., point to point communications, medium access control
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and security). The proposed solution exploits the broadcasting channel to synchro-

nize neighbor clocks without exchanging any messages between them, which reduces

the communication overhead and and the number of delivered messages at each node.

Secondly, TTD performance analysis leads us to enhance the solution to provide ac-

curate and fault-tolerant time synchronization. The enhanced solution, referred to as

Offsets Table Robust Broadcasting (OTRB), overcomes faults in both communication

and clock models.

4.2 Time synchronization using time table diffusion

protocol

Time table diffusion protocol (TTD) provides time synchronization in vehicular net-

works independently of the network topology [91]. The main idea is to set a group of

nodes to spread the timing information. Based only on V2VC, TTD algorithm performs

time synchronization in the following steps. Initially, any node can randomly initiate

the synchronization process and broadcasts a synchronization packet to its two-hops

neighbors. Other nodes, mark the packet receiving instance using their local clocks and

send a reply message. The initiator, say transporter node, relies on the offset delay

estimation method to calculate the offset relative to node i (see Figure 4.1), as well as,

the offsets relatives to all its neighbors.

t1 t2
Node i Local time

t0 t3
Transporter node Local time

t 0

t
0 , t

1 , t
2

Offset = ((t3 − t2)− (t1 − t0))/2
The transporter node estimates the clock value of node i
following the offset delay estimation method as follows:

C(i) = C(Transporter) +Offset

Figure 4.1: Offset delay estimation mechanism.

The initiator node broadcasts the time information, in table form, to its neighbors,

allowing them to synchronize each other without any message exchange. Each node



Offsets Table Robust Broadcasting for Clock Synchronization in VANETs 78

runs repeatedly while the algorithm runs using a fixed amount of time to deal with

the mobility of nodes and to prevent clock drift. Figure 4.2 hereafter encapsulates the

synchronization process using the TTD protocol in a single round.

Transporternode i

Synchronization
request broad-

casting
Synchronization

request re-
ceiving

Reply message
sending

Receiving all
reply messages

Offsets cal-
culation

Time in-
formation

broadcasting
Transporters’

offset receiving

Offsets cal-
culation

t0

t0, t1, t2

t
0

t
3

t
1

t
2

Round period

Figure 4.2: TTD protocol flowchart.

As shown in the example of Figure 4.3, nodes 0 and 5 are two transporter nodes.

These transporter nodes broadcast a synchronization request to its neighbors 1, 2, 3, 4

and 1, 3, 4, 6 respectively. After they receive all the responses from its neighbors, each

transporter nodes estimate and broadcast the offsets relative to its neighbors. Figure

4.3 shows the synchronized group of each node. Nodes 1, 3 and 4 synchronize with the

two groups because they are in the scope of the two transporter nodes.

The most important requirements in VANET protocol design are the convergence

time and the average overhead with respect to the parameter of vehicles density. The

number of messages generated by the synchronization process is important because it

may influence the network behavior positively (i.e., messages flow smoothly and easily

over the network) or negatively (i.e., messages contribute to network congestion). The

convergence time is the time it takes to synchronize the network. For analyzing the

performances of the TTD proposal, we calculate the number of messages and the
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0

1

2

3

4

5

6

0, 1,
2, 3, 4

0, 1, 2,
3, 4, 5, 6

0, 1,
2, 3, 4

0, 1, 2,
3, 4, 5, 6

0, 1, 2,
3, 4, 5, 6

1, 3,
4, 5, 6

1, 3,
4, 5, 6

Figure 4.3: Illustrative example explaining TTD protocol.

convergence time as below:

• The number of messages (nbMsg) generated to execute the TTD algorithm is

estimated as follows:

nbMsg =
nt−1∑
i=0

(Ni + 2) (4.1)

Where, nt is the number of transporter nodes in the current round, and Ni is the

number of neighbors of the transporter node.

Suppose there are nt number of transporter nodes in the current round. The

number of messages generated to initiate the synchronization process is equal to

nt, i.e., the number of transporter nodes. Neighbors responses phase generates

several messages equal to the number of neighbors of all the transporter nodes,∑nt−1
i=0 Ni . In addition, each transporter node broadcasts its time table, which

generates nt time table messages. The total number of messages generated to

accomplish the synchronization process is given by:

nbMsg = nt +
nt−1∑
i=0

Ni + nt

After simplification, we obtain:

nbMsg =
nt−1∑
i=0

(Ni + 2)



Offsets Table Robust Broadcasting for Clock Synchronization in VANETs 80

• To synchronize a network having N number of nodes, TTD algorithm must take

place within the total time:

ttotal = (N + nt + 4) ∗ ts (4.2)

where ts is the maximum time required to deliver one message.

The timing sequence relative to each operation of the TTD protocol is given in

figure 4.5.

Neigbhors MR(N + nt) ∗ ts MR

Transporters MS

CA

MS

CA

ts ts
Where:

- CA refers to thhe collision avoidance period. At max CA = ts;
- MS = message sending;

- MR = message receiving;
- MS/MR = ts.

Figure 4.4: The timing sequence of TTD protocol.

Figures 4.5 and 4.6 illustrate the change in the number of messages and the con-

vergence time with respect to nodes number.
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Figure 4.5: Messages complexity TTD so-
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lution.
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Note that the number of generated messages is closely related to the convergence

time. When the former increases, it contributes to the network’s congestion. A con-

gested network with collision produces message loss, which in turn slows down the

convergence time. Another evaluation metric that should be considered is the synchro-

nization rate. The synchronization rate refers to the rate of nodes that can become

well synchronized. The frequency of departure of the vehicles lead to an increase in

dropped communication links during the synchronization task. On the other hand,

the new arrival of vehicles creates new communication links between the nodes. A

reliable communication is quietly needed to synchronize moving vehicles, which in turn

increases the synchronization rate. The proposed protocol would be able to face those

challenges (new arrival node, link life time ...etc.). The TTD protocol, as described

in [91], does not consider the reliability of message exchange, nor does it consider the

synchronization of new arrival nodes, which affects its reported synchronization rate

metric.

In the following sections, we describe our contribution of fault-tolerant TTD, called

Offset Table Robust Broadcasting (OTRB). The OTRB solution considers the synchro-

nization of new arrival nodes and studies the effect of dropped links. Additionally, the

aim of the fault-tolerance in our setting is to prevent the fault-time synchronization

information in the network, and to ensure the appropriate behavior of the solution in

the presence of faulty nodes and communication channels.

4.3 Contribution

The enhanced OTRB protocol provides efficient time synchronization in VANET, thus

optimizing message complexity. The system consists of vehicles communicating with

each other over multiple wireless hops by using an embedded WiFi card. Inter-vehicle

communications may or may not include a Road Side Unit (RSU) access point. Vehi-

cles communicate with each other through Vehicle to Vehicle communication (V2VC),

as well as they communicate with the available RSU through Vehicle to Infrastructure

Communication (V2IC). The network relies on the ability of transmission time syn-

chronization messaging to perform the time synchronization task. The messages are

sent via a wireless channel based on the IEEE 802.11 standard. We assume that the



Offsets Table Robust Broadcasting for Clock Synchronization in VANETs 82

wireless channel is symmetric, e.g., if node A hears node B, then node B can also hear

node A. For time synchronization, we adopt the following model:

• Initially, each node has a unique identity in the network, and maintains a list of

neighbors, that are nodes within its transmission range.

• Every node has a notion of time that is based on the oscillation of crystal quartz.

The clock time, C(t), is the time reported by the clock at the real time t. For

an ideal clock, the clock time C(t) is equal to the real time t. The clock offset is

defined as the difference between the clock time and the real time (C(t)− t).

• The offset of the clock Cj relative to the clock Ci in real-time t is given by:

∆ij = Ci(t)− Cj(t) (4.3)

Or:

∆ij = ∆ik + ∆kj (4.4)

• A node is considered well-behaved if the time shown by its local clock is bounded

by the maximum drift (ρ), which is defined by the constructor.

• Each node moves freely per its local clock but maintains a time table containing

the offsets related to neighboring nodes.

• A node is considered well-synchronized if the time difference between this node

and each one of its neighbors does not exceed an acceptable average ε, which

depends on the application.

• For mobility management reasons, and since the clock drifts naturally, achieving

a consistent synchronization is important. Each synchronization period consists

of ∆t time units. The re-synchronization ∆t value must be large enough to deal

with all nodal mobility and clock drift issues.



Offsets Table Robust Broadcasting for Clock Synchronization in VANETs 83

Table 4.1: Clocks’ notations table

Notation Value
Ci(t) The time value shown by the local clock of node i at the real instance t.
∆ij The clock offset of node j relative to node i.
ρ The maximum clocks’ drift defined by the manufacturer.
ε The average error tolerated by the application.

∆t The round period, that defines the validity period of the calculated clocks’
offsets.

The following sections describe the algorithm in detail.

4.3.1 OTRB algorithm

The enhanced OTRB algorithm performs time synchronization message-passing by us-

ing four principal phases. The initialization phase consists of the transporter node

selection. The latter broadcasts a synchronization packet to request its two-hop neigh-

bors to participate in the synchronization process and to collect the timing information.

In the second phase, the information retrieval phase, the neighbors synchronize their

local clocks and then reply to the transporter nodes within their scope. The transporter

node uses the timing information received to calculate an offset table and update the

round period value (∆t). Finally, the broadcasting of the calculated offsets table by

the transporter allows other nodes to calculate their own offsets and synchronize with

its neighbors, which is the synchronization phase.

Each normal node runs continuously via these four steps every ∆t time unit (see figure

4.7).

Phase 1 Phase 2 Phase 3 Phase 4

Transporter
node selection

Information
retrieval

Offset table
construction
and round

period update

Synchronization
phase

0 ∆t

Figure 4.7: OTRB protocol phases.
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(i) Transporter node selection phase

The transporter node selection phase strongly affects the algorithm’s performance.

Hence, the better the choice of transporter node, the better algorithm performs. Each

transporter node and in-range neighboring nodes form a small network unit, or cluster.

Selecting the wrong transporter node may cause an instability of the cluster. In the

cluster, the transporter node is the cluster head (CH) and its neighbors are the cluster

members (CMs). The vehicles that participate in the synchronization process under

multiple transporters are called gateway members (GMs) (see figure 4.8).

Figure 4.8: Network partitioning.

To improve the algorithm performance, the cluster formation should be as stable as

possible; this means that the transporter node should meet some basic requirements,

including some that set limits to the position and the velocity of the individual nodes.

For this reason, the proposed method adopts a novel clustering algorithm [120–125].

The OTRB protocol can also adopt the transporter node selection with and without

RSUs. If an RSU is available, the latter acts as a coordinator to set transporter nodes

with respect to a set of conditions.
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(ii) Information retrieval phase

In this phase, messages between the transporter node and its neighbor nodes are ex-

changed. The time they take to send and receive a reply message is used to estimates

the offsets and update the round period value ∆t.

Algorithm 1: Information retrieval algorithm

1 if isTransporter(i) then

2 TID ← i; t0 ← now time; NT ID ← nearest(i);

3 broadcast ADV − T (TID, t0, NT ID)

4 for each JOIN −RESPONSE received from node j do

5 t3j ← now time

6 t1j ← t1

7 t2j ← t2

8 end

9 else

10 wait(ADV − T )

11 for each ADV − T received do

12 t1 ← now time

13 insert(MyTransporterList, T ID)

14 wait(random period)

15 t2 ← now time

16 send JOIN −RESPONSE(TID, i, t0, t1, t2)

17 end

18 end

Each transporter node broadcasts a synchronization packet, called an advertisement

message (ADV-T), which is timestamped by its own local clock. The synchronization

packet contains the transporter node identity (TID) and the timestamps t0. The trans-

porter node also sends the identity of its nearest node, NTID. The nearest node will

be used to improve the reliability of the message exchange, it can also calculate and

broadcast the offsets table in case of transporter node failure.

For any other node, say for example node i, when node i receives the ADV-T message

from one transporter node, it marks its local clock at t1 and then sends a reply message,
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called a JOIN- RESPONSE message. The reply message contains the identity of the

node i, the identity of the transporter node TID and the timestamps t0, t1 and t2,

where t2 indicates the JOIN-RESPONSE message sending instance. Each node must

reply to all so that the ADV-T messages is received by the entire cluster.

(iii) Offsets table construction and round period update

After receiving the JOIN-RESPONSE message from each one of its neighbor nodes,

the transporter records the time of its local clock at the instance t3i. By using the

timestamps founded in the reply messages, the transporter node relies on the offset

delay estimation method (see Figure 4.1) to calculate the clock offsets relative to its

neighbors.

∆(i T ID) =
(t1 − t0)− (t3i − t2)

2
(4.5)

The obtained result is stored in a time table as:

time tableTID(i) = ∆(i T ID) (4.6)

Also, considering only non-bad clocks and the average error ε, the transporter node

updates the round period ∆t value as follows:

∆t =
(n− r)ε− 3mε

2(n− r)ρ (4.7)

For any ∆t, two well-behaved clocks may drift away at most by δ = 2ρ, where ρ here

is the maximum drift of all normal nodes defined by the manufacturer. In distributed

systems, it is possible to have clocks synchronized with a maximum average ε, if no

more than one-third of the clocks are bad or byzantine. Bad clocks exhibit large drift,

they can be easily identified and their time values will be removed. Byzantine clocks

are inconsistent nodes that transmit different timestamps to different nodes at the same

time. The presence of one byzantine clock in a distributed system with n nodes can

make any two arbitrary nodes to differ by γ = 3ε
n

sec. If the maximum drift between

any two clocks is restricted to ε, the transporter node can calculate the round period

∆t as follows:

Suppose there are n nodes within the transmission range of the transporter node in
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which m byzantine clocks, and r defective clocks, where m + r ≤ n
3
. So, the time

difference increases from 3mε
n−r to ε is:

2ρ∆t = ε− 3mε

n− r

By simplification, the transporter node calculates the round period value as:

∆t =
(n− r)ε− 3mε

2(n− r)ρ

Algorithm 2: Offsets table construction and round period update algorithm

1 Initialization : n← 0; r ← 0; ρ← 10−4;

2 for each join msg received do

3 ∆TID,j ← ((t3i − t2i)− (t1i − t0i))/2
4 if |∆TID,i| ≥ ε then

5 r ← r + 1

6 insert(BadClockList, i)

7 else

8 n← n+ 1; time tableTID(i)← ∆TID,i

9 end

10 end

11 ∆t← (n∗ε−3∗r∗ε)
(2∗n∗ρ)

12 Broadcast TIME − TABLE(TID, time tableTID, BadClockList,NT ID,∆t)

Table 4.2 hereafter lists the type, number and content of all the message exchanged

during the synchronization process.
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Table 4.2: Exchanged messages notation table.

Message nota-
tion

Designation Content Number

ADV-T The advertise-
ment message
sent by the
transporter node
to initiate the
synchronization
process

• TID, the identity of the
transporter node • NT ID,
the identity of the nearest node
of the transporter • t0, local
time in the transporter node.

nt, the num-
ber of trans-
porter nodes
in the cur-
rent period

JOIN-
RESPONSE

The reply mes-
sage send by
neighbors of the
transporter node

Timestamps: t0, t1, t2
∑nt

i=0Ni

TIME-TABLE The offsets table
sent out by the
transporter node

The offsets table and the round
period ∆t

nt

ACK The acknowledg-
ment message
sent out by
NT ID node to
confirm the time
table deliverance

TID, the identity of the trans-
porter node, and the timestamps
t4

nt

(iv) Synchronization phase

At this phase, the transporter node broadcasts the updated offsets table to all its neigh-

bor nodes allowing them to calculate their own one.
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Algorithm 3: Synchronization phase algorithm

1 for each TIME − TABLE received do

2 if TID ∈MyTransporterList & i /∈ BadClockList then

3 time tablei(TID)← −time tableTID(i)

4 for eachnodej ∈ time table do

5 time tablei(j)← time tableTID(j) + time tablei(TID)

6 end

7 if i = NT ID then

8 t4 ← nowtime

9 broadcastACK(TID,NT ID, t4)

10 end

11 end

12 if TID /∈MyTransporterList then

13 send request sync(i, gateway)

14 end

15 end

16 if no TIME − TABLE received then

17 wait(ACK period)

18 if ACK received then

19 sendrequest sync

20 else

21 insert(nonTrustList, T ID)

22 end

23 end

To get synchronized, when the node i receives the time table, it will proceed as

follows:

• Initially, to synchronize with the transporter, node i estimates the offset relative

to this latter as:

time tablei(TID) = −time tableTID(i) (4.8)
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We know that the offset of node i relative to the transporter node TID, ∆TID i, is

given by:

∆TID i = Ci(t)− CTID(t)

Multiplying both sides of this equation by (-1), yields:

−∆TID i = −Ci(t) + CTID(t)

⇒ −∆TID i = CTID(t)− Ci(t) = ∆i T ID

⇒ ∆TID i = −∆i T ID

⇒ time tablei(TID) = −time tableTID(i) @A

• After estimating the clock offset relative to the transporter node, node i relies

on equation (4) to calculate the clock offsets relative to each node j in the received

table as follows:

time tablei(j) = time tableTID(j) + time tablei(TID) (4.9)

Also, the nearest node of the transporter broadcasts an acknowledgment message

(ACK) to confirm the time table delivery. The absence of messages or responses from

the nearest node (NT ) during a threshold time is used as an indicator of failed offsets.

Figure 4.9 illustrates the message exchange during the synchronization process in one

round.
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Figure 4.9: Message exchange during one round in the synchronization process.
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There are two cases that should be considered:

1. If node i doesn’t receive any time table from the transporter node, it waits for a

threshold time to receive the ACK message:

(a) If no ACK message is delivered, because of a faulty transporter node, node i

updates its list of non-trusted transporters. The non-trust list contains the identities

of all transporter nodes joined but node i does not receive any time table sent by them.

If the occurrence rate of the transporter node exceeds a certain threshold value, node

i affirms that this transporter node is no more trust again (Figure 4.10 illustrates the

comportment of node i when receiving the offsets table).

(b) If node i receives the acknowledgment message, which means node i has been

moved out of transmission range of the transporter node. In that case, node i sends a

request message to the nearest gateway member.

Offsets
table

receiving?

NT ID?

ACK message
broadcasting

ACK
receiving?

Synchronization
request

Non-trust
list update

Yes

Yes

No

YesNo

Figure 4.10: Receiving offsets table by node i.

2. Whenever new vehicle enters the group, it will be synchronized to the existing

group by getting the offsets table from the gateway member or from its nearest neigh-

bor. Contrary to the RBS protocol, it is not possible to synchronize new arrivals joining



Offsets Table Robust Broadcasting for Clock Synchronization in VANETs 92

the group; therefore, all vehicles should restart the synchronization process, which may

incur some drawbacks.

4.3.2 Performances analysis

To evaluate protocol performance, the proposed protocol OTRB is implemented using

the NS2 simulator. The physical channel characteristics are according to the speci-

fication of 802.11b, with channel bit rate of 11 Mbps. Many scenarios were used in

which important parameters have been modified, such as the number of nodes and

their speeds. Thus, at first, nodes were assigned to random locations and they moved

according the mobility model, named the Intelligent Driver Model including Lane

Change (IDM-LC) [86], made available by VANET MOBIlity SIMulator (VanetMo-

biSim). IDM-LC implements road intersection supervising strategy: making vehicle

nodes slow down, stop or move in accordance with traffic lights. They are also capable

of overtaking to change lane in multi-lane roads.

Regarding failure, we consider in this step, those occurring from the model used for

communications. Thus, ten percent of the nodes are randomly considered as failing. In

the simulation phase, clocks were assigned random values and generated in accordance

to Gauss law [87] with average = 0 and δ = 10 ppm. We fixed the maximum drift ρ

at the value 10−4.

In our setting, the delegation of the transporter node has been made in a distributed

manner by considering the main parameters, which make the cluster as stable as pos-

sible. These parameters include the velocity of the transporter node, its position, and

the number of its neighbors. The velocity of the node should be averaged according to

the environment and the speed the other vehicles are moving. Also, we should ensure

that the transporter node will not leave its neighboring during the synchronization

process. Therefore, the elected transporter must be located at the center of its neigh-

boring nodes. The number of neighbors the transporter node has defines the cluster

density and so affects the communication overhead. The number of neighbors of the

transporter node depends on the transmission range. It is more suitable that this pa-

rameter should be average to minimize the communication overhead and to facilitate

a reliable and fast broadcasting of the offsets table.
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Table 4.3: Simulation Parameters.

Topology (m2) 10000*10000
Nodes number 100

Average speed (m/s) 15, 20, 25
Traffic light 6

Mobility model Randomly according to IDM LC with 2 obstacles
every 100 m2

Range data transmission (m) 250
Nodes’ failure 10% of nodes
ρ parameter 10−4

ε parameter 10 ∗ 10−3 , 5 ∗ 10−3 , 2 ∗ 10−3

Simulation time (s) 3600

4.3.2.1 Message complexity

The results from the simulation showed that the number of messages needed to achieve

the time synchronization relies on two main factors: number of moving vehicle nodes

(including the transporter), which is also related to the communication range. Indeed,

the number of required messages increases with the number of active nodes (see figure

4.11). This results from message replies sent out by neighboring nodes, which constitute

the most messages produced by a phase in the time synchronization algorithm.
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Figure 4.11: Message’s number in different rounds.
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4.3.2.2 Convergence time

The results provided by the simulation point out that when the number of nodes

increases, it leads to the increase of the time convergence for OTRB. This situation is

due to the number of involved nodes, which consequently generate a large number of

neighbor replies (figure 4.12). The average convergence time is practically the same as

in the TTD protocol (see [91]).
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Figure 4.12: Average convergence time.

4.3.2.3 Synchronization rate

The synchronization rate is an important metric to evaluate the robustness of the

proposed solution, which defines the ability of the protocol to perform time synchro-

nization for the set of nodes in the network and to ensure reliable communication. As

the protocol achieves the time synchronization per round, and the latter is calculated

with respect to the clock drift, the synchronization rate is not incremental as our propo-

sition hypothesized, but is calculated in each round separately. The synchronization

rate in the TTD protocol can decrease in case of high node mobility and the instability

of the cluster or the synchronized group (random transporter node). The simulation

results show that the synchronization rate rises 100% in normal cases, but decreases to

90% with the injection of fault nodes, and to (90− x)% if one of them is a transporter

node with x neighbors. By contrast, in the OTRB protocol, the synchronization rate is
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improved by (i) the stabilization of the cluster construction; and (ii) the use of gateway

members to synchronize the new arrival nodes.
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Figure 4.13: Synchronization rate.

4.3.2.4 The average synchronization error

The average synchronization error is given by averaging the time-difference between

every pair of nodes. Figure 4.14 shows that the average synchronization error of the

proposed protocol is bounded by the average error defined by the application.
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Figure 4.14: Average synchronization error.

4.4 Conclusion

Clock synchronization is a critical issue in VANETs for diverse crucial purposes includ-

ing communication, data fusion, coordination, real-time safety applications, localiza-

tion, and for many other applications. In order to face the technical challenges due to

the constraints of unstable VANET environments, we have proposed in this chapter,

a new time synchronization protocol referred to as Offsets Table Robust Broadcasting

(OTRB). The proposed mechanism provides robust time synchronization with high ac-

curacy. The robustness is owed, in one side, to the use of the broadcasting channel and,

in the other side, to the acknowledgment message that ensures the offset table delivery

by all nodes. The clock offsets are calculated using round-trip time mechanism, which

offers a high accuracy with an average error of 16, 9µs. The performance evaluation of

the proposal was carried out using an analytical model and different pertinent simula-

tion scenarios. The results obtained by both approaches concur and demonstrate that

OTRB outperforms similar protocols in terms of synchronization rate, convergence

time and messages complexity, preventing so network congestion and communication

capabilities degradation. The next chapter deals with network performance improve-

ment based on clustering mechanism to reduce the number of communications caused
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by the high frequency of arrival/departure of vehicles while maintaining relevant clock

synchronization adequately operating.



Chapter 5

Impact of Clustering Stability on

the Improvement of OTRB

Protocol

5.1 Introduction

The emergent Vehicular ad hoc networks (VANETs) tend to improve road safety and

users infotainment during displacement. To this end, nodes in VANETs, as moving

vehicles, exchange their information using wireless ad hoc communications. Due to

the nature of the medium access, vehicles communicate directly with one another or

with the available infrastructure using single hop communication. To reach a further

destination, multi-hop communications can be established using relay nodes. However,

the constraints created by the intrinsic characteristic of VANETs, such as the high

density of nodes, make data routing a challenging task. To handle such a limitation,

data should be spread among an optimized route to ensure reliable delivery with an

optimized communication overhead. This can take place by splitting the network

into small groups, clusters. For each cluster, a node is elected as a coordinator to

communicate data with its members on the one hand and to spread the information

to other clusters on the other hand. In addition, several issues depend on a strong

assumption of reliable clustering mechanism.

The standard IEEE802.11p has been proposed to deal with VANETs safety appli-

cation. However, due to the high density of nodes, the standard suffers predictability,

98
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fairness, low throughput and high collision rate [126]. In addition, the high rate of

transmitted data, such as safety packet dissemination, make network prone to face

high congestion. So, collisions, especially when large transmission scope is used, lead

to packet loss rate increases. To deal with these drawbacks and to improve reliability,

many researchers suggest network partitioning into small clusters in order to allow

better shared medium access control. Where clustering is used to limit the channel

contention and provide fair channel access. Furthermore, clustering algorithms allow

power control and packet delivery enhancement.

Time synchronization in VANETs is crucial. Several proposed algorithms, whatever

derived from MANETs or not, rely on some sort of logical clustering view [127]. The

aim is to provide local time synchronization among the neighboring nodes in order to

reach global time synchronization. For instance, in HCS [96] and OTRB [127] proto-

cols, nodes synchronize their clocks by the aid of a randomly selected node, which is

considered as a reliable source of time. The time synchronization solution performances

are related to the selected node. This elected node can be seen as the coordinator of its

neighbors. Such protocols rely on the assumption that the algorithm provides reliable

clustering with a minimized number of in / out moving vehicles.

In order to enhance its performances, the present paper carries a study case on

the influence of clustering algorithms in time synchronization using OTRB protocol.

OTRB algorithm requires the organized clusters to be stable for a period of time

enough to achieve the time synchronization. The stability parameters, which refer to

the average lifetime of the cluster, is related to the synchronization round period in

OTRB. In turn, this latter is related to the synchronized group scale and the desired

time precision [127]. Different clustering algorithms in the literature take only into

account the distance between nodes and their directions as parameters to form the

clusters. However, vehicles displacement is related to the road infrastructure. Even

vehicles move roughly with same velocities starting from a nearby zone, they can be

found in further ways after a while. Therefore, other parameters, like the velocity of

nodes, should be considered in order to deal with the high rate of arrival/departure of

nodes.

The main contribution of this chapter is to explore the impact of clustering on time

synchronization process. To this end, we adopt an appropriate clustering algorithm
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to our previous solution OTRB. The best clustering algorithm should improve the

synchronization rate and enhance the communication overhead.

The rest of the chapter is organized as follow: section II introduces the main clus-

tering algorithm concepts and their requirement in VNAETs, while section III gives

an overview of the proposed solution of clustering issue. Section IV is dedicated to the

OTRB protocol. In section V, a comparison of the implemented clustering protocols

under OTRB context is discussed in order to evaluate its performance. Finally, section

VI concludes the chapter.

5.2 Basic clustering notions and requirements

The clustering is defined by the grouping of similar object items into clusters. In [128],

a mathematical definition is given as follows: let X ∈ Rmxn a set of items representing

a set of m objects xi in Rn. The goal of the clustering algorithm is to divide X into

K groups Ck. Each one is called a cluster. Where all objects that belong to the same

cluster are more alike than objects in different clusters. The result of the algorithm is

an injective mapping X → C of object items Xi to clusters Ck.

The clustering can be exclusive, overlapping or fuzzy. In case of exclusive clustering,

one object (node) can be found in one and just one cluster. When, in overlapping

clustering, the node can belong to more than one cluster (≥ 1). Whereas, in fuzzy

clustering, for each node is assigned a membership weight. Therefore, the node belongs

to the cluster according to its associated weight. Fuzzy algorithms can be used to

improve exclusive clustering by avoiding the arbitrary node assignment. In the case,

the node will be assigned to the cluster within its membership weight is highest.

In VANETs, clustering is the act of grouping the vehicles into multiple clusters

(groups of vehicles). In which, vehicles belonging to the same cluster have the same

properties, such as velocity, position and direction.

Under each cluster structure, there is one node acting as a coordinator of the

group. It is the cluster-head node (CH). The remaining nodes are classified to cluster-

member (CM) and/or cluster-gateway (GW) nodes. In term of communication, a

cluster-gateway node is able to communicate with all the clusters in which it belongs.

Consequently, this latter represents the relay node of its clusters. In other words, it is
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the relationship between the neighboring clusters.

It is announced in [129] that “The clusters should reflect some mechanism at work in

the domain from which instances or data points are drawn, a mechanism that causes

some instances to bear a stronger resemblance to one another than they do to the

remaining instances.” Regarding to vehicular environments, several parameters have

been considered, such as node density, position, speed and direction. These parameters

define the requirement that should be employed by any clustering algorithm. From

which, we define the following that affects clustering efficiency and network performance

[41] [130] :

1. Cluster transmission overhead: The cluster transmission overhead refers as to the

average number of packets exchanged to maintain the cluster structure. The more

the transmission overhead is less, the more the clustering algorithm is desired.

2. Cluster convergence: Cluster Convergence refers as to the time needed for all

the nodes in order to join a cluster. The clustering algorithm that takes large

convergence time is less suitable.

3. Cluster connect time: this parameter refers as to the rate of connection of the

vehicle to one cluster. The highest connect time rate is given, the more suitable

clustering algorithm.

4. Cluster stability: the cluster stability refers as to the average lifetime of the

cluster. The best clustering algorithm goes after high stability.

5.3 Related work

For the purpose of supporting Quality of Service (QoS) in VANETs networking, stable

clustering of the moving vehicles is required. The design of clustering algorithms en-

ables organized medium access control and simplified data communication task. Sev-

eral works in MANETs literature focus on improving the generated communication

overhead by minimizing the number of clusters.

In [131], Gerla et al propose to select the node having the highest number of neigh-

bors as a CH in its vicinity. The proposed scheme minimizes the number of clusters.

On the other hand, it deteriorates the network throughput due to the high rate of CMs
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within a cluster. This technique is not suitable for VANETs environment characterized

by the high density of its nodes.

Other works, such as [8] selects the node with the lowest ID in its vicinity to be a

CH of non-overlapping cluster. This protocol does not take nodes’ mobility character

into consideration. Then, CH selection process has to be frequently invoked especially

in case of highly networks topology change, such as in VANETs. This will increase the

cluster transmission overhead, which in turn reduces the network performances.

Su and Zhang [132] propose their algorithm which is a time and size based CH

selection. The node that succeeds on sending its invite-to-join packet first and has

more neighboring nodes is selected to be a CH. As the vehicles move in and out of

the cluster frequently, there is high frequent of arrival and departure of nodes. Thus,

maintaining the cluster stability becomes a hard task. Whereas, the mobility of vehicle

in VANET systems is a major challenge to ensure clustering stability. Many researches

in the current literature attempt to deal such a limitation.

In [133] the authors adopted the idea of [9]. In which, a node will announce itself

as a CH in case it does not receive any Hello packet from its vicinity. Nevertheless,

the node is allowed to be a CM in at least one cluster. The authors in the presented

algorithm permit the merging of two adjacent clusters if their CHs come in direct

communication range. The new CH is the one with the suitable weighed factor. This

factor is calculated for each CH considering the mobility, connectivity and distance

factors. However, CMs can be found out of the new elected CH, thus the possibility of

frequent disconnection between the communicating nodes.

Kayis and Lichuan in [134] a speed-based classification in order to partition the

vehicles into clusters. In which, seven groups of velocities are defined based on the min

and the max speed boundaries. The “First Declaration Wins Rule” is adopted to select

the set of the CHs. However, the nodes speed changes from node to node and can also

change over the time. Therefore, nodes can frequently leave their group to join the

more suitable. The algorithm may exhibit a frequent change in the network topology

due to high cluster change rate. In addition, the CH can easily lose the connection

with its member nodes.

A heuristic position-based clustering algorithm is proposed in [135]. The cluster

formation is obtained by the partition of the network based on the geographical position
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and the priority associated with each vehicle. Each node calculates its priority value

using its node ID, the current time and the eligibility value. The eligibility value

increases with the travel time of the node and decreases when the node speed deviates

largely from the average speed. The node with the highest priority in all its one-hop

neighbors and one of its two-hop neighbors is elected to be a CH. Also, in the proposed

technique, in order to optimize the cluster size, a maximum distance between the CH

and its members is predefined. However, simulation results show that the formation of

small cluster size increases the cluster reconfiguration rate. On the other hand, large

communication range decreases the cluster transmission efficiency.

Wu et al [136] have proposed the Type-based Cluster-forming Algorithm (TCA) in

order to reduce the update frequency of CHs in emergency ad hoc networks. Each node

is assigned a stability factor, S, which is updated frequently. The node having a lower

value of S has low mobility and reliable connectivity. The node with the lower stability

factor is more likely to be elected as a CH. However, because of the assumption that

the nodes have slow speeds, this algorithm generates more communication overhead

for the cluster updating. This makes the algorithm not suitable to be implemented in

VANETs environment.

A distributed CH selection is proposed in [137] to dynamically organize the network

into clusters. The novel proposed algorithm is speed and distance based. The CH is

selected according to its relative speed and the distance within its neighbors. Also,

fuzzy logic inference system is used for predicting the future speed and position of

all the CMs. As the maintenance phase is adaptable to the drivers’ behavior, the

proposed algorithm is highly stable. However, the distributed cluster overhead causes

the number of messages received/transmitted to be decreased [41]. Also, the algorithm

is implemented under medium vehicle density and low-speed conditions.

Rawashdeh and Mahmud [138] attempts to deal with the clustering issue with

stability on highway VANET environments. The authors apart from the assumption

that “the existence of VANETs nodes in the same geographic proximity does not mean

that they exhibit the same mobility pattern”, and try to improve the stability by

making the network topology less dynamic. In addition to the velocity and the position,

the proposed approach takes the location and the velocity difference between the nodes

into consideration. Each node runs the algorithm in fully distributed manner. First,
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a separation of the vehicles into highly mobile and low mobile groups is made. The

network partition should provide a minimized number of clusters and ensure that all

the CMs are stable with respect to one another. Then, the set of nodes with the highest

suitable value are elected as CH nodes. Each node calculates its suitable value, which

is calculated based to the velocity and the distance with regard to its stable neighbors.

The closer velocity to the average velocities of its stable neighbors the node has, the

highest suitable value is given. Simulation results show that the proposed algorithm

improves the average cluster lifetime, which increases the stability of network topology.

In [139] a new clustering algorithm in vehicular ad hoc networks is presented. The

proposed scheme, called Hierarchical Clustering Algorithm (HCA), provides network

two-hop clustering in fully distributed randomized fashion. Three roles can be defined

to form the network hierarchy, in which a node can be a cluster head (CH), cluster relay

(CR) or slave node. The CR nodes relay the transmitted data between the CHs and the

slaves. The algorithm forms the clusters running four steps; cluster Relays Selection,

ClusterHead Selection, Cluster Formation and Scheduling and Cluster Maintenance.

Where it debates fast clusters construction in the first third steps and leave the mobility

handling to the maintenance phase. However, the algorithm improves the clustering

stability at the price of transmission efficiency and the average of clustering overhead.

Also, the high rate of inter-cluster interferences causes frequent cluster changes and

message loss due to message collisions. Another clustering algorithm for VANETs is

proposed by Hassan abadi et al. in [140]. The authors have presented the Affinity

PROpagation for VEhiclar networks (APROVE) protocol which attempts to produce

high stability clustering taking into account the mobility parameter of nodes. In the

proposed protocol, the CH selection is based on nodes’ inter-distance. The closest node

to its neighbors is selected. This scheme suffers long cluster convergence time in order

to make all the nodes belong to a cluster.

In [10], the authors rely on neighbor vehicles’ mobility to maintain VANETs stable

clustering in rounds. In which, the node with the lowest neighbor vehicles mobility is

elected to be the CH in its vicinity. Each node is assumed to have a unique identity,

ID and maintain a neighbor vehicles table, which includes, for each neighbor, its ID

and the neighbor vehicles mobility value. The neighbor vehicle table will be updated

at each round and the neighbor vehicle mobility is calculated considering the number
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of vehicles entering/leaving the service convergence of the node.

In [141] a new oriented VANETs clustering scheme for urban city scenario is pre-

sented. In order to improve clustering stability, the proposed scheme considers the

vehicles direction, position and the link lifetime estimation. Each node is able to esti-

mate its speed and distance relative to its one-hop neighbors. The nearest vehicle into

the central geographical position is likely chosen as a CH. The algorithm defines a safe

distance threshold, D which D is less than the transmission range. The vehicles within

this value are considered having more stable links with the CH. Therefore, the CMs

are selected by the CH from its one-hop neighbors, in which the cluster size is defined

by L ≤ 2D.

An analytical study that evaluates the impact of the clustering mechanism on the

QoS of VANET systems implementation must be carried out. By way of illustra-

tion, we analyze the influence of the clustering protocol performed while maintaining

proper clock synchronization using OTRB protocol [127]. The analytical study is

carried out using network simulator (NS2) to compare the impact of the rate of ar-

rival/departure nodes on the performance of OTRB protocol. To this end, the following

sections demonstrate the behavior of OTRB protocol to maintain synchronized clocks

in VANET systems. Then the simulation results are presented.

5.4 OTRB protocol overview

For the purpose of time synchronization in distributed VANET environments, the

OTRB protocol is proposed in [127] by Medani et al. The main idea is to set a number

of nodes, named transporter nodes, to spread the time information over the entire

network. For each transporter node, the time information broadcasted consists of the

offsets related to all its neighbors. However, the transporter node is supposed to be a

reliable source of time.

The OTRB protocol performs time synchronization relying on pair-wise time syn-

chronization mechanism [63]. Initially, each transporter node broadcasts a synchroniza-

tion packet to its neighbors. Upon receiving this synchronization packet, neighboring

nodes respond by their time values as shown in Figure 4.2. Then, the transporter node
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calculates the clock offset relative to each neighbor i and broadcasts the estimated

values, as a time table, allowing all of them to synchronize to one another.

The transporter node selection phase has an important impact on OTRB perfor-

mance in terms of time synchronization rate and communication overhead. Thus, the

transporter node should have a higher stability relative to its neighbors. That is, a

node leaving its synchronized group before the synchronization will be achieved, gen-

erates more synchronization requests. In this case, time synchronization maintenance

requires more communication overhead. The more the overhead is generated, the more

the communication collisions. In turn, a high rate of collisions decreases the time syn-

chronization rate. On the other hand, the transporter node selection phase should be

as fast as possible in order to deal with the time synchronization requirements, delay

latency for example.

It is stated in [127] that each transporter node with its synchronized group can

be seen as a cluster. Where the transporter node represents the CH and its neighbors

represent the CMs (see figure 4.8). Each node can join more than one transporter node.

In the following, we refer to the transporter node as the CH, and to the synchronized

group as the CMs.

To show the influence of the clustering algorithm on OTRB performance, in the next

sections, we present the simulation and the comparison of three clustering algorithms

(CBLR [9], LID [8] and NMCS [10]) working under OTRB protocol.

5.5 Simulation results

The proposed time synchronization OTRB protocol relies on a strong assumption of

stable clustering mechanism. To evaluate its performance and show its better quality

of functioning, we adopt three clustering protocols CBLR [9], LID [8] and NMCS

[10]to work under the referred OTRB and the behavior of the protocol is observed

for each one. The time synchronization rate and the average communication overhead

needed to accomplish the synchronization process are measured with regard to the

essential clustering stability parameters. In order to meet OTRB requirements, the

implementation of these protocols is adapted to maintain overlapping clustering; where

a node is permitted to be a CM in more than one cluster.



Impact of Clustering Stability on the Improvement of OTRB Protocol 107

1. CBLR: CBLR is originally adopted on OTRB protocol upon its creation. A set

of CHs are selected randomly, in which, a node will announce itself as a CH if

this latter does not receive any synchronization packet from its vicinity. When

receiving several synchronization packets, a node is allowed to be CMs in more

than one cluster.

2. LID: LID protocol selects nodes with the lowest ID in their vicinity as CHs

of non-overlapping clusters. As OTRB protocol requires overlapping clusters,

LID is thus modified to allow nodes joining several clusters, if possible, in our

contribution.

3. NMCS: In NMCS, the node having the lowest neighbor vehicles mobility is se-

lected to be the CH in its vicinity. NMCS protocol allows overlapping clustering.

For each node, a degree is defined as the sum of the number of nodes that have

left/arrived the node’s transmission range. The sum is then divided by the to-

tal number of neighbors to normalize the degree of node’s mobility regarding

its vicinity. The node having the lowest value for this metric is supposed to be

located in a relatively stable environment, indicating that such node is a good

candidate for the CH role.

The simulation of the three referred protocols holds under the parameters shown in

Table 5.1. A scenario of 199 nodes with random positions is initially generated. The

mobility model follows the Intelligent Driver Model with Lane Changing (IDM LC)

of VANET Mobility Simulator (VANETMobiSim), in which, vehicles regulate their

velocity according to neighboring vehicle movements. This model also supports smart

intersection and lane changing management.

Table 5.1: Simulation parameters

Topology (m ∗ m) Nodes number Data transmission range (m) Time of simulation (s) Physical channel

3400*4900 199 300 200 IEEE 802.11b

In order to evaluate OTRB performances, we observe the changes in the synchro-

nization rate and the communication overhead for each clustering protocol implemented

under OTRB. On the other hand, to shed the light on the influence of the clustering

protocol stability on OTRB performance, the average of arrival/departure and isolated

nodes are captured in parallel.
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As shown in Figure 5.1, NMCS protocol reduces the average of the nodes moving

into new clusters during the synchronization process. That is, NMCS protocol favors

nodes located in a stable environment relative to their vicinities to be CH nodes. In

contrast, CBLR and LID protocols do not take into account nodes’ mobility while

performing the clustering operation. In addition, relying on the lowest ID and the

random metrics to select the CH nodes in LID and CBLR respectively multiplies the

risk of having so much number of CHs and a high number of isolated nodes (see Figure

5.2).
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Figure 5.1: Average of new arrival nodes
per round.
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Figure 5.2: Number of isolated nodes per
round.

Actually, the clustering stability metrics, arrival/departure, and isolated nodes af-

fect the performance of OTRB protocol. Table 5.2 shows that the more stable is the

clustering protocol, the more OTRB performances are improved.

Figure 5.3 exhibits that the synchronization rate of OTRB using NMCS outperforms

OTRB using the two other protocols. This is due to the improvement in the average of

arrival/departure nodes which reveals successful clock synchronization process in the

overall of nodes. Therefore, the number of messages generated in order to accomplish

the synchronization process is minimized. On the other hand, the more the number

of isolated nodes, the more supplementary synchronization requests are generated.

For that, using NMCS under OTRB protocol improves the communication overhead

compared to CBLR and LID protocols under OTRB (see Figure 5.4).

Table 5.2: Comparison.

Implemented protocol Arrival / departure nodes Isolated nodes Synchronization rate (s) Communication overhead

CBLR under OTRB High Low Medium High
LID under OTRB Medium Medium Medium High
NMCS under OTRB Low Medium Improved Improved



Impact of Clustering Stability on the Improvement of OTRB Protocol 109

0 2 4 6 8 10 12 14 16 18 20

50

60

70

80

90

100

Round

S
y
n
ch

ro
n
iz

at
io

n
ra

te
(%

)

NMCS
CBLR
LID

Figure 5.3: Synchronization rate compar-
ison.
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Figure 5.4: Communication overhead
comparison.

5.6 Conclusion

Because time synchronization is an essential attribute of VANET networks, because

VANETs are included in a larger area: the IoV which itself is part of the largest net-

works: the IoT, then the quality of service of the synchronization process must fulfill

the expected objective in accordance with network importance. This chapter is dealing

with the impact of the well know clustering nodes organization on time synchronization

ORTB protocol in order to improve the latter capabilities. Several known clustering al-

gorithms have been used by ORTB and the comparative analysis of simulation results

reveals that better performance, in term of synchronization rate and average com-

munication overhead, is offered by the high stability clustering algorithm. However,

multi-metric algorithms can be used to further enhance the clustering stability and so

the network performance. This can be the subject of future work.



Conclusion

Owed to the benefit gained from their applications in enhancing transportation sys-

tems, VANETs have emerged as a hot topic of research in the last decade. Especially,

because they promise to provide a large amount of applications in order to improve the

driving experience, facilitate secure traffic management, and enhance driving safety.

Despite these advantages they may provide, VANETs come with their own set of con-

straining features that oblige the researchers to revise the solutions proposed in the

current issues. In fact, the nature of the communication and the hostile environment,

together make the deployment of dependable communications a real challenging task.

In this thesis, we revised clock synchronization issue in the context of VANETs as a

cornerstone to ensuring their dependability. Firstly, we analyzed the practical use of

clock synchronization for improving reliability, fault-tolerant, maintainability, safety

and security of vehicular communications. In other words, how clock synchronization

supports VANET systems’ dependability. To this end, we reviewed clock synchroniza-

tion issue and its existing algorithms. As the characteristics of VANETs impose new

challenges and requirements that should be considered and since there is a notable

lack of oriented solutions, we gave a comparative analysis of a selective taxonomy of

protocols in the current state of the art with respect to the key parameters of VANETs.

The analytical study has shown that the evaluation of the protocols must be revised

to adopt their practicability in the context of VANETs.

Secondly, we proposed a new timing synchronization protocol dealing with the tech-

nical challenges imposed by the constraints of unstable VANET environments. The

proposal, referred to as TTD: Time Table Diffusion, then OTRB: Offsets Table Ro-

bust Broadcasting, aims to provide robust time synchronization with high accuracy.

The proposal relies on the round-trip time mechanism to calculate the clock offsets
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which offers a high accuracy with an average error of 16, 9µs. In addition, the usage

of the broadcasting channel speeds up the time information spreading over the whole

networks and ensure reliable communications. The obtained results among validation

demonstrate that OTRB protocol shows better performances in terms of synchroniza-

tion rate, convergence time and messages complexity, preventing so network congestion

and communication capabilities degradation.

5.7 Future work and perspectives

Although the proposed OTRB protocol is highly promising and may provide accurate

time synchronization in highly distributed vehicular environments, there are other sig-

nificant limits that should be carried out in order to improve its performance and so

on improve network performance. We summarize them as follows:

• While the proposed protocol operates under strong assumption of reliable clus-

tering algorithm, and as the results shown in paper C in the list of included

publications demonstrate that the more the clustering algorithm is stable, the

more the performances of OTRB are improved, our future work includes the im-

plementation of a stable clustering algorithm dealing with the high mobility of

nodes in vehicular environments. However, multi-metric algorithms can be used

to further enhance the clustering stability and so the network performance.

• Improve the proposed solution by integrating/proposing a mechanism in order to

identify byzantine clocks in the networks.

• Tackle security issue in the context of time synchronization in VANET systems.
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Abstract  

Aiming to the main purpose of improving road safety and entertainment, Vehicular Ad Hoc Networks (VANETs) have 

emerged as an open and interesting research topic in the last decade. The deployment of VANET systems coupled with 

sensor technologies has increased the gained benefits from the development of these latter. Thus, they enable real-time 

data gathering and sharing, so that new applications, such as traffic reporting, relief to environmental monitoring and 

distributed surveillance are promoted. The design of reliable, fault-tolerant, maintainable, safe and secure applications 

and standard for realistic and large-scale deployment environment, like in VANETs presents extraordinary challenge, 

especially in the lack of global memory enabling global system state recognition. In this context, the requirement of 

clock synchronization remains one of the most significant issues that should be addressed to the extent of that 

dependable systems evolve. The focal point of this Doctoral dissertation is to give an analytical study of clock 

synchronization issue in vehicular communication systems. The intrinsic characteristics of the unstable vehicular 

environments, such as the high speed of nodes and the lack of permanent network connectivity have created new 

challenges and requirements, so that the solutions that have already proposed to synchronize nodes in classical 

networks are no longer appropriate. Consequently, new and adaptive clock synchronization mechanisms should be 

devised and implemented. Here, we propose a new mechanism for synchronizing clocks in vehicular environments, 

dealing so with communication and scalability issues. The proposal, named as “Offsets Table Robust Broadcasting” 

(OTRB), exploits the broadcasting channel to spread the time information over the entire network. This protocol is 

well-adapted to random network topology changes, high node velocity while offering good precision and robustness 

against nodes failure and packet loss. The analytical study and protocol simulation for evaluating the system 

performance, carried out by a combination of VanetMobiSim and NS2 simulators, have yielded convincing results, 

outperforming those exhibited by the basic referred protocols. 

Keywords: Intelligent transportation system, ITS, VANET, WSN, dependability, clock synchronization, fault-tolerant 

clock synchronization. 

 

 ملـــخص

الات البحث عرفت الشبكات اللامركزية للمركبات المعروفة اختصارا بـ شبكات "فانيت" اهتماما بالغا في الأوساط العلمية في العشرية الأخيرة ضمن مج

خاصية تجميع و مشاركة المعلومات المفتوحة، تهدف هذه الشبكات بالأساس لتحقيق أكبر قدر من الأمان و الترفيه  خلال حركة سير العربة من خلال تفعيل 

أدى الإستعمال المشترك لشبكات فانيت و تكنولوجيات أجهزة الإستشعار الإلكترونية إلى تحسين مزايا هذه التقنية بشكل واضح، حيث و قد هذا  .بصفة آنية

حركة المرور , تطبيقات المساعدة على مراقبة المحيط و برزت من خلال ذلك تطبيقات جديدة تعد بالكثير ، نذكر منها: تطبيقات خاصة بإصدار تقارير عن 

 تطبيقات المراقبة في بيئة الأنظمة الموزعة.

لكفاءة في التعامل مع غياب ذاكرة موحدة للنظام ككل في هذه التقنية يعتبر تحديا حقيقيا في سبيل إنشاء تطبيقات تتمتع بكافة المزايا المتعلقة بالنجاعة و ا

 لية الصيانة و تحقيق السلامة و الأمان، ذلك لأن الذاكرة الموحدة كانت لتسهل عملية التعرف على الحالة الإجمالية للنظام و هذه تعتبرالأعطاب و كذا قاب

ساعة  تعمالحجر الأساس لإبقاء أي نظام موزع   قيد التشغيل، و بخاصة في الأنظمة الموزعة الواقعية واسعة النطاق. في هذا السياق برزت الحاجة لاس

تماشيا مع  ر فيهاتقوم بعمليات المزامنة في الأنظمة الموزعة، و من هذا المنطلق أصبح التفكير في تحسين أداء هذه الساعة من أهم القضايا الواجب التفكي

جدها في أنظمة الفانيت و أنظمة أجهزة إذا كان تواجد ساعة المزامنة مهما في أي نظام مهما كان نوعه، فإن توا. التطور و الاستعمال المتزايد لهذه الأنظمة

إمكانية كشف  الإستشعار اللاسلكية يعد جزءا قاعديا ضمن بنية الاتصالات التي يقوم عليها عمل هذا النوع من الأنظمة، و ليس هذا فحسب، فالساعة توفر

واجه عمل هذه الساعة صعوبات تكمن في جوهر أنظمة الفانيت ي الحركة و الموقع، قياس المحاذاة مع المحيط.، فضلا عن إمكانيات أخرى في محيط الشبكة.

النظام صعوبة نفسها، حيث غالبا ما تعمل هذه الأنظمة في بيئات تعاني من عدم الاستقرار في شبكة الاتصال بسبب الانقطاعات المتكررة، كذلك قد يواجه 

ت جديدة لأن كل الحلول التي تم طرحها في السابق للشبكات الكلاسيكية في تتبع الهدف بسبب سرعته الكبيرة، هذه الصعوبات و أخرى فرضت تحديا

وى قدرة أضحت غير مناسبة, لذلك ينبغي التفكير في آلية جديدة لعمل الساعة يمكنها التعامل مع الصعوبات المطروحة على مستوى الاتصال و على مست

 النظام على التكيف.

لتي بين أيدينا يتعلق  بإجراء دراسة تحليلية حول المشاكل المرتبطة بعمل ساعة المزامنة ضمن بيئة نظام إذن، الموضوع المحوري لرسالة الدكتوراه ا

هذا المقترح الذي يأتي تحت مسمى : "البث الناجع لجدول  فانيت، نسعى من خلال ذلك لاقتراح آلية تعتبر كمساهمة مهمة في ضمان كفاءة عالية للنظام.

وتوكول يتم فيه استغلال قناة البث لنشر المعلومة اللحظية عبر كامل الشبكة، هذا البروتوكول يعمل بكفاءة في البيئات التي تتغير الإرسال" هو عبارة عن بر

 .الهدف نفسهفيها عناصر الشبكة بشكل عشوائي و ترتفع فيها سرعة الهدف، حيث يضمن دقة عالية و مرونة كبيرة في التعامل مع  اختلالات الشبكة او في 

سمحت لنا بقياس و تقييم عمل النظام  NS2و  VanetMobiSimإعتمدنا خلال هذه الدراسة التحليلة للبروتوكول المقترح على برامج محاكاة  و هي 

 باستعمال البروتوكول و جاءت النتائج مقنعة لحد بعيد حيث  تجاوزت  البروتوكولات المرجعية التي اعتمُدت في الدراسة.

 أنظمة النقل الذكية, فانيت, الكفاءة, مزامنة الساعة.كلمات دلالية: 
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