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Introduction

INTRODUCTION

Preamble

Photovoltaic solar energy is expected to be onéhef most important renewable
energies resources for energy challenges. The pread use of solar cells as device for
photovoltaic applications requires the developnwndbsorber layers for solar cells, which

should take into account the cost, and the cleainloys for a suitable development.

Some solar materials have particular physical ptegse which are sources of
fundamental and technological interest. In solastpvoltaic applications, silicon; is the most
prominent and most studied semiconductor. Howether efficiency of solar cells based on
silicon remains limited with a high production coBbr this, in the recent years research
activities focus on the investigation of new sotzaterials to improve energy efficiency and

lower cost of production taking into account theissnmental aspect.

The b-1I-1V-VI 4 (I=Cu, Ag; lI=Zn, Cd; IV=Si, Ge, Sn; VI=S, Se) sesiof quaternary
chalcogenide semiconductors are solar materials thae drawn wide interest for their
potential application as solar-cell absorbers, ptatalysts for solar water splitting and
thermoelectric materials. For example,.ZnSng (CZTS) and CZnSnSe (CZTSe) are
naturally abundant and environmental friendly sotaaterials for thin-film solar-cell

absorbers, which have shown conversion efficienaselsigh as 10 % [1].

Problematic, motivation and main aims of this thesi

The quaternary semiconductors Copper-Zinc-Tin{gBidle, Selenide) GdnSnX,
(X=S and Se) abbreviated CZTX (X=S and Se) aretaldg candidate solar materials as
absorber layers for thin films based solar celisgd dhat for several considerations; all
constituents of this quaternary alloys are abundenthe earth's crust and are not toxic,
optimal direct band gap of about 1.5 eV and higboatition coefficient (above of 1@m?)
[2, 3], furthermore, CZTSSe based solar cells hawetemperature coefficients [4, 5].

In the literature, several theoretical works dssad the fundamental properties of
CZTX [6, 7, 8]. Most theoretical works on CZTXompounds considered mainly electronic
and optical properties. Despite much earlier effatir understanding of fundamentals
properties especially mechanical and thermodyngmiperties and their behavior under

external disturbance pressure and temperatur@ imsfrom satisfactory.

! In this manuscript for CZTX; X means S and Se.

12



Introduction

From structural viewpoint, for CZTX compounds,etrtypes of crystal structure have
been reported: kesterite (KS), stannite (ST) andtasatannite type (WZ-stannite) [9].
Because of that energy difference between KS (spemep 14) and ST type (space group
| 42m) is small (few meV/atom) [6, 8] both structums coexist in synthesized samples. In
fact, a comparative investigation of the physicalperties of both types for both alloys is

very significant; in other words, necessary.

Therefore, the aim of this work is to provide het information concerning mainly
the elastic and thermodynamic properties of CZTXagel solar material absorbers for the
KS and ST types, and then to take advantage gbribygerties of CZTX for thin films based

solar cells, for eventual photovoltaic technologaaplications.
Structure of this manuscript

This manuscript consists of three chapters. In fitet chapter, we present some
arguments concerning the need of renewable enemgyy,then we deal with some solar
materials for solar energy applications and we $oon the new alloys CZTX as attractive

solar materials for photovoltaic application.

The second chapter deals with theoretical studfumdamental properties of CZTX
solar materials, we summarize previous theoretigaiks on these compounds. Then, we
present our contribution to investigate physicalparties of these alloys and the method of

calculation used in this work.

In the third chapter, we present our foremost iobth results, such as, structural
properties (lattice parameters, bulk modulus asdidrivative), the elastic properties (elastic
constants, moduli of elasticity, the propagatiothogities of the elastic waves and Debye
temperature), the effect of a hydrostatic pressumethose parameters is also studied.
Thermodynamic properties (thermodynamic functionsd aheat capacity) for CZTX
compounds respectively, in the KS (space grod) and ST type (space groupt2m)

structure are also presented.

Finally, we conclude our work by a general conidns which includes the main

theoretical results obtained through this study.

The theoretical framework of the calculation t@othe subject of the thesis-appendix
entitled "Density Functional Theory: Major Tool @omputational Materials Science"; where

we explain the Derivation and formalism of the OgnBunctional Theory.
13
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Chapter I: Solar materials for photovoltaic convers

[.1. Preamble

In this introductory chapter, we expose some aegnim concerning the need of
renewable energy; because of the increasing denf@ndenergy, climate change and
environmental impacts of fossil energy exploitatidrhen we focus on the photovoltaic
application as an important alternative resourcefiture-energy challenges. We talk about
some solar materials for solar energy applicatidis. cite the main technologies, such as,
silicon based solar cells, cadmium tellurium (Cd@aayl copper (indium, gallium) selenium
(CIGS) based thin films solar cells, and we focodte new alloys CZTX as attractive solar

materials for solar photovoltaic energy conversion.

1.2. Need of renewable energy

The world rapidly increasing demand for energydmely13 TW/year accelerates fossil
fuel consumption associated with €@missions and global warming issues [1]. Renewable
energy is a carbon free and sustainable energyesult becomes the optimal approach to

face climate change problems.

Renewable energy sources, such as hydroelectrigityd, and solar power, are
important for the production of electricity to adds the needs of a growing population
without destroying the environment. Renewable eneem replace conventional fuels in four
distinct areas: electricity generation, hot wated apace heating, motor fuels, and rural (off-
grid) energy services. We talk about some renewablergy types to highlight the
authenticity of these resources; we focus on tlirdelectricity energy, wind energy, marine

energy, biofuel energy and solar energy.

1.2.1. Hydroelectricity energy

Hydroelectricity is the term referring to the dleaty generated through hydropower,
or also; the production of electricity using thengtational force of falling or flowing water.
It is considered as the most widely used form okveable energy, accounting for 16 % of

global electricity generation in 2010 [2].

The major advantage of hydroelectricity is theatigkly low cost, which makes it a
competitive source of renewable electricity. Theerage cost of electricity from a
hydropower station larger than 10 MW is 3 to 5 Weéhts per KWh [2]. Hydroelectric plants

exhibit a long operating life, which can exceedal bf century.

16
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[.2.2. Wind energy
Historically, the first utilization of wind energyas to sail ships in the Nile some 5000

years ago [3]. However, several civilizations usedd power for numerous purposes. The
Europeans exploited wind to grind grains and puragewin the 1700s and 1800s [3].

The first windmill to produce electricity was penned in 1890 in the United States.
An experimental grid connected turbine with a céyagreater than 2 MW was installed in
1979 on Howard Knob Mountain; North Carolina (USA)3 MW turbine was installed in
1988 on Berger Hill in Orkney (Scotland) [3].

Airflows are employed to operate wind turbines.ddm wind turbine for utility-scale
power generation range from 600 kW to 5 MW of gabever, nevertheless, turbines with rate
output of 1.5-3 MW have become the most routineistalled for commercial scale. The
available power from the wind is proportional tcetleube of the wind speed [3]; the
increasing of wind speed leads to an increasingebutput power up to a maximum power.
Areas where winds are stronger and more stablé, asioffshore (Figl.1) and high altitude

sites are favorite locations for wind farms.

Recently, several factors have contributed to #diing of large-scale wind energy
generation costs, such as; improvement of turbesgds and plant utilization. In the United
States, the cost of wind-generated electricity e@eed from 35 cents per kWh in 1980 to
around 4 cents per kWh in 2004 at favorable looati3] (Figl.2).It is noted that, with this
price; wind energy has become the least costly smwce of electric power.e. less costly

than nuclear, coal, oil, and natural gas [3].

40 - 37

30 -

20

Energy cost (cents/KWh)

14
10
6
ﬂ 4 3I5
L 0on

1980 1985 1990 1995 2000 2005

Fig.1.1: Wind energy offshore farfB]. Fig.1.2: Declining cost of wind-generated
electricity in US/[3].
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1.2.3. Marine energy

Marine energy, as well called ocean energy, referthe energy carried by ocean
waves, tides, salinity and ocean temperature eéiffiegs. The movement of water in the
oceans creates a vast store of kinetic energy. @hésgy; may be harnessed to generate
electricity. The conversion of the ocean waves @l&ztricity is performed through a building
to the coast, within sealed chamber. the capture chamber (Figl.3). The construction is
equipped with turbines, which drive alternatorse Tarbines work by the compression of the
air under the rise and the descent of the waveassetpently; alternators attached to active

turbines can produce electricity.

TUREBIMNE

AIR IS COMFRESSED
INSIDE CHAMBER

Fig.1.3: Operating mechanism of wave power sta{in

The tidal power station, which consists mainlybafrrages and turbines, is another
marine energy. The first tidal power station in therld is the 240 MW "La Rance" tidal
barrage, which began generating power off the Fremast in 1966 [5]. Ocean energy saw
slight growth for decades, however currently, nusner modern commercial projects are
operational, and other projects are in developnmesé¢veral littoral countries.

An estimated 6 MW of ocean energy is operatiomabeing tested in European (off
the coasts of Denmark, Italy, the Netherlands, NgrvEpain and the United Kingdom), with
additional off-shores projects located principallyCanada, India, Japan, South Korea and
United States. Ocean energy has the potential @figing a considerable amount of new
renewable energy around the world. Presently, a&dtl@5 countries are involved in ocean

energy development and research activities [5].
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The quantity of energy carried by waves and tgtedams, which is convertible to
electrical power has been evaluated in numerousegieg studies. Building Optiohgor
United Kingdom "UK" Renewable-Energy, indicated eagtical worldwide wave energy
resource within the interval 2000 and 4000 TWh/yedrereas, the UK practical offshore

wave energy resource has been evaluated by 50 BAHB).

1.2.4. Biofuel energy

Biofuel is a renewable energy source produced fnataral substances [7]. The most
widespread biofuels, which can be used as a sutesfior petroleum fuels are; ethanol and
biodiesel. The ethanol can be produced from cohgatvor sugar beet, however; the biodiesel
can be made from oil seeds.

Production of ethanol from biomass is an importaay to decrease the consumption
of oil and their adverse impacts on the environmigikewise, the growing interest in the use
of vegetable oils for making biodiesel, which isdepolluting than conventional petroleum

diesel fuel, may contribute to the protection a &nvironment.

60

40 4 —— Ethanol
—m— Biodiesel

30

10 4

Total world production, billion liters

R

0 T T T T
1979 1984 1989 1994 1999 2004

Years

Fig.1.4: World production of ethanol and biodiesel (1980-200].

Biofuels possess several advantages; there anmatired in the following points [7]:

v’ Biofuels are effortlessly available from ordinaipmass sources;

! Building Options Limited is a Chartered Buildingultancy in UK.
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They represent a carbon dioxide cycle in combustion
They exhibit an enormous ecological potential;

Using biofuels leads to various benefits for theiemment, economy and consumers;

DN NI NN

They are biodegradable and contribute to sustanddelopment.
The world productions of ethanol and biodieseiveein 1980 and 2007 are shown in
Fig.1.4. The observed increase enhances the aigbeof these renewable resources.

1.2.5. Solar energy

Solar energy, is harnessed using a range of ewdvieg technologies such as; solar
photovoltaic, solar heating, solar thermal elettiriand solar architecture. Solar technologies;
are broadly characterized as either passive solactive solar depending on the way they
capture, convert and distribute the solar energy.

Passive solar techniques; based on a smart golstezture, in which the respect of
some architectural principles allow to passive eiation of solar radiation energy, include:
building orientation, selecting materials with faable thermal mass or light dispersing

properties, and designing spaces that naturaltylete air.

Active solar techniques include the use of phdtai® panels and solar thermal

collectors to convert the energy of solar radiation

The solar thermal power system collects the theemergy in solar radiation and uses
it at high or low temperatures [3]. Low-temperatuapplications include heat water
preparation and spaces heating. While, high-tenyperaapplications consist to concentrate

the sun’s heat energy to produce steam for driglagtrical generators.

Concentrating solar power (CSP) technology hasatikty to store thermal energy
from sunlight and deliver it in the form of electl energy during dark or high-demand
periods. The convenience of the concentrating solar powex Ieen demonstrated on a
commercial scale, as a result, CSP technology sesnio deliver low-cost, high-value
electricity on a large scale. Fig.1.5; is a schémapresentation of a large-scale solar thermal

power station that serves to the production oftatsty.

Solar photovoltaic energy is the conversion oflighihinto electricity directly through
photovoltaic effect. Photovoltaic effect consists ¢onvert light into electric current.

Photovoltaic is an important and relatively inexgiga source of electrical energy for both
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variants: grid-connected and isolated sites eledupply. Furthermore, other applications

also exist, such as, spatial applications in segland solar powered calculators.

The amount of energy from the sunlight, whichkstsi the earth each hour, is more
than the energy that the entire population of tlgldvconsumes in a year. Hence, energy
from the sun is unlimited, if only it could be carted directly to electricity or fuels at a

competitive cost.

Receiver

| ) |
T
Hot Salt 1 ‘

Storage A i
= ' Steam
| Cold Salt Generator
Storage
Heliostat .- 4
w— Salt " _ :
s Steam o T Turbine/

Generator

Fig.1.5: Schematic representation of a solar thermal powatian for generating electricity
[3].

In summary, hydroelectricity and wind are impotteontributors to the overall energy
landscape. Wind, in particular, has seen remarkgaeth over the past decade. It has been
proposed that photovoltaic (PV) technologies comiddet global energy consumption by
covering about 0.4 % of the earth’s land area wafar cells having an efficiency of 10 %.

Inter alia, materials play an important role irtedmining the cost of a solar panel.
Hence, the development of low cost solar matetlads enable to improve the performances
of photovoltaic devices is crucial to making sa@aergy a competitive and large-scale energy

source.
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I.3. Solar materials for photovoltaic application

The working principle of all today solar cellsassentially the same. It is based on the
photovoltaic effect. In general, the photovoltaiteet means the generation of a potential
difference at the junction of two different matégian response to visible or other radiation.
The basic processes behind the photovoltaic efifiect
A. Generation of the charge carriers due to the alisar of photons in the materials that
form a junction;

B. Subsequent separation of the photo-generatedekargers in the junction;

C. Collection of the photo-generated charge caraetke terminals of the junction.

In general, a solar cell structure consists ofabasorber layer (Figl.6), in which the
photons of incident radiation are efficiently alised resulting in the creation of electron-hole

pairs.

TCO

} l"nl‘:_‘l

entter
absorber (base)

Mo

substrate (glass)

Fig.1.6: Schematic illustration of general architecture ofes cell device.

Based on the absorber type we can distinct setechhologies of solar cells. Table
1.1 summarizes several types of solar cells. HoweVable 1.2 gives the properties of

frequently used solar materials as solar cell dlzsdayers.

Table 1.1

Foremost types of solar cells [8].

Type Efficiency (%) Cost ($/Wp) Market share (%)
Monocrystalline Si 17-20 3.0 30
Polycrystalline Si 15-18 2.0 40

Amorphous Si 5-10 1.0 5

CIGS 11-13 15 5

CdTe-CdS 9-11 15 10
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Table 1.2

Physical properties of principle solar cell matsri&].

Material Ge CulnSe, Si GaAs CdTe
Type of gap Indirect  Direct Indirect  Direct Direct
Band gap (eV) 0.67 1.04 1.11 1.43 1.49
Absorption edge (um) 1.85 1.19 1.12 0.87 0.83
Absorption coefficient (ci) 50x1d 1.0x10 1.0x16 1.5x1d 3.0x1d

The crystalline silicon solar cell was the firsagtical solar cell invented in 1954. The
efficiency’ of silicon-based solar cells is in the order of- D %, which is still the highest in
single-junction solar cells [8].

Up to now, silicon still accounts for more than%%of the solar cell market. There are
two variants of the crystalline silicon solar cethono-crystalline and polycrystalline.
Amorphous silicon thin-film silicon solar cells ameuch less expensive than the crystalline
ones. However, the efficiency is only about 5 24(8].

CIGS® and CdTe thin film solar cells, with a typical ieféncy of around 10 % and
account for about 15 % of the market. Because efviry absorption coefficient, a little
amount of materials is required, thus; the unitemer peak-watt is lower than crystalline
silicon solar cells.

To date, organic solar cells still have low effieegg and a short lifetime, and the

market share is insignificant.

1.3.1. Silicon based solar cells
The first invented practical solar cell based loa ¢rystalline silicon. The material has
many advantages [8]:
» Silicon is an abundant material. It is the secora$thabundant element after oxygen,
comprises 27 % of Earth’s crust;
» Its band gap is almost optimum for photovoltaic vasion regarding the solar
spectrum;
» Silicon is very stable from chemical point of view;
» Due to the development of the microelectronics sty the production and
processing of ultrapure silicon are well developed;

2 Efficiency is defined as, the ratio of energy autflom the solar cell, to input energy from thalgght [8].
3 Abbreviation of "Copper (indium, gallium) selenititrased solar cells.
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> After more than half a century of research and kbgweent, the efficiency of silicon
solar cells reaches 24.7 % for research prototyp#sch is already close to its
theoretical limit.

1.3.2. Thin-film solar cells

Silicon has the lowest absorption coefficient cangpl to other solar materials (see
Table 1.2); therefore, a thick substrate is reguir€he minimum thickness to maintain
reasonable absorption and mechanical strengthLis 0.2 mm [8]. The wafer is cut from a
mono-crystalline or polycrystalline ingot, theredpthe cost of the material and mechanical

processing influence on the cost of the Si-baséat sells.

To rid this problem, thin film technology is an portant alternative. Amorphous
silicon thin-film solar cells; due to their relagly low efficiency, are tolerable for low-

efficiency applications.

The direct semiconductors frequently have absamptmefficients higher than silicon;
see Table 1.2. For those materials, a thicknessfeitv micrometers is sufficient. Currently,
tow main technologies have reached the status afs#pepduction, namely; Cadmium
Telluride "CdTe" and Copper (Indium-Gallium) Selemi "Cu(In, Ge)Se" often abbreviated
as CIGS [8]. However, CZTX solar materials are egimgy as very credible and attractive

technology for thin film based solar cells.

In practice, there are many factors which deterrthieereasonableness of making thin-
films based solar cells, such as; the reductiaefcost of the devices, environmental aspect,

the use of flexible structures...etc.

1.3.2.1. Amorphous silicon based solar cells

Because the cost of some constituents of CdTeCd6& solar materials, especially,
tellurium and indium, for low-efficiency applicatis; such as hand-held calculators and
utility-scale photovoltaic fields in deserts, dgilit thin-film solar cells have been mass-
produced for many years. Furthermore, silicon fiim-solar cells can be manufactured on
flexible substrates [8].

The low absorption coefficient is the foremost disntage of silicon. Nevertheless,
doping amorphous silicon with hydrogen up to 10 #ynncrease its absorption coefficient
until 10 cm™*, with a band gap of 1.75 eV. This material is hadily abbreviated as a-Si:H
[8, 9]. Due to the high defect density; the recamakibn rate in high, as a result, the reached-
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efficiency of the best experimental a-Si:H soldisges around 10 % [8]. The mass-produced

for a-Si:H solar cells is around 5 % (see Tablg.1.1

1.3.2.2. CdTe based Solar Cells

Due to its high absorption coefficient and simipjian making a p-type material,
cadmium telluride (CdTe) is currently the most veipieead material for thin-film solar cells
[9]. Moreover, CdTe exhibits a compatibility withdS; a wide-band gap semiconductor for
which it is feasible to manufacture an n-type filbecause the absorption edge of CdS is 2.4

eV, it is transparent to the bulk of solar radiatj8].

The typical construction of a CdTe solar cellhewn in Fig.1.7. The solar cell device
is made of a m film of CdTe, covered with a 100 nm CdS thin filta form a pn-junction.
To the sunny side is a film of TCO (transparent @aring Oxide); to allow radiation to
come in and serves as a conductor. However, tddo& side is a metal film for electric
contact, a 0.5 mm EVA (Ethylene-Vinyl acetate) fisradded for mechanical protection. The
best efficiency of CdTe based solar cells is 16.8rfb expected to reach 20 % [8].

Sunlight

Transparent conducting .
woda (TCO)  250nm ™.
.

r1-typa semiconducts: .3
s WANM N

p-typa Semucond uchor
CdTe Sum

.--"'.-..
Metal cardact (NIAN O Sum //
i

Glass

EVA encapsulant 0.5 mm

Fig.1.7: Typical structure of CdTe thin-film solar cédl, 9.

A major question often asked is on the subjedheftoxicity of cadmium. According
to a recent study, the environment impact may lglected; because the used amount of

cadmium is very small and is completely sealedlbggy

1.3.2.3. CIGS based Solar Cells
The CulnSgCdS system was discovered in 1974 as a photowditdit detector [8,
10]. In 1975, CIGS-based solar cell was built, iahghowed efficiency comparable to the

silicon solar cells at that time [8, 11].
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Fig.1.8: Typical structure of CIGS thin-film solar c¢, 10].

At the beginning of the 2century, the efficiency of CIGS thin-film solarlisehas
reached 19.9 %; which is comparable to polycryisilsilicon solar cells [9]. The absorption
coefficient of CulnSe is about 100 times greatantkilicon. Thus, with a gm thin film of
this semiconductor, more than 90 % of the neaareft and visible light would be absorbed

[8].
The typical structure of a CIGS solar cell is show Fig.1.8. Similar to the CdTe

solar cells; a 50 nm n-type CdS film is used tarfax pn-junction, also, the environment

impact is negligible; because the used amount drinaam here is very small and sandwiched

between two glass plates [8].

L] {11 LT

Fig.1.9: An experimental CIGS solar cell integrated circdihe nominal voltage of each
CIGS solar cell is 0.5 V. By connecting 10 indiadGIGS solar cells in series internally; a 5

V solar cell is built. Because the connectionsiategrated, the device is compact and rugged
[8].
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The CIGS solar cell may well be produced by a paeicess; without requiring a
vacuum. Therefore, the manufacturing cost can Iskioned. The interconnections between
CIGS solar cells can be made on the same strudumdar to an integrated circuit, thus a
higher voltage single cell can be made without mum external connections. Fig.1.8
illustrates an experimental "5 V" CIGS solar ceiade from 10 individual CIGS solar cells in

a single-glass envelop [8].

1.3.2.4. CZTX based Solar Cells

CZTX have attracted much attention due to itsinseost effective fabrication of thin
film solar cell and its nontoxic constituting elem& CZTX are promising materials due to
their energy gap of 1 eV in the case of Se-basetpoand and 1.5 eV for S-based compound,

which is the optimum band gap for use as an abstaper in solar cell devices [12].

The absorption coefficient of CZTX solar materi@saround 16 cmit in the visible
region, which is also reasonable. Thus, becausts gibod material properties for solar cell
device applications as well as economic and enmorial advantages; CZTX is regarded as
alternative photovoltaic (PV) technology to CdTe &u(In,Ga)(S,Se) abrivied (CIGS).

Fig.1.10 illustrates a typical structure of a CZ$lar cell. The device is made of a 2
um film of CZTX "p-type", covered with a 50-70 nm Sdn-type" thin film, to form a pn-
junction. To the sunny side is a transparent filmAZO (aluminum-doped zinc oxide)
behaves as window for radiation and conductor aittAluminum grid To the back side is a
metal film for electric contactSLG (Soda-Lime Glass) or polyimide film is added fo

mechanical protection.

Al

Mo 1 um

SLG or Polyimide

Fig.1.10: Typical structure of CZTX thin-film solar cell.
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The conversion efficiency of CZTX related solarl cgevices has been steadily
improved during the last decade [177], and recently an efficiency of 10.1 % was achie
for a mixed sulfo-selenide device using a hydrazipased solution deposition approach
[12 , 18]. An efficiency of up to 8.4 % has been achief@dpure sulfide sputtered CZTS
devices [19].

l.4. CZTX alloys as attractive solar materials forphotovoltaic application

1.4.1. CZTX-based solar cells

The field of CZTX solar cells is young; nevertresgitrepresents veritable potential
solar materials for photovoltaic solar energy amgilon. We summarize their foremost
advantages:

» These materials contain abundant, inexpensive andoxic elements that lead to less
environmental damage and low cost devices, whiehtla@ main challenges for the
photovoltaic solar energy development.

» They are desired in photovoltaic for their propstisuch as direct-band gap, high
absorption coefficient (about T6m™), and possess optimal band gap energy of 1-1.5
evVv.

> Flexibility is needed in certain solar cells apations, then these technologies (CZTX
(X=S and Se)) may be favored.

» Bas du formulaire

» CZTX have relative low temperature coefficients pamed to silicon, CdTe and
Cu(In,Ga)Se thin film based solar cells; Thus, CZTX based iscklls show a great

potential in photovoltaic applications in hot elmviments.

In the context of the last point, we have dematstt [20] that; the quaternary
semiconductor CZTSSe has low temperature coeftEiddls/dT, d\L/dT and ¢/dT)

compared to silicon, CdTe and CIGS based solas.cell

We summarize the analysis of the performed contiparatudy on the behavior of

solar cells under thermal gradient in the followsegtion.

1.4.2. Solar cells behavior under thermal gradient
Table 1.3 shows the values dis/dT, dV,/dT and dy/dT of single crystalline,
polycrystalline silicon and thin film solar cellln this section, we are typically interested in

the photovoltaic conversion efficiengybecause it is the most important factor for descg
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the performancesf any photovoltaic device.

The analysis of temperature effect on the coneersfficiency shows that silicon
technology has larger temperature coefficient, ldasls to a problem in exploitation of silicon
based solar cells in hot regions where solar iatamh is importanti.e. high temperatures, for
photovoltaic applications. So, it is recommended amopt other technologies for hot

environments.

Both technologies, CdTe and Cu(In,Ga)Se cannogduml alternatives for silicon
technology, in particular in terrestrial applicas) the first contains a toxic element
(cadmium), the second contains expensive rare sm@tadium and gallium). However, the
guaternary semiconductor CZTSSe contains abundaeper and nontoxic elements. In
addition, it has a low temperature coefficient. $hGZTSSe solar cells show a great potential

in photovoltaic applications in hot environments.

Table 1.3
Temperature coefficients b, Vocands.
Silicon Other compounds
Technology Polycrystalline
Single Cu(In,Ga)Se | CZTSSe
_ CdTe [22]
Temperature [20] | Literature| crystalline [21] [17]
coefficients
dls/dT (mA/K) 2.1 2.38 1.75 - - -
dVoddT(MmV/K) | -2.1 [-2.3, -2.7] [-3.3, -2.01] -1.91 | [-2.2,-2.1]
dy/dT (%/K) | -0.063 -0.042 [-0.064, -0.017]| -0.013 -

& Reference [23].
b Reference [24].

[.5. Summary

We have presented in this introductory chapteresa@amguments about the need of
renewable energy including climatic changes dilemamal energy demand increasing.
Therefore, renewable energy is becoming an optaolaition of these universal problems; we
talked about some renewable energy resources inglinydroelectric, wind power and solar
energy. Then we have talked about materials f@rsaiergy applications (absorbers), and we
have cited the main technologies, such as, silbased solar cells, cadmium telluride (CdTe)
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and copper indium-gallium sulphide-selenide (Cl®3%ed thin films solar cells, and we
focused on our studied solar materials CZTX alloys as attractive solar materials for
photovoltaic conversion. Furthermore, we discugbedvalidity and performances of CZTX-
based solar cells under thermal gradient effectpawed to other main technologies.

Silicon, CdTe and CIGS based thin films solar cells

30



Chapter I: Solar materials for photovoltaic convers

References

[1] N. S. Lewis, MRS Bull. 32 (2007) 808.
[2] Worldwatch Institute (May 2014)Jse and Capacity of Global Hydropower Incregses
available on line:_http://www.worldwatch.org/nod82¥ (May, 23rd 2014).

[3] M. R. Patel, Wind and Solar Power Systems:i@esAnalysis, and Operation, 2 edition,
CRC Press, Boca Raton, FL, 2005.
[4] N. Stauffer,Catch the waveMIT Tech Talk, 53 (2008) 4.

[5] REN21 Renewables 2010 Global Status Report,téabe Gesellschaft fir Technische
Zusammenarbeit (GTZ) GmbH, Paris, 2010.

[6] J. Callaghan, Future Marine Energy, CarbonsT,ruK, 2006.

[7] A. Demirbas, Appl. Energy 86, Supplement 1q2PS108.

[8] C. J. Chen, Physics of Solar Energy, John W&eSons, Inc., Hoboken, New Jersey,
2011.

[9] K. L. Chopra, P.D. Paulson, V. Dutta, ProgoRivolt. Res. Appl. 12 (2004) 69.

[10] S. Wagner, J.L. Shay, P. Migliorato, H.M. IKas, Appl. Phys. Lett. 25 (1974) 434.
[11] J. L. Shay, S. Wagner, H.M. Kasper, Appl. Rhyett. 27 (1975) 89.

[12] T. K. Todorov, K.B. Reuter, D.B. Mitzi, Adv. &ter. 22 (2010) E156.

[13] H. Katagiri, K. Jimbo, W. S. Maw, K. Oishi, W.amazaki, H. Araki, A. Takeuchi, Thin
Solid Films 517 (2009) 2455.

[14] D. B. Mitzi, O. Gunawan, T. K. Todorov, K. Wa@nS. Guha, Sol. Energy Mater. Sol.
Cells 95 (2011) 1421.

[15] M. A. Green, K. Emery, Y. Hishikawa, W. Wart,og. Photovolt. Res. Appl. 18 (2010)
346.

[16] B. A. Andersson, Prog. Photovolt. Res. App{2800) 61.

[17] J. Krustok, R. Josepson, M. Danilson, D. Meg&s Sol. Energy 84 (2010) 379.

[18] D. A. R. Barkhouse, O. Gunawan, T. Gokmen,KT.Todorov, D.B. Mitzi, Prog.
Photovolt. Res. Appl. 20 (2012) 6.

[19] B. Shin, O. Gunawan, Y. Zhu, N. A. Bojarczui, J. Chey, S. Guha, Prog. Photovolt.
Res. Appl. 21 (2013) 72.

[20] S. Bensalem, M. Chegaar, M. Aillerie, Energpdedia, 36 (2013) 1249.

[21] R. Kniese, D. Hariskos, G. Voorwinden, U. R&i,Powalla, Thin Solid Films 431-432
(2003) 543.

31



Chapter I: Solar materials for photovoltaic convers

[22] J. E. Phillips, W.N. Shafarman, E. Shan, I&EE Photovolt. Spec. Conf. - 1994 1994
IEEE First World Conf. Photovolt. Energy Conver894 Conf. Rec. Twenty Fourth, 1994,
pp. 303-306 vol.1.

[23] W. De Soto, S. A. Klein, W.A. Beckman, Sol.dfgy 80 (2006) 78.

[24] P. Singh, S. N. Singh, M. Lal, M. Husain, Sehergy Mater. Sol. Cells 92 (2008) 1611.

32



Chapter Il

Theoretical Study of
Fundamental Properties of
CZTX (X=S and Se)



Chapter II: Theoretical study of fundamental prapes of CZTX (X=S and Se)

[1.1. Preamble

In this chapter we cite and discus the main pathis work which focuses on the
theoretical study of physical properties of CZTXasanaterials. Firstly, we expose foremost
previous theoretical works dealing with CZTX sotaaterials; especially those that concern
the electronic properties and the estimation ofghp value, the optical properties and the
absorption coefficient, then we talk about our dbation which focuses on the structural,
mechanic and thermodynamic properties of CZTX swiaterials. A thorough description of

the calculation scheme is also given in the ertthisfchapter.

II.2. Previous works on fundamental properties of ZTX solar materials

In the literature several theoretical works disaasthe fundamental properties of
CZTX. We cite the most important contributions,fablows; Chen et al [1] calculated the
crystal and electronic band structure of CZTX WfASP code. Persson [2] calculated the
electronic and optical properties of CZTX using WHK code. Botti et al [3] calculated
systemically the band structures of CZTX by meansiany-body methods. We explain the
contributions of these authors, considering thetedaic structure and the optical properties
of CZTX alloys.

[1.2.1. Electronic properties
[1.2.1.1. Estimation of the gap value

All cited works show that the use of both LDA a@&A approximations to study the
electronic structure and to evaluate the gap of dbecerned compounds is totally an
inadequate approach [3] that is what we found fdsdoth compounds. The calculated LDA
and GGA band gaps of CZTX compounds are illustratdde Table 2.1.

Table 2.1
Calculated gap value for CZTX solar materials gdiDA and GGA.

Sulphide compound Selenide compound
Absorber KS-CZTS ST-CZTS KS-CZTSe ST-CZTSe
Approximation LDA  GGA LDA GGA LDA GGA LDA GGA
Eg(eV) 0.012 0.342 0.000 0.212 0.026* 0.007* 0.000 0.016

* Reference [4].

Therefore, to obtain a reasonable gap value tleeofisother approaches otherwise
standard LDA and GGA is indispensable.
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In this purpose, Persson [2] has used an optimi@@&é+U as exchange correlation
potential. Chen et al [1] have performed hybrid clional calculations (HSEO06) using
experimental lattice constants. For Botti et altdbation [3]; the calculations are based on a

restricted self-consistent (sc) GW scheme.

The study of Persson is based on the relativiSR APW method [5] using the
generalized gradient approximation GGA of Engel afadko [6] plus an onsite Coulomb
interaction Uy for the d-states. The considered GGA potential has been usmaded to

generate accurate gamma-point effective mass&§.[7,

In the framework of GGA+U approach, Person useckight atoms body-centered
primitive cell with Uy4(Cu, Zn)=4 eV andUySnN=6 eV. The used GGA+U method is
optimized for obtaining a good exchange-correlatpmiential to obtain better electronic

structures and accurate values of gap energy.

Botti et al through their contribution [3] solvélde gap value estimation problem for
these materials; authors used a restricted seHistmmt (sc) GW scheme to determine
accurate quasi-particle band structures of bottekigs and stannite CZTX solar materials.

The exploited (scGW) consists in performing a selfisistent GW calculation within
the Coulomb hole plus screened exchange approximéilowed by a perturbative GW on
top of it [3, 9]. It is noted that, this method Heeen applied to various transition-metal based
compounds, where excellent results for the band gafimation and the quasi-particle band
structure have been reported [10-12].

In Fig.2.1, thescGWband structures for CZTX compounds consideringp k% and
ST types are illustrated. The estimated band gapsim remarkable agreement with
experimental results. The S-based compounds hayeater gap compared to the Se-based

ones; in addition, kesterites exhibit consistegtlyater gaps than stannites [3].

As it is well known, the LDA and GGA underestimabe band gaps, Chen et al [1]
have performed hybrid functional calculations (H8EQsing experimental lattice constants,
where 25 % of the GGA exchange potential is repldmescreened Fock exchange.

The following table (Table 2.2) summarizes theagt#d gap value from the explained
theoretical contributions. Thus, from Table 2.2¢ thentioned studies give similar results.

Consequently, the mentioned methods yield fairuaate band-gap energies. It is noted that,
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for better study of the electronic and optical ges of the absorbers; it is very important to

obtain improved band structure.
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Fig.2.1: Band structures from scGW approach for kesteritel atannite CZTX solar

materials.Top valence bands are set to zE8h

Table 2.2
Calculated gap value of CZTX solar materials fraterature compared to the available
experimental data.

Compound Structure type Calculated gap (eV) Expent
KS 1.56%; 1.50; 1.64 1.4-1.6 [4]
CZTS
ST 1.421.38; 1.3% 0.8-1.0 [5]
KS 1.05; 0.96’; 1.02 1.4-1.5 [6]
CZTSe
ST 0.89% 0.82; 0.86 0.8-1.0 [5]

2 Reference [2]° Reference [1]° Reference [3].
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[1.2.1.2. Partial and total density of states
Chen et al [1] calculated the total density ofeggDOS) of CZTS for the KS and ST
types and the partial DOS for the KS type, theudated results are shown in Fig.2.2.

From the calculated partial DOS, the upper valdmed is derived mainly from the
hybridization of S p and Cu d states, that whichimsilar to CulnSgand CuGaSeg because
Cu has higher d orbital energy than Zn, Ga, In, @ndwhereas the low conduction band is
mainly derived from the hybridization of S s, p &l s states, and this is due to the lower s

orbital energy of Sn than the other cations [1].

The total DOS has similar shape for KS and STcaire types, which indicates that
the dependence of the band structure on the disiib of Cu and Zn; and consequently on

the type of CZTX compounds, is weak for this clakmaterials [1].
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Fig.2.2: The total DOS of CZTS for the KS and ST types lamgartial DOS for the KS type
[1].
11.2.2. Optical properties
[1.2.2.1. Dielectric function
The optical properties may be evaluated from th@kedge of the complex dielectric

function &(w)=¢,(w)+ie,(w). The four compounds have all rather similar diglec

function [2]; as shown in Fig.2.3.

The beginning to the response of the imaginary @fathe dielectric function is due to

the band-gap energy; around of this beginning, dta@nite type show strong anisotropy

£ (a)z Eg/h) > gg(w: Eg/h) compared to the kesterite type, for both compounds.
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Fig.2.3: The dielectric functions(w) =&, (w)+ie,(w) of CZTX solar materials. The thin
black lines represent the real pa*rlt(w) and the thick blue lines represent the imaginaast p
gz(a)). Also, the dielectric function is divided into thansverse contributiori] (solid lines)

and longitudinal contribution| (dotted lines]2].
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At rather larger energiese. in the interval about 1.5-2.0 eV; opposite aniyoyr
appears for the stannite typg (w) < &) (w) for both compounds, howeves, (w) > £} (w)
for kesterite type.

The dielectric functions of all four concerned campds exhibit a strong, (a)) peak

at about 2.0-2.5 eV, and this peak is more evidenihe case of the kesterite type for both
compounds, whereas; the two stannite-type compodei®nstrate much stronger anisotropy

of their response peaks.

Likewise, the anisotropy reflects in the real palr(a)) of the dielectric function. At
low energiesi.e. about 2.0 eV;e, (w)> ¢! (w) in the case of the kesterite type for both
compounds, while, the reverse is true for the tamrsite compoundise. &’ (w) < & (w).

The estimated values of high-frequency dielectoostants, for the studied solar

materials are illustrated in Table 2.3. The Se-asenpounds show larger, compared to
S-based ones; and this in consistency with theegabd band gap. Note that, both considered
types, for both materials show rather comparableegsof ¢, .

Table 2.3

Calculated high-frequency dielectric constant= 51(0 KWK Eg/h) in the transverse and
longitudinal directions [2].

Sulphide compound Selenide compound
Absorber KS-CZTS ST-CZTS KS-CZTSe ST-CZTSe
E. 6.8 6.5 8.6 8.2
gl 6.6 7.1 8.3 9.0

[1.2.2.2. Absorption coefficient

The absorption coefficientr represents the linear optical response from thenca
bands to the lowest conducting bands [2]. The glbeor is directly deduced from the
dielectric function [2, 13]. Consequently, all CZT3olar compounds have comparable

absorption coefficient.
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Fig.2.4 below shows the calculated absorption fmefits for the KS-CZTX solar
materials by Persson [2]. The difference in thesb$ the absorption is due to the difference

in the band-gap energy of the concerned materials.

The calculated absorption coefficient for the KBTS by Persson [2] is in agreement
with experimental reported data in the literatutd-L7] which have shown that; kesterite

CZTS has a band edge absorption coefficient mane Hdf cm*.

The absorptions of KS-CZTX are similar to thatafinSe (CISe), nevertheless in the
energy region around 1.5 eV the onset of the atisorps much stronger for the KS-CZTX
than CISe. For higher energies; about 2.5-3.0 bB¥ ,absorptions of KS-CZTX compounds

decrease whereas the absorption of CISe showseeasing.

It is noted that, Persson [2] considered the ditensitions only to calculate the
absorption coefficient, however, at high tempemrdyohonon assisted transitions will be an

additional contribution that will somewhat extehe spectra.
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Fig.2.4: Absorption coefficients of kesterite CZTX solar enats. For comparison, the

absorption coefficient of chalcopyrite CISe is gisesented2].
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[1.2.3. Mechanical and thermodynamic properties

On the theoretical side, few works were interesteth mechanical and
thermodynamic fundamental properties of absorbkar soaterials. For the considered herein
CZTX solar materials, the recent contributions & &hd Shen [18, 19] presented a study of
some mechanical and thermo-physical propertiesestekite-type CGZnSnX, using Vienne

ab initio simulation package.

They have evaluated for kesterite-type CZTX: tlastec constants and elastic moduli
at zero pressure condition, ti&#G ratio which indicates that the kesterite-type CZTX
compound is prone to ductile behavior and somentbdynamic parameters that are : the
entropy ), the vibrational energyj, the internal energyJ) and Gibbs energyd).

The calculated results of He and Shen [18, 19] el compared with our obtained

results; especially for the mechanical parametenserning the KS type of CZTX.
[1.3. Our contribution about CZTX solar materials p hysical properties

Most theoretical works on CZTX solar material cauapds considered electronic and
optical properties. Few works have dealt with meahand thermodynamic properties of

these alloyws.their different phases.

Despite much earlier efforts, our understandinfuatiamentals properties, especially,
mechanical and thermodynamic properties and thelrabior under external disturbance

pressure and temperature is still far from satisfgc

To the best of our knowledge, studies on the machh and thermodynamic
properties of ST-type of CZTX have not been rembite the literature. Therefore, in this
work we would like to provide information regardi®y-CZTX structural, mechanical and

thermodynamic properties for eventual photovoltaghnological applications.

Another primordial reason that makes our contrdsutmeaningful; resides in the fact
that energy difference between KS (space gro#ip and ST type (space grouf2m) is
small (few meV/atom) [1, 3], accordingly; both stitures can coexist in synthesized samples.
In fact, a comparative investigation of the physmaperties of both types for both alloys is

very significant; in other words, necessary.

Therefore, the aim of this work is to provide het information concerning mainly

the elastic and thermodynamic properties of CZTXnasel photovoltaic solar material
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absorbers for both KS and ST types, and then ® adkantage of the properties of CZTX for
thin films based solar cells, for eventual phottaicltechnological applications.

Il.4. Detail of calculations

In this study, all the computations have been dpnthe use of the Cambridge Serial
Total Energy Package CASTEP code [20]. In this ¢tliee Kohn-Sham equations are solved
within the framework of density functional theo34] 22] by expanding the wave functions
of valence electrons in a basis set of plane waxttskinetic energy smaller than a specified

cut-off energy.

Interactions of electrons with ion cores are repntéed by the Vanderbilt-type ultrasoft
pseudo-potential [23]. The states Cu 3d10 4sl, @03s2, Sn 5s2 5p2, S 3s2 3p4, Se 4s2
4p4 were treated as valence states. The electe@nltange correlation interactions are treated
within the Wu-Cohen generalized gradient approxiom{(GGA-WC) [24, 25].

We used a plane-wave basis set defined by an emetgyff 400 eV. The Brillouin
zone sampling was carried out using 75 k-pointéirreducible part, which correspond to

5x5%6 and 6x6x7 set of Monkhorst-Pack points [28]JMS and ST structure respectively.

The structural parameters are determined using Breyden-Fletcher-Goldfarb-
Shenno (BFGS) minimization technique [27]. The aystreaches the ground state via self
consistent calculation when the total energy iblstaithin 5x10° eV/atom, the displacement
of atoms during the geometry optimization is lekant 5x1¢' A, the maximum ionic
Hellmann-Feynman force is less than®1@V/A, and the maximum stress is within 2%¥10
GPa.

The elastic coefficients were determined by apglya set of given homogeneous
deformations with a finite value and calculating tiesulting stress with respect to optimizing
the internal atomic freedoms [28]. The criteria émnvergences of optimization on atomic
internal freedoms were chosen as follows: the diffee of total energy within T0eV/atom,
ionic Hellmann-Feynman force within 6x3@\V/A, and maximum ionic displacement within
2x10* A. The maximum strain amplitude was set to be 0.003he present theoretical

investigation.

Phonon calculations are used to evaluate the teryse dependence of some

thermodynamic functions.e. the entropy, free energy, internal energy andckatheat
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capacity for both considered types of CZTX crystalghe framework of quasi-harmonic

approximation.

CASTEP code allows us to perform phonon calcutatising finite difference method.
In the finite difference scheme a super cell defibg cutoff radius in A specifies the real
space cutoff radius for dynamical matrix calculasioThis introduced value of cutoff radius

will be used to construct an appropriate super cell

A larger cutoff radius produces more accurate ltesat the expense of longer
calculation times. In the present theoretical sfudg choose super cell defined with cutoff

radius of 5 A which construct a super cell withaduvne which is 8 times the original cell.

[1.5. Summary

We have approached in this chapter the theoretigaktigation on physical properties
of CZTX solar materials. We have cited principaéyous works concerning theoretical
studies of CZTX solar materials, especialy, thectebmic and optical properties. We have
brought out the main attempts to evalute the gajhage materials; where we have exposed
three contrubutions, namely; the works of Chen letPa@rsson and that of Botti et al.
Concerning the dielectric function and the absorptcoefficient, we have explained the
calculated results of Persson. Then we have tadkedt our contribution that focuses on the
mechanical and thermodynamic properties of CZTXemalts. In the end of the chapter we

have given the details of calculation scheme thaetbeen used in our theoretical study.
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Chapter llI: Results and discussion

[11.1. Preamble

This chapter is consecrated to exhibit and dis¢bhesobtained results. Firstly, we
evaluate the structural parameters; we study at pgegssure the structural lattice constants
and we present the hydrostatic pressure effecthenunit cell volume for the four CZTX
considered solar materials in order to construetBhch-Murnaghan equation of state. Then
we discuss the elastic properties of CZTX compourelsthe elastic constants and their
pressure dependence, the anisotropy factor, butkuas, shear modulus, Young's modulus,
Lame's coefficient and Poisson's ratio. By meanthefaverage sound velocity, the Debye
temperature is evaluated for the CZTX studied soiaterials. We have also calculated the
thermal conductivity of these materials. The endhwef chapter is reserved to exhibit the
calculated thermodynamic properties. thermodynamic functions and heat capacity of

CZTX concerned crystals as functions of temperatutbe range 0-1000 K.
[1l.2. Structural properties of CZTX solar material s

[11.2.1. Study at zero pressure
Both types of the studied Cooper-based chalcogen@ZTX solar materials in this

work are illustrated in Fig.3.1.

Fig.3.1: Crystalline structure of (a) kesterite and (b) stdaa conventional cells of CZTX
solar materials
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The kesterite CZTX with space groupi(lno. 82) has in its conventional unit cell
four Cu atoms on the Wyckoff positions 2and 2, two Zn atoms on positiond2 two Sn

atoms on positiont? and eight X atoms on the osition. The anion@position is defined

by (x, y, 2. The stannite structure with space group2in; no. 121) has four equivalent Cu
atoms on Wyckoff d position, two Zn atoms ona2two Sn atoms onlRand eight X atoms

on the 8 position is defined byx( x, 2).

To construct graphical models of crystals we usenmaterials visualizer module
which is implanted irMaterials Studigprogram commercialized by "Accelrys Software Inc."
(Fig.3.2).

We relaxed the atomic positions; this relaxatiowdred the total energy. The final
structure obtained within GGA-WC approximation esponds to the theoretical calculated
structure.

The calculated lattice constants for the CZTX ®ddsolar materials are listed in
Table 3.1, the obtained results are in good agreemi¢h the experimental reported structure

data. Thec/aratio, which characterizes the tetragonal stregtisralso estimated.

Table 3.1

Calculated lattice parametes gndc in A) andc/a ratio compared with experimental data.
Present work [1] Experiment Theoretical

KS-CZTS

a 5.393 5.42F 5.326

c 10.797 10.87% 10.663

cla 2.002 - -

ST-CZTS

a 5.395 5.427 5.325

c 10.784 10.848 10.629

cla 1.999 - -

KS-CZTSe

a 5.642 5.697 5.605

c 11.303 11.346 11.206

cla 2.00 1.99 -

ST-CZTSe

a 5.650 5.688 5.604

c 11.270 11.338 10.208

cla 1.995 1.993 -

2 Reference [2]° Reference [3]° Reference [4]? Reference [5]°Reference [6].
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Fig.3.2: Schematic illustration of (a):KS-CZTX and (b):STIGZ
solar materials conventional cell obtained by metksr visualizer

module implanted in Materials Studio software peogr
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The deviations between the experimental and theuleded conventional cell
parametersa and ¢ are estimated by less than 1 %. These deviatioow $hat the present
calculations are highly reliable.

From the calculated total energy differen€e=E, ,, —E, ., the most stable phase is

the kesterite structure for both S-based and Sedbesmpounds. However, the total energy
of the kesterite S-based compounds is only 2.4 atex{ (1.3 meV/atom [6]) lower than the

corresponding stannite structure.

Similarly, the total energy of the kesterite Sedzthcompounds is 2.5 meV/atom (3.3
meV/atom [6]) lower than their stannite structurhis indicates that kesterite and stannite are
very similar and both phases may exist, furthermtins similarity indicates, also, that KS
and ST ordering may coexist in the synthesized &ssnp

[11.2.2. Study under pressure effect (equation dhse construction)

Employing calculated unit cell volume¥)(at fixed values of applied hydrostatic
pressure B) in the range 0-12 GPa, we construct the Birch#dghan equation of state
(EQS) [7]:

ERTANIAINNEDEN (AN
P=_B, (7} (Vj 1+4(4 B)(Vj 1 (In.1)

HereV, is fixed at the value determined from the zero suwes. The bulk moduluB, at zero
pressure and its pressure derivatB/eare evaluated as fitting parameters (Fig.3.3) thede
are listed in Table 3.2.

Table 3.2
EvaluatedB, (in GPa) an®' (dimensionless) from the Birch-Murnaghan EOSrfgt[1].

Sulphide compound Selenide compound

KS-CZTS ST-CZTS KS-CZTSe ST-CZTSe
By 78.4394 79.8789 67.6622 65.7059
B' 3.0913 3.3983 3.2197 2.7412
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Fig.3.3: The calculated pressure-volume relation for CZT¥ipounds. The symbols are the
calculated results and the solid lines are giverth®/Birch-Murnaghan equation of state with
the fitting parameters listed in Table 31.

[11.3. Elastic properties of CZTX solar materials
[11.3.1. Elastic constants
[11.3.1.1. Study at zero pressure

Elastic constants of CZTX compounds are liste@lable 3.3. The errors quoted Gy
values are associated with the deviation of thesststrain relationship from linearity [8]. All
elastic constants for both types of CZTX compouars positive and satisfy the criteria [9]

for mechanically stable crystals:

C11 >0'C33 >O'C44 >0'Cee >0,
(c,-c,)>0,(c, +c, -2¢,)>0, (I1.2)
{Z(Cll +C12) +C33 +4Cl3} >0

The calculated elastic constants of KS-CZTS andC&TS have practically the same
magnitude; accordingly, both types of the sulphidempound are indistinguishable
mechanically. Howeverthe calculated elastic constants of KS-CZTSe type dightly
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greater compared to the calculated values of theCB&TSe type. It is noticed that the
calculated elastic constants of sulphide compourdgaeater compared to the calculated

values of the selenide compound for both considgsgeks in this study.

Table 3.3
Calculated six independent elastic consta@i$ for CZTX solar materials (in GPa) [1].
Sulphide compound Selenide compound
KS-CZTS ST-CZTS KS-CZTSe ST-CZTSe
Ci1  105.582+0.804 104.190+ 0.628 90.721 £ 0.477 8750998
Css 103.244 +0.894 102.982+ 0.627 90.274 £ 0.201 78#96.325
Caa 49.778 £2.171 50.252+ 3.813 42.713 +£0.783 38.924150
Ces 50.101+1.458 49.324 + 1.519 41.730 £ 1.273 43.96M048
Ciz 67.343+0.891 68.764+ 0.766 57.352 £ 0.384 57.102487
Ci3 67.528+0.725 66.748+ 0.600 57.174 £ 0.127 54.766344

[11.3.1.2. Study under pressure effect

We present also the variation of the elastic @istof the considered types of CZTX
compounds with respect to the variation of pressor&ig.3.4. The solid curves are the
second-order polynomial fit of the GGA-WC calcuthtdata points. The values of pressure
coefficients for the KS and ST type of the sulphaded selenide compounds are given in
Table 3.4.

Table 3.4
Pressure coefficients of the calculated elastist@onis:Cj(P)=Cijo+aP+pP2 Cjo denotes the

value of elastic constant at zero pressure [1].

Sulphide compound Selenide compound
KS-CZTS ST-CZTS KS-CZTSe ST-CZTSe
a B (GPa) « B (GPaY) « B (GPaY) « B (GPah)

Ci1 4.3214 -0.0266  4.7435 -0.0607  4.2040 -0.0246  5.4048.0950
Csz 4.3876 -0.0318 4.5922 -0.0499  4.0230 -0.0174 6.7458.1703
Css 0.1722 0.0001 -0.1621  -0.0169 -0.3275 0.0033 0.2038.0023
Ces 0.1658 0.0038 0.2442 0.0038 -0.1458 -0.0330 0.6450.0174
Ci2 4.7152 -0.0244  5.3448 -0.0717  5.0995 -0.0360 5.4824.0774
Ciz 4.8852 -0.0180 5.1186 -0.0595 4.8753 -0.0284  5.725D.1033
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Fig.3.4: Pressure effect on the calculated elastic constéant<CZTX compounds. The solid
lines are the second-order polynomial fit of thé&catated data point§l].

[11.3.2. Anisotropy factor (A), bulk modulus (B) ad shear modulus (G)
[11.3.2.1. Study at zero pressure

We have also evaluated the anisotropy fadtofor both considered types of our
compounds; the shear anisotropic factor for thelY@bear plane between [110] and [010]
directions is defined in the case of tetragonalmgtny by the following expression [9]:

2C
A=—66 (n.3)
C11 _C12

From Table 3.5, the computed valuesAofindicate that the elastic anisotropy for
{001} shear planes between <110> and <010> dirastitor the ST-CZTX is somehow
higher than KS type of CZTX materials.

In order to calculate the values of bulk modul&} &nd shear modulusG] for
polycrystalline materials two main approximatiorre aised; the Voigt and Reuss schemes
[11].
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Table 3.5

Calculated anisotropy factoA) and polycrystalline elastic moduli: bulk modul(B) and
shear modulusQ) for the KS and ST structure type of CZTS and C& haterials (B and G
in GPa, A is dimensionless). The reported numbatisinwbrackets refer to the theoretical

data taken from references [9] and [10] for theokide and selenide compound respectively

[1].

Sulphide compound Selenide compound

KS-CZTS ST-CZTS KS-CZTSe ST-CZTSe
A 2.620+0.192 [2.28] 2.785+0.195 2.501+0.141 [2.30].872+0.510
By 79.9118 79.5422 68.3462 65.1733
Br  79.9024 79.5215 68.3453 64.7926
Bvrn 79.9070 79.5318 68.3458 64.9830
Gy  37.3989 37.2393 32.0989 30.1269
Gr  29.8788 29.3861 26.2064 23.4196
Gvrn 33.6388 33.3127 29.1527 26.7733

The Voigt approximation is the upper limit of theove-mentioned moduli, in the case

of tetragonal symmetry, they are given by [12]:
1
B\/ 25[2((:11 + Clz) + C33+ 4C13}

G, :%[M +3C,-3C,+12C,,+ 6C (111.4)
M =C,+Cp,+2C,,—-4C,

While the Reuss approximation corresponds to theiddimit of these parameters, in

the case of tetragonal symmetry, they are givef1 By

C2
B, =—
"M

G 15
) {[2(2(C11+ C12)+ Cast 4C13)/ CZ:|+ a( Gy Cﬁ +6 Cytr 3/ Ce}a
c*= (Q1+ Clz) Cy—2 Q3

(111.5)

Then, Hill Bvry=B andGyr=G) takes the average:
B, +B,
2

B=

(11.6)
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- GV +GR
2

The values of the bulk modulus and the shear nusdof both structures of the

sulphide compound are practically the same. Howetlex bulk modulus and the shear
modulus of the KS type are slightly higher thansehof the ST type of the selenide CZTSe.

G

(1.7)

From Table 3.2, the obtained values of bulk mosditom the EOS (78.4394 GPa and
79.8789 GPa for the KS and ST type respectivelthefsulphide compound, 67.6622 GPa
and 65.7059 GPa for the KS and ST type respectfeliye selenide compound) are close to
the calculated values from the single crystal elaginstants (79.9071 GPa and 79.5318 GPa
for the KS and ST type respectively of the sulphtdenpound, 68.3458 GPa and 64.9830

GPa for the KS and ST type respectively of therseé&e compound), which enhances the
accuracy of present calculations.

[11.3.2.2. Study under pressure effect

The effect of hydrostatic gradient pressure idisaliin the considered herein range
(0-12 GPa). The variation of the anisotropy fastith the applied pressure is illustrated in
Fig.3.5; we observe a clear increasing of the a&mpyg factor in the considered range
pressure, and this for all CZTX compounds.

4] —9—KS-CZTS
—e— ST-CZTS
I
°
— o/ /0
< 3 /o/e °
§ | —
©
©
L
E 2 T y T T T T
6 4/ —*—KS-CZTSe
£ | —e—sT-CZTSe
0 °
2 /
< ° ®
3 | ) ‘/ . .
,/
2 T T T T T v T ! T
0 3 6 9 12

Pressure (GPa)

Fig.3.5: Anisotropy factor-Pressure allures for CZTX solaatarials.
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We also, studied the effect of the external hy@has pressure on the bulk modulus
(B) and shear modulussf for CZTX concerned solar materials. The evolutairbulk and
shear moduli is illustrated in Fig.3.6; the bulkduotus increases monotonically with pressure
for all studied solar materials, however, the sheadulus show a few decreasing with
respect to pressure gradient for KS-CZTS, ST-CZm& KS-CZTSe, on the other hand, it

exhibits a no monotonically behavior in the cas&®{CZTSe.

Inter alia, we performed a quadratic polynomiaibfised on the calculated point; and

this, in order to obtain the pressure coefficidras the following equations:

{B(P)=BO+0P+,BP 16

G(P)=G,+aP+ 3P’

Here; B,and G,denote, the value of bulk moduluB)(and shear modulusGj,

respectively at zero pressure. The calculated pressoefficients of the calculated bulk

modulus B) and shear modulu&j are listed in Table 3.6 below.

150 150
KS-CZTS ST-CZTS
120 120 -
90 - 904
I~ @ Bulk modulus (B)
o B Shear modulus (G)
o 60 - 60 -
o
e
-§ 36 36
E 32 et 32—\.\-\.\’)—/
0 0 8 T
& 1201 | KS-CZTSe 1201| ST-CZTSe
§ 120 Ksczrse | sTezrse |
- 100+ 100
s
) 80 80+
-
S 604 60 -
m
404 404
30+ 304
\-\-M /”_,_,_IF————I\.\-\
20 . T T : T 20 . T T . r
0 3 6 9 12 0 3 6 9 12
Pressure (GPa) Pressure (GPa)

Fig.3.6: Bulk modulus (B) and shear modulus (G) under presgur CZTX solar materials.

The solid lines are the quadratic fit of the calted points.
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Table 3.6:
Pressure coefficients of the calculated bulk mosi@) and shear moduluss§.
Sulphide compound Selenide compound
KS-CZTS ST-CZTS KS-CZTSe ST-CZTSe
a B (GPah) « B (GPa") « B (GP&") « B (GPa")

B 4,0607 0,0311 4,2274 0,0308 4,6841 -0,0309 6,0110,1416
G 0,0464 -0,0148 -0,6506 0,0341 -0,5237  0,0178 1,0148,0960

[11.3.3. Young's modulus, Lame's coefficient and &son's ratio

[11.3.3.1. Study at zero pressure

The Young's modulusE], Lame's coefficientlj and Poisson's ratia) are given by
the following equations [13]:

=3?¥2 (111.8)
i (119
a=3igE (111.10)

Those parameters are evaluated at zero pressarebthined values are illustrated in
Table 3.7. The isotropic Young modulus, which idircexl by the ratio between stress and
strain, is usually used to provide a measure ostifimess of the solid.

Table 3.7

Calculated polycrystalline elastic moduli: Young'®dulus E), Lame's coefficienti) and
Poisson's ratiod{) for the KS and ST structure type of CZTS and CZ haaterialsE and/ in
GPa,o is dimensionless). The reported numbers withirchets refer to the theoretical data

taken from references [9] and [10] for the sulighéind selenide compound respectively [1].

Sulphide compound Selenide compound

KS-CZTS ST-CZTS KS-CZTSe ST-CZTSe
E 88.498 87.694 76.571 70.621
A 57.295 57.221 48.806 47.181
o 0.315 [0.308] 0.316 0.313 [0.310] 0.319
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We found for the sulphide compound th&ts~Est; suggesting that KS-CZTS and
ST-CZTS have the same stiffness character. Howéwethe selenide compound; we found
that, ExspE(sty suggesting that KS-CZTSe type is more stiff tiRarCZTSe. Furthermore,

the obtained results show that the sulphide comghasimore stiff compared to the selenide
compound.

11.3.2.2. Study under pressure effect

The graphical evolution of Poisson's rat#) &and those polycrystalline parameters is
illustrated in Fig.3.7 and Fig.3.8, respectivelyurthermore, the calculated pressure

derivatives of Young's modulug) and Lame's coefficientA] for CZTX solar materials are
illustrated in Table 3.8.

—o— KS-CZTS
0,40 4 —o—ST-CZTS

/:/

0,30

Lo—KS-CZTSe
0,40 —o—ST-CZTSe

Poisson's ratio (c)

0,35

o €&

0,30

Pressure (GPa)
Fig.3.7: Poisson's ratio-Pressure allures for CZTX solar enels.
Table 3.8

Calculated pressure derivatives of Young's mod(Hysnd Lame's coefficient) for the KS
and ST structure type of CZTS and CZTSe materials.

Sulphide compound Selenide compound

KS-CZTS ST-CZTS KS-CZTSe ST-CZTSe
cEloP 0.378 -0.511 -0.593 0.7602
aloP  4.611 4.757 4.520 4.404
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Fig.3.8: Pressure dependence of Young's modulus (E) and'samefficient 4) for CZTX

solar materials The solid lines are the linear fit of the calculdigoints

[11.3.4. Mechanical behavior prediction

According to Pugh's [14] empirical relationshipe B/G ratio can classify materials as
ductile or brittle according to a critical valué.B/G ratio is greater than 1.75 the material
behaves as ductile, otherwise the material behawésittle.

The table 3.9 illustrates the calculated resille estimated numerical values®fG
ratio for the sulphide compound are 2.375 and 2f88KS and ST structure, respectively,
classifying CZTS material as ductile. For the selerompound; we found thB{G ratios are
2.344 and 2.427 for KS and ST structure, respdgtietassifying CZTSe material as ductile,
moreover; the ST type is more ductile than KS tigreCZTX compounds especially in the

case of the selenide compound.

We have also studied the evolutionBiG ration with hydrostatic pressure. In Fig.3.9
we show theB/G-P diagram, furthermore, the coefficients of the perfed quadratic fit
based on the GGA-WC calculated ratio is illustratedable 3.10.
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Table 3.9
DeducedB/G ratio for the KS and ST structure type of CZTS &WlSe materials. The

reported numbers within brackets refer to the tbecal data taken from references [9] and

[10] for the sulphide and selenide compound respeygt[1].

Sulphide compound Selenide compound
KS-CZTS ST-CZTS KS-CZTSe ST-CZTSe
B/G 2.375[2.28] 2.387 2.344 [2.303] 2.427
5 * KS-CZTS
¢ ST-CZTS
44
3
2
E 2 T T T T ! T
O 54 o KS-CZTSe
o ST-CZTSe
4
34
2 T T T : T T T ! I

0 3 6 9 12
Pressure (GPa)
Fig.3.9: Pressure effect on the calcula® ratio for CZTX compounds. The solid lines are
the second-order polynomial fit of the calculatedadooints.
Table 3.10
Pressure coefficients of the calculatets ratio. B/G(P)= (B/G)+aP+pP2 (B/G), denotes

the value oB/G ratio at zero pressure.

Sulphide compound Selenide compound

KS-CZTS ST-CZTS KS-CZTSe ST-CZTSe

a (GPa") p(GPa’) «(GPa") p(GPa®) «(GPa’) B(GPa’) a(GPa) p(GPa)
0.1087  0.0031 0.1915  -0.0017 0.2092  -0.0008 0.0928.0072
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[11.3.5. Debye temperature of CZTX solar materials
[11.3.5.1. Study at zero pressure

The Debye temperature is an important parametegolids; it is linked to many
physical properties such as specific heat, elastitstants, and melting temperature [15].
Using the average sound velocity), the Debye temperaturéy) can be deduced according

to following equation [15]:

1
3
g, =1 3 Nl Py, (111.12)
k,|4m M

B
Whereh is the Plank’'s constarkg is the Boltzmann's constaM, is the Avogadro's number,
p is the densityM is the molecular weight andis the number of atoms in the molecule. The

average sound velocity,{) in polycrystalline materials is given by [15]:

. Hziﬂ 3 (1.12)
3\v, v

Wherev; andv, designate the transverse and longitudinal soututiies and are given by

Navier’'s equation [15]:

vt:(3B+4sz 1143)

3p

v, =(9j2 (11.14)
0

The calculateg@, v, vi, viy andép are given in Table 3.11. The obtained results ptedi
that both types of CZTS have practically the saneby@ temperaturedf), however,dp of
KS-CZTSe is higher than that of ST-CZTSe. On thephand, to the best of our knowledge,
there are no data available in the literature asehproperties for the considered types of

herein studied CZTX compounds.
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Table 3.11

Calculated densityp], transverse\), longitudinal {;), average sound velocity,{) from the
GGA-WC obtained polycrystalline elastic modulus &hd Debye temperaturép) for both
CZTX compounds types considered in this study [1].

p(glcm) v (M/s) v(m/s) Vo (M/S) O (K)
Sulphide
KS-CZTS 4.6484 5181 2690 3573 394
ST-CZTS 4.6494 5163 2677 3557 393
Selenide
KS-CZTSe 5.7871 4304 2244 2979 314
ST-CZTSe 5.7882 4171 2151 2861 302

[11.3.5.2. Study under pressure effect

We have also studied the effect of hydrostatic qaresson the calculated density),(
the transverseyy, the longitudinal, \{), and the average sound velocityy)( The obtained
allures are shown in Fig.3.10 and Fig.3.11 bellblowever, in Tables 3.12 and 3.13, we
illustrate the coefficients of the performed fitssled on the calculated GGA-WC points.

544 o KS-CZTS
ST-CZTS

5,1
g
o
Q 4,8 -
Fo
(7}]
% 4,5 T T T T T T
0O ggl| o KS-CZTSe
® s ST-CZTSe
]
©
S 6,4
L)
1]
O

6,0 -

5,6 -

T T T T T X T T T
0 3 6 9 12

Pressure (GPa)

Fig.3.10: Pressure effect on the calculated density for C£dKpounds. The solid lines are
the linear fit of the calculated data points.
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Form Fig.3.10, we observe that, the calculatedsitierfor CZTX materials have
identical allures as function of external appligditostatic pressure concerning the studied
types; especially in the case of S-based compobaodever, the ST and KS allures of
calculated density-pressure are somehow differemigh pressure in the case of Se-based
compound. Generally, both types of CZTX compounds/eh rather similar pressure

derivatives in the herein pressure range as showalble 3.12.

6000 6000
KS-CZTS ST-CZTS
5000 | ® v 5000 |
* v,
4000 * v 4000 |

—*———k—\*_\\ w R
3000 30004

5000 5000 - o
\ KS-CZTSe ST-CZTSe |

4000 - 4000 -

3000 3000
"\1\‘\'_\ —1’-'—”’_’*_—*\1\*\
2000 ‘F\'X-\'\ 2000 v, |

0 3 6 9 12 0 3 6 9 12

Pressure (GPa) Pressure (GPa)

V¢. V; and IV, sound velocity (m/s)

Fig.3.11: Pressure effect on the calculated transvegseldngitudinal ¢) and average sound
velocity () density for CZTX compounds. The solid lines ane tjuadratic fit of the
calculated data points.

From Fig.3.11, the characteristic sound velocities our considered compounds
exhibit a quadratic behavior versus applied hyditastpressure. The coefficients of the
performed quadratic fit from the calculated GGA-W@ta points are shown in Table 3.13

below.
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Table 3.12

Evaluated pressure derivative of calculated der(piXyfor the KS and ST structure type of
CZTS and CZTSe materialg/¢nt/GPa)

Sulphide compound Selenide compound

KS-CZTS ST-CZTS KS-CZTSe ST-CZTSe
opldP  0.0472 0.0471 0.0698 0.0668
Table 3.13

Pressure coefficients of the calculated: transvérdelongitudinal {) and average sound
velocity (). v(P)= wt+aP+pP2 v, denotes the value of the concerned velocity ab zer
pressured in ms'GPa'andg in ms'GPa?).

Sulphide compound Selenide compound
KS-CZTS ST-CZTS KS-CZTSe ST-CZTSe
a p a p a p o B

Vi 58.7362 -0.8064  -39.3143 1.6873 58.2181 -1.6254 .296P -5.1397

v -4.8062 -1.4992  40.7752 0.9810 -21.6033  -0.7722 5581 -3.3365

Vm 5.3133 -2.1222  -41.9833  1.6833 -11.8729  -1.7103 54D -4.5873

[11.3.6. Thermal conductivity of CZTX solar materia

The thermal conductivity of CZTX solar alloys werealuated using two theoretical
methods: Clarke’s [16] and Cahill’'s [17] model. Thoemulas are given by:

K, . =0.87K M E"*p"¢ (111.15)
K

K . =—L2p*3(v, +2v .16

min 24‘8p ( 1 f) ( )

- M .
Here:M:T; is the average mass per atamthe number of atoms per unit cqil,the
n A

density of number of atoms per volume. The caledglahinimum thermal conductivities are
listed in Table 3.14.
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Table 3.14
Minimum thermal conductivity calculated through &land Cahill models for both CZTX
compounds types considered in this study.

Compound Sulphide compound Selenide compound

Type KS-CZTS ST-CZTS KS-CZTSe ST-CZTSe
Model Clark Cahill  Clark Cahill  Clark Cahill  Clark Cahill
k.. (W/mK) 07204 0.9988 0.7172 0.9952 0.5485 0.7585 0.5268334

[11.4. Thermodynamic properties of CZTX crystals

Using phonon calculations in CASTEP code, we caaluate the temperature
dependence of the energy, entropy, free energylatide heat capacity of a crystal in the

framework of quasi-harmonic approximation.

[11.4.1. Background theory of thermodynamic calculmns in CASTEP
The vibrational contributions to the thermodynanmioperties are evaluated to
compute the internal energy), the free energyH), the entropy 9 and heat capacityC() at

finite temperatures.

Based on the work of Baroni et al [18], which fees on the phonons and related
crystal properties from density-functional pertuitia theory, the formulas of vibrational

contributions to the mentioned thermodynamic proggiare provided below.

The phonon contribution to the internal energgiven by:
hw
U=[—F—F(wdw (111.17)

Here;k is Boltzmann's constarit,is Planck's reduced constant &f{d) is the phonon density

of states.

The vibrational contribution to the free ener§y is given by:

F:ijF(w)In{l—exp(—Z—?ﬂdm (11.18)
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The vibrational contribution to the entrop$) (can be calculated using the following

relation:
hw
h
S=k J‘#F(w)dw—jF(w){l —exp(—%ﬂda) (111.19)
exp(ij -1

The lattice contribution to the heat capaciy)(s:

¢, =kf (Z?) exp(;;;))}?(w)dw (111.20)
il

[11.4.2. Thermodynamic functions of CZTX crystals

In this work, the thermodynamic properties arecaiated in the temperature range
from 0 to 1000 K for the considered types of thelstd compounds. The entro®),(the free
energy F) and the internal energW) of CZTX crystals are illustrated in Figs. 3.1213 and
3.14 respectively.

[11.4.2.1. Entropy of CZTX crystals under thermehdjent

The calculated entropy (see Fig.3.12) increasdb teimperature gradient for both
compounds, besides§ is less sensitive to the temperature gradientherdase of the ST
structure compared to KS structdoe both CZTX compounds. It is noticed that, the &Wd
KS entropy-temperature curves are more identicalthe case of sulphide compound

compared to selenide compound.

[11.4.2.2. Free energy of CZTX crystals under thakgradient

The Fig.3.13 illustrates that, the free enerdy) (lecreases algebraically with
increasing temperature for both compounds for lgpes. The KS type is somehow more
sensitive to temperature increasing; especialhigit temperature. In addition, the ST and KS
free energy-temperature curves are more identicakthe case of sulphide compound

compared to selenide compound.
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Fig.3.12: Calculated entropy vs. T for CZTX compounds [1].
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Fig.3.13: Calculated free energy vs. T for CZTX compounds [1
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[11.4.2.3. Internal energy of CZTX crystals undeeitmal gradient

As Fig.3.14 shows; the internal enerdy) (ncreases under thermal gradient for both
alloys, we note also thdt) is almost insensitive to the type of CZTX crystalhere KS and
ST internal energy-temperature graphs are iderfticahe sulphide and selenide compounds.

The zero point energy presents the value of tbe énergy and the internal energy at
zero temperature. It is 35.95 kJ/mol and 36.95 &lfor KS and ST type; respectively for the
sulphide compound, and it is 25.47 kJ/mol and 2kJ6ol for KS and ST type; respectively
for the selenide compound. However, to the bestusfknowledge, there are no available

values of this parameter for the CZTX crystals. rEfere, our calculations could be taken as

predictions.
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Fig.3.14: Calculated internal energy vs. T for CZTX composiit].
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[11.4.3. Heat capacity of CZTX crystals
The calculated heat capacity shows that the vamiatith temperature o€, of both

studied solar materials for the considered typésbes similar features (Fig.3.15).
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0>
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75
0 y T " T y T g T y
0 200 400 600 800 1000
T (K)

Fig.3.1E5: Calculated heat capacity vs. T for CZTX compouds

Increasing temperature leads to a rapidly incngpsf C, at lower temperature, then a
slow increasing at high temperature and convelgesconstant value. It is clear that when
T<500 K; C, is proportional tor® [19], however; at high temperature region it tetmshe
Petit and Dulong limit [20] which is around 198 a&nK for both types of the considered

CZTX solar alloys.

[11.5. Summary

In this last chapter, we have presented and disdusur foremost-obtained results.
First of all, we have approached the structurabipeters of CZTX solar materials at zero
pressure and under hydrostatic applied pressuren We dealt with about elastic properties,
where we exposed the calculated elastic constidnais,behavior under pressure gradient, the

mechanical behavior of these solar alloys is ptedias ductile. In the framework of quasi-
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harmonic Debye model and by the use of finite dispinent method implanted in CASTEP
software program we have evaluated the thermalvi@haf some thermodynamic properties
of CZTX solar materialg.e. the internal energy, the entropy, the free enesgd heat

capacityC, which is obtained around of "198 J/mol K" at higimperature range for all the

studied compounds.
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Conclusion

CONCLUSION

The search for sustainable energy sources andiacgsoto the environmental impacts
of fossil energies exploitation dilemma have becdime greatest concerns regarding our
future. Economic and environmental constraintspaighing us to change how we harness and
utilize vital energy, and these constraints wiltrease over the next few decades with the

growing world demand for energy.

A useful method to contribute to the sustainablenegation movement and
environment protection is the use of photovoltagmeyators to convert solar energy into

electricity.

Solar cells are devices that use solar radiatiolgewerate electricity; the field of
photovoltaic solar materials has recently receinexnte attention as efforts are being made to
improve solar materials competitiveness. Howewarphotovoltaic devices to reach their full
potential, novel materials need to be developealtw higher performance, reasonable cost

and clean based chemical species.

In this thesis, four solar materials have beenistuthrough a theoretical approach,
they are: kesterite GONSNnS, stannite CyZnSnSg, kesterite CpZnSnSg and stannite
CwZnSnSe, which are abbreviated CZTX in this work. Our cdnition focused on the
investigation of fundamental physical propertiestttédse new attractive solar materials for
photovoltaic energy application.

We have studied the structural, elastic and thdgymamic properties of the four
compounds employing first principles approach, gisthe plane wave pseudo potential
calculations (PP-PW) implemented in the CASTEP pgekwithin Density Functional
Theory (DFT) and the Generalized Gradient Approxiamaof Wu-Cohen (GGA-WC).

The obtained results show that; the calculatdatéaparameters are in good agreement
with experimental reported data. The deviationsvbet the experimental and the calculated
conventional cell parameteasandc are estimated by less than 1 %. These deviatioms sh
that the present calculations are highly reliablem the calculated total energy difference,

the most stable phase is the kesterite structuredih S-based and Se-based compounds.

The elastic constants are calculated for bothstygdeboth compounds using the static

finite strain scheme; the pressure dependence astielconstants is predicted. The bulk
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modulus, anisotropy factor, shear modulus, Younmgsdulus, Lame's coefficient and

Poisson's ratio have been estimated from the @éulikingle crystalline elastic constants.

The computed values of the anisotropy facfyri(dicate that the elastic anisotropy
for {001} shear planes between <110> and <010>ctimas for the ST-CZTX is somehow
higher than KS type of CZTX materials.

The values of the bulk modulus and the shear nusdof both structures of the
sulphide compound are practically the same. Howetlex bulk modulus and the shear
modulus of the KS type are slightly higher thansinof the ST type of the selenide CZTSe.

A good correlation has been established betweencdiculated values of bulk
modulus B) from the EOS, and those calculated from the siggystal elastic constants; this

enhances the accuracy of the performed calculations

Based on the Pugh's empirical relationship; tleutatedB/G ratios for the studied
materials are greater than 1.75 which is the afitifistinctive value between the ductile and

the brittle behavior. Accordingly, CZT¥ompounds behave as ductile.

The Debye temperature is deduced using the avesaged velocity, in fact, the
density p), transverse\), longitudinal {) and average sound velocity,) are evaluated for
the studied alloys considering both KS and ST tygtesctures. Furthermore, the thermal
conductivity of CZTX solar materials was evaluatesihg two theoretical methods: Clarke’s

and Cabhill’'s model.

We have also discussed the effect of gradientdsgdtic pressure on the different
mentioned parameters, namely, anisotropy factolk modulus, shear modulus, Young's
modulus, Lame's coefficient, Poisson's rat®/G ratio, calculated density, transverse,
longitudinal and average sound velocity. Where hage obtained a set of fitting coefficients

of those parameters as functions of pressure.

Through quasi-harmonic approximation, we have istlidalso the temperature
dependence of some thermodynamic functions anddateat capacity of both compounds
for both types. We note that all calculated therymaanic functions for both types for herein
studied materials behave similarly under tempeeatpadient; the entropy increases, the free

energy decreases algebraically and the internaggmecreases with increasing temperature.
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Both types of studied compounds have similar baptacity variatiorvs. temperature.
We note that in high temperature regiGp tends to the Petit and Dulong limit which is
around 198 J/mol K for both types of the consideZ&d X alloys.

Because of the similarity of the mechanical anerrttodynamic properties of both
considered types of the studied CZTX solar matgrifle coexistence of both types does not
influence the mechanical and thermodynamic behavidhe solar cells especially for the
sulphide compound based solar cells compared teelleaide compound based solar cells.

We note that, to better design of CZTX samplesstar cells applications, elastic and
thermodynamic data are important, therefore, oucutated results could be taken as a

theoretical aided computer for CZTX material dedmynthin films based solar cells.

It is noted that, an analogue investigation fdreotsolar materials is envisaged. As
more attention is being paid to the applicatiothelse materials, it becomes necessary to have
a complete and clear understanding of their phispraperties in different structure

configurations.
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APPENDIX

Density Functional Theory: Major Tool in Computational Materials Science

"A theory that gives such
results must contains a
great part of truth"

A.1l. Introduction

The study and understanding of natural systentiseignain aim of physics theories.
Since the structure on a microscale is responsaoléhe macroscale character of matter; the
understanding and exploiting the properties oftebes and atomic-nuclei systems interacting
is a primordial step in materials science. Throgghntum theory, the fundamental properties

of matter, and especially, in the condensed caseaell known.

Full describing of atomic system requires the isgh\of Schrodinger'squation for the
concerned system. Unfortunately, there are analysiolutions of this equation for very few
simple systems, and accurate numerical solutiomsjust little number of atoms and
molecules. However, in most cases, the use of appations and assumptions is absolutely

necessary.

The electrons and the nuclei constituting mater{@omic systems) are a strongly
interacting system, this makes solving tBehrédinger'sequation tremendously difficult.
Quantum calculations are nowadays reliable andubs®ssls in the study of various properties
of atomic systems (atoms, molecules, crystals...@&tgre are mainly two types of quantum

methods:

» Methods based orlartree-Fock (HF) formalism, wherein the determination of the

electronic properties of a molecular system wittlectrons, requires knowledge of the

polyelectronic wave functiog (1,2,...n).

» Methods founded on Density Functional Theory (DFDased on different
approximations calle@b initio methods or alsérom first-principlesmethods. With
this theory, the properties of a many-electron esystcan be determined by using
functionals, i.e. functions of another function, which in this caisethe spatially

dependent electron density.
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Density Functional Theory is presently the mostcessful, and also the most
promising approach to compute the electronic strecdf matter. Its applicability ranges from
atoms, molecules and solids to nuclei and quantoancéassical fluids. It takes a primordial
place in condensed-matter physics, computationgips, and computational chemistry. In its
original formulation, the Density Functional Thegmovides the ground state properties of a

system, and the concept of electron density pldgesyaole.

In this appendix, we focus on the Density Funalomheory (henceforth DFT).
Firstly, we give an overview of the famous Schrgén equation. Then, we talk about
derivation and formalism of DFT. In the end of thjgendix, we explain the main features of

used code to perform the calculations of our thigzalestudyi.e. CASTEP software program.

A.2. Schrodinger's equation

In 1926, the Austrian physici&. Schrodingepublished the first accounts of his now
famous wave equation. Schrodinger's wave functieem®d extremely promising, as it
contains all of the information available aboutyatem. The form of the Schrdodinger equation
depends on the physical situation. However, thetrgeseral form is the time-dependent

Schrédinger equation, which gives a descriptioa system evolving with time)([1]:

ih%w(r,t) Hw(rt) A

Here:
i :is the imaginary unit;
7 . is the reduced Planck constant or Dirac's comgtah/2z; h: is the Planck's constant);

W : is the wave function of the quantum system;

H: is the Hamiltonian operator (which characterizee total energy of any given wave
function and takes different forms depending onsihgation).

The time-independent Schrodinger equation preditist wave functions can
form stationary states also called "orbitals” (atorarbitals or molecular orbitals). These
states are important to solve the time-dependemtd8mger equation. If the stationary states
are well known, the solving of the time-dependechr8dinger equation becomes fully
accessible for any state. The stationary stateisfysaihe time-independent Schrodinger
equationi.e..

Hy (F)=Ey(r) (A.2)
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Here: H : is the Hamiltonian operator,
Y : is the wave function which represent a statiorsaaye;
E: is the energy of the stationary state

For a solid system witN nuclei cores and electrons, the Hamiltonian is written:

SR e, SR, &SN 2 &G 1 € NS 1 Z,Z, €
e om D 2o R, R e | A aE R - F
=1 <M 1=1 i=11=1 O‘i RI‘ i=1j% O‘i ]‘ =1 % o‘R R‘
(A.3)
Here; m: is the mass of the electron;
[i; =1;| - is the distance between the electramd the electrojy
M: is the mass of nucleus;
‘F?, -R ‘ is the distance between the nucleasd the nucleud
Z,, Z;: are the atomic numbers of the nudlandJ respectively.
Under a reduced forn#i is written as:
l:l = TAe + :I;N + \7eN + \A/ee+ \A/Nl\ (A4)

Here :'I:e: describes the kinetic energy of the electrons;
'I:N - describes the kinetic energy of the nuclei;
\76N: describes the electrons-nuclei interaction energy
\786: describes the electron-electron interaction gnerg

V, : describes the nucleus-nucleus interaction energy.

Practically, the most systems of interest corsigshany interacting electrons, and the
effort required to find solutions to the Schrodirgequation increases enormously with the
number of electrons. Unfortunately, in this formgh&dinger's equation is excessively
complex to be solved analytically.

As a result, we cannot obtain a general solutmithts equation. Interestingly, this
difficulty was recognized by Dirac as early as 1928en he wrote "The underlying physical
laws necessary for the mathematical theory of gelgrart of physics and the whole of
chemistry are thus completely known, and the difficis only that the application of these
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laws leads to equations much too complicated tosddable" [2]. Therefore, the use of

approximations is indispensable.

A.3. Derivation and formalism

A.3.1. The Born-Oppenheimer approximation

In 1927, physicistl. Born andJ. R. Oppenheimgi3] published an approximation
method to simplify the resolution &chrdodingerequation and this in order to simplify the
theoretical calculation of the energy levels andrevéunctions for molecules, which were
before heavy stains to perform.

This approach called often the adiabatic approttona3]. The Born-Oppenheimer
approximation approach considers position of atamuiclei as fixed; their kinetic energy can
be neglected and the term of interaction betweatenaonsidered as a constant corresponds

to the origin of energy. The equation to be solgadritten then:

n

HA(;[/:E[//‘:’ Z_ ii‘ ‘+ Zn L ‘ Y=y (A.5)

|_\

N

i=1 i=11= =1j% |~

We note that, the employed units are the atomitsuanit of length is the Bohr (in
ag); ao= 0.5292 Ame=1, e=1, i=1 and4re;=1. In the condensed form, equation (A.5) has the

flowing expression:
Hy =By « [T+ + Vo= & (A.6)
Here; H : called often the electronic Hamiltonian. By contren, the electron kinetic

energy operatofe is designated by, the external potential felt by electrons (ionatgntial)

V,,, designated byex and the potential of electron-electron interact\'fgp is designated by

U. Therefore, the equation (A.6) is written as falfo

[T+V, +U]y =By (A7)
Thus, the complexity of the problem is reducethtbehavior of electrons. However,
the solving of the equation (A.7) is still difficudlue to the interaction of a high number of
electrons between themselvdd"" Therefore, the development of other approximetias
necessary to solve the problem.
Many methods have been developed to solve thei-glatitronic Schrodinger
equation (A.6). For example, in tiHartree-Fockmethod; the wave function is described as a

Slater determinant. However, the problem with these mithis the huge computational
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effort, which makes it virtually impossible to appghem efficiently to larger, more complex
systems. On the other hand, DFT provides an apppallternative, being much more
versatile as it provides a way to systematicallyrtiee many-body problem; considering the
particle density as a basis quantity to descriparticular system.

A.3.2. The Hartree and Hartree-Fock approximation

Historically, the first attempt to give an appnmste solution of the equation (A.2) is
proposed byHartreein 1928 [4]. TheHartree approximation consist to consider electrons as
independent, each of them evolves in an averadg ¢reated by all other electrons. This
approximation reduces the problemroklectron in interaction onto single-electron syste
problem.

The Hamiltonian can be written as a sunmdflamiltonians, each one, describes the

behavior of a single electron:

H=>h (A.8)

With the following expression fdw;:

h==3E+y (1) () (A9

Here; the potential energy of the electran the field of all nuclei (u, (Fi)) and the

effective field ofHartree (4 (ﬁ)) have respectively the following expressions:

u(7)=-% 42' (A.10)

M(T)%Zr 14‘ (A11)

The effective potential is the sum of these twotgbuationsi.e..
Ve (7)=p(7)+u(F) A12)
By introducing the effective potential in the Sathinger equation. We get:

l:_%ljlz +Veq }ﬂi (f) =&Y, (f) (A.13)
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The wave function of the electronic system hasomnfof the product of wave

functions of electrons, and the energy of the sysegual to the sum of energies of all

electrons.
Y F) =) w.) - 4.0) (A.14)
E=E+E+...+E (A.15)

The expression (A.14) is a solution of the equmt{s.13). In 1930, Fock [5, 6]
showed thaHartree wave function disobeys the exclusion principlé®atlli; because it is not
anti-symmetrical with respect to the exchange gftaro particles.

The approximation ofartree-Fock[4-6] has been introduced to take into account the
electron spin for solvingchrédinger'sequation. The difference between the energy of the
real multi-electronic system, and the energy oletinin the framework ofHartree
approximation appears as the remaining electrort@ractions. Allows the interactions that
lacks in theHartree approximation is the exchange-correlation.

The exchange has a purely quantum origin; it & éffect that expresses the anti-
symmetry of the wave function with respect to tkehange of the coordinates of any two

electrons, leading to describe the n-body (elegtsgatem by the equality:

YT Ky ) = (e U 0 ) (A.16)

Hartree, Fock and Slater [7] demonstrated that the anti-symmetric wave fiomcof

>

Hartree w(fl,Fz,...,rn) is written as &laterdeterminant and checks tRauli principle:

1 |
z/f(rz,r;,---,r;)=ﬁE (A.17)

This scheme gives good numerical results; howekerdifference of energy between
the correct and thelartree-Fockfundamental energy can become very high if théadce

between nuclei increases.
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A.3.3. Density Functional Theory (DFT)

The purpose of the DFT, is to determine the priggeof the ground state of a system
consisting of fixed number of electrons in a Couboimteraction with point nuclei, using only
the electron density concept.

The predecessor to DFT was tlhbomas-Fermimodel developed in 1927 [8, 9],
nevertheless, it could not have a theoreticalflaation than with the fundamental works of
Hohenbergand Kohn in 1964 [10] andKohn and Shamin 1965 [11] who proved the
embodiment procedure of the DFT.

The fundamental concept of the density functiosathat energy of an electronic
system may be expressed as function of electroaitg*ep(r”) , Which minimizes the energy
of the system.

The electron densit)o(F) is a positive function, and has in particular, twigportant

properties:
(A.18)
jp(F)dF =n

Thereforep(F) represents by definition, the probability of findimn electron in a

unit volume d® centered on the positiofi. It seems to contain enough information to
describe the system, whil¢ has much more information, some of which are ncessary.

Therefore, the electron density is sufficient te tomplete determination of the properties for

an atomic system.

A.3.3.1. Thomas-Fermi model

Both ThomasandFermi developed the model independently in 1927 [8T8ky used
a statistical model to approximate the distributidrelectrons in an atom. The mathematical
basis postulated that electrons are distributetbumly in phase space with two electrons in
everyh® of volume. For each element of coordinate spadenve, df we can fill out a sphere

of momentum space up to tRermi momentum . ):

gnpﬁ (7) (A.19)

Equating the number of electrons in coordinate spac¢hat in phase space gives:
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p(r)= P (1) (A.20)

Solving this equation fao. and substituting into the classical kinetic enefgynula

then leads directly to a kinetic energy represeated functional of the electron density:

T [ 0] = (3772)2/3 [ o%(r)ar (A.21)

In this way, it was possible to calculate the ggesf an atom. Using this functional of
kinetic energy combined with the classical exp@ssof electron-nucleus and electron-

electron interactions that can also be expresseztnms of electron density:
213 R 4 - F ,0 .
Ex[p]= (3772) J' P> (7 )dr + I (F)o(r)dr += ” r-r rdr (A.22)

Although this was an important first step, theomas-Fermiequation accuracy is
limited because the resulting kinetic energy fumai is only approximate, and because the
method does not attempt to represent the exchamggyeof an atom as a conclusion of the
Pauli principle.

Dirac added exchange energy functional in 1928. HowetelThomas-Fermi-Dirac
theory remained rather inaccurate for most apptinat The largest source of error was in the
representation of the kinetic energy, followed by érrors in the exchange energy, and due to

the complete neglect of electron correlation.

Teller (1962) showed thathomas-Fermtheory cannot describe molecular bonding.
This can be overcome by improving the kinetic enefggctional by considering the
Weizsackecorrection:

0
T[] = j | p ‘d‘ (R)2

p(1)

A.3.3.2. The theorems of Hohenberg and Kohn
The development of the DFT began in the years 1964 1865 with the famous
contribution ofP. HohenbergandW. Kohn(1964) [10].Both authors have demonstrated two

fundamental theorems whose statements are:

First Theorem: The total energy E of the ground state is a uniguetional of the particle]

density p(F') for a given external potentia,, ().
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This theorem means that it is sufficient to knavlydhe electron density to determine
all wave functions. Accordingly, the total energyof an interacting electrons system in an

external potential is represented as a functiohahe electron density of the ground state

(0, (F)) in the flowing manner:

E=(w|H|g)=|T+0+V|g)=(@| T+ Ug)+ [ L (T)o(T) Er

(A.24)
=F[p]+V[p]=T[p]+U[p]+V[n]

Flo]=(@[T+Uy)

V[ 6] = [ Ve (Fo(7) d*r 25)

T andU are the kinetic energy and the inter-particleraxtéon potential respectively

that do not depend on the external potentjgl(t). Thus, F[p] is a universal functional of

p(f)which contains kinetic and Coulomb contributionsthe energy, while/ is called a

non-universal functional, as it depends on theistudystem.

Second Theorerr (Variational principle); the functional of the &tenergy for all system

many particles possesses a minimum which corregptmdhe ground stat. The particle

density of the ground state chedk$;o,) = min E( o).

HohenbergandKohn demonstrated that the exact density of the gratae is the one

that minimizes the energE(p) according to the variational principle; furthermoa#l other
properties are a functional of this particle degnsit

"If you don't like the answer,
A.3.3.3. The Kohn-Sham approach or Kohn's and S$hansatz change the questio

After several years of effort§)/. KohnandL. J. Sham(1965) [11] imposed their

approach that consist to replace the interactirgiesy with an equivalent isolated system,

brought to the same density as that of the reaesysin which, a base of orbitals is used.
Therefore, the imposed approach leaves undeterningesinallest term of the total eneigy
the exchange-correlation term.

This approach is intended to determine the elemtrevave functions that minimize
the total energy of the system. The wave functamesdetermined from a similar equation to
the Schrédingerequation with a self-consistemte( iterative) manner given by [11]:

[—%az VL, (1) +V, (1) +vxc(r)}¢i(r) = ey, (r) (A.26)
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Y, (F) : is the wave function of th&' electron;
V,,.(T): is the external -ionic- potential;

V, (T): is the term oHartree given by:

)=[~ 4d|r ) hdr, (A.27)

V¢ : is the exchange correlation potential

The fictitious electron system without interactionmersed in an effective potential

V,; which is that of the real system:

Vg =V, + Ve + Ve, (A.28)
Here:
V, : is theHartree potential given by:
r'!
v, =] A1) 4o (A.29)
r=r
V,,.: is the external -ionic- potential;
V,.: is the exchange correlation potential that isgiby:
Ve =V +V, (A.30)

The potential of exchange-correlation is obtaifrech the derivative of the exchange-

correlation energyE, . with respect to the density:

Vye (F) = %@gm (A.31)

Consequently, the equations of Kohn-Sham (K-S)b=awritten as:
. 1- = . ~
0 (1) =| =38+ (1) () = e ) (1.32)

This eigenvalue equation is the typical repregemtaof theKohn-Shamequations.

Here, & is the orbital energy of the correspondikghn-Shamorbital ¢, and the electron

density for am electronsystem is:

= Z;‘lﬂ () (A.33)
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The orbitals of K-S are described by the followagpression:
 (k7)=YCg(kT) .B4)
i
@ (IZ, F): represent the functions of the base.
C, : are the expansion coefficients.

The solutions of K-S equations return to deterntime C; coefficients for occupied

orbitals that minimize the total energy. If the &asre given, the Hamiltonian and overlap

matrixes, H and S respectively, are constructed. Settular equation is defined as follows:

(H-¢S)G=0 (A.35)

Initial Guess
plr)

-
-

Y
Calculate Effective Potential
Vef(®) = Ven (1) + [ 251 A + Vi [p(0)]

Y
Solve Kohn-Sham Equations

fi* =2 — g
[- Vit Vet Wi =i Wi

¥
Evaluate the Electron Density & Total Energy
pr) =Yy = Eglpr)] =...

Converged?

Output Quantities
polrl, Ej[pnlr)] — Forces, Eigenvalues, ...

Fig.A.1: Schematic representation of the organization chafrtK-S equations resolution

within self-consistent (i.e., iterative) way basmedan initial guess and convergence criteria

[12].
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By virtue of the accuracy of the K-S scheme, ali a®the exact knowledge of the

functional Exc(p); thus, we could envisage an exact descriptionlloplaysical effects of

electronic interaction, obviously including theegfts of correlation. However, the use of DFT
and the Kohn-Sham equations in practice requires ititroduction formulation for

E..[ o(F)]. for this purpose, several approximations have ipeeposed.

A.3.3.4. Approximations based on DFT
To approximate the exchange-correlation functiOtEa(L[,o(?)]; three types of

functional are available: local (LDA), gradient-oected (GGA) and fully nonlocal (based on
the exact and screened exchange formalism). Weakalkt the main proposed functional, that
are the Local Density Approximation (LDA) and ther@ralized Gradient Approximation
(GGA).

A.3.3.4.1. Local Density Approximation (LDA)

To approximate the density functiongl,. [,0(?)} KohnandShamproposed in 1965

the Local Density Approximation (LDA). In this amimation, it is assumed that, the

electron density varies sufficiently slowly in thgstem, so that we can write:

Ex* [ o(7)]=[ o(7)ex[ o(r) Jdr (A.36)

LDA

Where g, [p(r”)]: is the energy density of a homogeneous electasrog densityp(F) .In

other words, it is assumed that around each poirthe real system can be replaced by a

homogeneous electron gas of dengit) .
We note that, there are many works that focus om plarameterization of

x| p(7)]; such as those afoskq Wilk andNusair [13], and PerdewandZunger([14]. It

is noted that, all these functionals generally l@adery similar results.

A.3.3.4.2. Generalized Gradient Approximation (GGA)

The obtained results from LDA-based calculatiorsdten satisfactory. Nevertheless,
the Generalized Gradient Approximation (GGA) mayiove the obtained results compared

to experimental ones. It takes into account thallgariations of the electron density through
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its gradient ip(F); consequently it provides a significant increasehe accuracy of the
calculated results.
In the framework of the Generalized Gradient Apgpration (GGA), the energy of

exchange-correlatiof, . is a function of the electron densig(') and its gradientlp(r):
Es o(r)]=] f{o(r).0p(r)dr (A.37)

Here, f is a function of the local density and its gradlielt is noted that, several
parameterizations of this function have been pregoshe most used is that proposed by
PerdewBurkeandEnzerhoff15] in 1996.

A.4. Plane Wave Pseudo-Potential method (PW-PP)
Efficiency of the calculations based on DFT is dissentially to the efficiency of
Pseudo-Potential Plane Wave method (PP-PW). Weaiexpi this section, the theorem of

Bloch and the pseudo-potential approach.

A.4.1. Bloch's theorem
Bloch's theorem states that in a periodic soli@ éhectronic wave function can be

written as the product of a cell-periodic part andave plane part [16].

@, ()= 1, (r)explik r |

=1 +R) 8)

-l
i

Herek is a vector of reciprocal space confined in thgt Brillouin zone,i is the band

index andR vector of direct lattice.e. Bravais lattice. The cell-periodic part of the wave
function can be expanded using a basis set camgisfia discrete set of plane waves whose

wave vectors are reciprocal lattice vectors ofdiystal:
f.(F)=> ¢ exp[i 5 r”] 89)
G

Where, the reciprocal lattice vecto® are defined byG.R=27rm, for all R; whereR is a
lattice vector of the crystal amd is an integer. Therefore, each electronic functan be

written as a sum of plane waves:
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¢ (1) =§C.,k+e exp[i (k+6) F} (A.40)

Bearing in mind that, the*Brillouin zone contains an infinite number bpoints that
requires an infinite plane waves basis set to télxompletely the system by symmetry. To

overcome this problem, the calculation is perforhgdgampling the first Brillouin zone into

specific sets ok points.

In this purpose, various sampling methods of tingt Brillouin zone have been
proposed to perform calculations, such as, the odetfiShadiandCohn[17], Evarestoveand
Smirnov[18], JoannopoulogandCohn[19], andMonkhorstandPack[20].

A.4.2. Pseudo-potential approach

Let us consider a solid as a collection of valesleetrons and ion cores. The ion cores
contain nuclei and strongly bound core electronghé pseudo-potential approach ion cores
are considered to be frozen. This means that piepasf molecules or solids are calculated
on the assumption that the ion cores are not imebin chemical bonding and consequently,
they are little affected under foreign changes.

In this approach the all electron strong Coulorateptial Z/r is replaced by a weaker

pseudo-potentialV However, the wave functionis(/(F) representing the valence

pseudo”

electrons are replaced by pseudo-wave functimﬁ(r”); see Fig.A.2. The equality
WoseusoT) = (F) is imposed on the outside of a sphere with radiugound the atom, in the

inside of this sphere; trwpseudo(F) form is chosen to remove knots and oscillations tduthe

orthogonality of the wave functions [21].

These pseudo-wave functions have the advantabeiod represented in the Fourier
space by a very reduced number of plane wavesthamdeduces significantly the numerical
calculations. We note that, the potential undergales a similar treatment. The pseudo-
potential form is chosen in the manner that thaeugsevave functions and the valence of
wave functions have the same proper energies [22].

There are three types of pseudo-potential, eactherh has their advantages and
disadvantages:

* Norm-conserving pseudo-potentials introduced by hiam et al [23-26];
» Dual-space Gaussian pseudo-potentials introducésioeglecker et al [27];
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« Ultra-soft pseudo-potentials introduced by Vande[g8].

q{;seudo

-<“

Fig.A.2: Schematic illustration of all-electron (solid linesnd pseudoelectron (dashed lines)
potentials and their corresponding wave functioibe radius at which all-electron and

pseudoelectron values match is designaggal.

The use of pseudo-potential in the formalism ofTDiras proved a considerable
success in recent years, in calculations and gredgcof the properties of the ground state of
solid materials. It is noted that, the primordiahaf the pseudo-potential employment is the
huge reduction of the expense of the calculatibesause in this approach the performed
calculations deal explicitly only with valence dlens. In the following section, we talk about
the most popular used pseudo-potentials in the dvaork of DFT-based calculatiorise.

Norm-conserving pseudo-potentials and Ultra sofupe-potentials.

A.4.2.1. Norm-conserving pseudo-potentials (NCP)

A valid pseudo-potential should be soft and traradfle. The term "soft" is used to
describe a pseudo-potential that requires littienpl waves to represent the pseudo wave
function. Concerning the transferability, which medhat, the generated pseudo-potential for
a given atomic configuration must reproduce exattiy other configurations. For this, the
concept of the conservation of the norm is employedhis category of pseudo-potentials,
the pseudo wave functions are constructed to bal égthe real wave functions in the outside

of a core within a radius af .
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A.4.2.2. Ultra soft pseudo-potentials (USP)

Ultra soft pseudo-potentials (USP) were introdubgdvanderbilt in (1990) [28] in
order to allow calculations to be performed witle tbwest possible cut-off energy for the
plane-wave basis set. This new class of pseudoalte is characterized by pseudo-wave
functions, which can be arbitrarily smoothed in tioee region. In this approach, high values

of r, can then be used, and therefore, the cut-off gnefrghe plane wave necessary for the

calculations can be considerably reduced.

A.5. Choice of the basis set projection for the et&ronic wave functions

There are several bases that serve to expandebeoglic wave functions at each k-
point, such as: Planes Waves (PW), OrthogonalizaadeRB Waves (OPW), Augmented Planes
Waves (APW) and that of Linearized Augmented PlaNases (LAPW).

The used code in our work "CASTEP" exploits thanles Waves as a basis set that
satisfy the Bloch's theorem. Therefore, the decaitipo of the wave functions into plane

waves consists to express the electronic waveifumthrough Fourier series as follows:
w.(k,n)=> G (k Gexpg | k+ G ¥ (A.41)
(kn)=X G (k Gex (k- G

In principle, an infinite number of plane waves,régjuired for such an expansion,

which is not the case in practice. Thus, the plaaee basis set can be truncated by limiting

the set of plane waves taken into consideratiomtsgducing a cut-off energ¥,_,_., defined

by:

E SN R+q2 (A.42)
cut-off = 2m )

If this energy is too low, the number of plane wawrethe calculation is not enough to
represent properly the wave functions of the chadgasity functions, so we must

appropriately choose this energy.
A.6. About using CASTEP code in our calculations

The abbreviation stands for Cambridge Serial Teiargy Package; CASTEP is a
state of the art quantum mechanics-based softwargram, it is designed for materials
science and especially condensed-matter disciji2®. CASTEP employs the Density

Functional Theory Plane-Wave Pseudo-Potential ndet{W-PP), which allows us to
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perform first-principles quantum mechanics caldala in order to explore the properties of

crystals and surfaces in substances such as satuators, ceramics and metals. The
CASTEP code can currently perform five differersids[29]:

vV V ¥V V VY V

Single-point energy calculation
Geometry optimization
Molecular dynamics

Elastic constants calculation
Transition-state search
Properties

The CASTEP "Properties” task allows us to compuienerous properties, namely;

electronic, structural, and vibrational properiddter the achievement of single-point energy,

geometry optimization, or dynamics run on a 3D qulid system. We summarize the main

properties that can be calculated using CASTEP {2f2le

>

Band structure: calculation of the electronic eigdunes along high-symmetry
directions in the Brillouin zone. Either, the valog band gap is provided through

band-structure calculations.

Core level spectroscopy: this property enablesatoutate the electronic energies on
the Monkhorst-Pack mesh of k-points and the magtements for electronic inter-

band transitions.

Density of states: selecting this property, elautr@®igenvalues on a fine Monkhorst-
Pack grid are calculated non-self-consistently warg1g both valence and conduction
bands, by means of electronic charge densitiespatentials generated during the

simulation.

Electron density difference: allows us to comptie ¢lectron density difference with
respect to either a linear combination of the atoni@insities or a linear combination of

the densities of sets of atoms contained in thdietiustructure.

Electron localization function: this property prdes a simple measure of electron

localization in atomic and molecular systems.
Optical properties: Matrix elements for electromiter-band transitions are computed.
Orbitals: Information about electronic-wave funasas given.
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» Phonons: For phonon dispersion calculations, phdnequencies and eigenvectors
along high symmetry directions in the Brillouin soare considered. However, in the
case of phonon density of states calculations, phdrequencies and eigenvectors are
provided on a Monkhorst-Pack grid. This task isduse calculate thermodynamic

properties.

> Population analysis: in the framework of this pmpe both Mulliken

analysis and Hirshfeld charge analysis may be pedd.
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ABSTRACT

In this thesis, we have studied some physicalgntags of Copper-Zinc-Tin-(Sulphide,
Selenide) or C&ZnSnX, (X=S and Se) solar materials for the kesterite)(&%1 stannite (ST)
types by employing first principles calculation apgch, using the plane wave pseudo
potential calculations (PP-PW) implemented in thASTEP package within Density
Functional Theory (DFT) and the Generalized Gradfgproximation of Wu-Cohen (GGA-
WC). The calculated lattice parameters are in gageement with experimental reported
data. The elastic constants are calculated for bygtes of both compounds using the static
finite strain scheme; the pressure dependence asti@lconstants is predicted. The bulk
modulus, anisotropy factor, shear modulus, Yourmgasdulus, Lame's coefficient and
Poisson's ratio have been estimated from the eaeulilsingle crystalline elastic constants.
The analysis oB/G ratio shows that theseompounds behave as ductile. Through quasi-
harmonic approximation, the temperature dependehseme thermodynamic functions and
lattice heat capacity of both compounds for bogies/have been performed.

Key words: CZTS, CZTSe, First principles, Elastic constamtsggsrmodynamic properties.
RESUME

Dans cette thése, nous avons étudié certainesigtésp physiques de matériaux
solaires Cuivre-Zinc-Etain-(Soufre, Selenium) oypZiBnX, (X=S et Se) pour les deux types
de structure kesterite (KS) et stannite (ST) @pfoche de calcul de premiers principes, en
utilisant la méthode de calcul des ondes planegdaspotentiel (PP-PW) implémentée dans
le code CASTEP qui se base sur la théorie de latitomelle de la densité (DFT), et
'approximation généralisée de gradient de Wu-CalBA-WC). Les parametres de maille
calculés sont en bon accord avec les données maidles disponibles. Les constantes
élastiques sont calculées pour les deux types depasés en utilisant la technique des
déformations finies statiques; la dépendance erssime hydrostatique des constantes
elastiques est aussi prédite. Le module de comipisgs le facteur d'anisotropie, le module
de cisaillement, le module de Young, le coefficidatLamé et le rapport de Poisson ont été
estimés a partir des constantes élastiques cascdiéenonocristal. L'analyse du rappBfG
montre que les composés CZTX se comportent commidedltEn employant I'approximation
guasi-harmonique, la dépendance en températurertiénes fonctions thermodynamiques et
la capacité calorifique de deux composés pourdes types ont été effectués.

Mots clés: CZTS, CZTSe, Premiers principes, Constantes @leedi Propriétés
thermodynamiques.
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