
République Algérienne Démocratique et Populaire 

Ministère de l’Enseignement Supérieur et de la Recherche Scientifique 
 

 
Université Ferhat Abbas de Sétif- Sétif 1 

Faculté des Sciences 
Département d’Informatique 

 

 

 

Thèse présentée par: 

 

Said Gadri 

 

Pour l’obtention du grade de: 

 

Doctorat de Sciences 
En Informatique 

 

Thème 
 

 
Catégorisation Automatique Contextuelle  
de Documents Semi-structurés Multilingues 

 
 

 

 

Soutenue publiquement le  …………………………………………. 

 

Devant un jury composé de: 

 

Mr. TOUAHRIA Mohamed  Prof, Univ. Setif 1 Président 

Mr. MOUSSAOUI Abdelouhab  Prof, Univ. Setif 1 Rapporteur 

Mr. KHOLLADI Mohamed Kheireddine  Prof, Univ. El-Oued Examinateur 

Mr. CHIKHI Salim  Prof, Univ. Constantine 2 Examinateur 

Mr. BOUBATRA Abdelhak  Prof, Univ. BBA Examinateur 

Mr. SAIDI Mohamed  Assoc.Prof , Univ.Setif 1 Examinateur 

 

 

 

 

 

 

 

2015 - 2016 

 

  



The People’s Democratic Republic of Algeria 

Ministry of Higher Education and Scientific Research 
 

 
University Ferhat Abbas of Setif- Setif 1 

Faculty of Science 
Department of Computer Science 

 

 

 

A Dissertation submitted by: 

 

Said Gadri 

 

In partial fulfillment of the requirements for the degree of: 

 

Doctor of Sciences 
In Computer Science 

 

Subject: 
 

 
Automatic Contextual Categorization of 
multilingual semi-structured documents 

 
 

 

 

Defended on …………………………………………. 

 

Board of Examiners: 

 

Mr. Mohamed Touahria Prof, Univ. Setif 1 Chairman 

Mr. Abdelouhab Moussaoui Prof, Univ. Setif 1 Supervisor 

Mr. Mohamed Kheireddine Kholladi Prof, Univ. El-Oued Examiner  

Mr. Salim Chikhi Prof, Univ. Constantine 2 Examiner  

Mr. Abdelhak Boubatra Prof, Univ. BBA Examiner  

Mr. Mohamed Saidi Assoc.Prof , Univ.Setif 1 Examiner 

 

 

 

 

 

 

 

2015 - 2016 

 

  



I 

 

 

Acknowledgments 
 

 
 

The defense of Ph. D thesis was always one of the many significant transitions in my life. 
That because the present thesis contains the outcome of past years research efforts I have 
done since my first inscription. It summarizes my contributions in the field of automatic text 
classification and other related fields. This work becomes a reality because of many 
wonderful people who have accompanied me during the establishment of this research. So, 
it’s the occasion to express my deep gratitude and my warm thanks to all of them and 
estimate their support. 
 
First and formost, I thank my thesis advisor Pr. Abdelouahab Moussaoui for his significant 
support during the establishment of this work, for his entire availability and his patience 
during this long time, for providing his advices and expressions of encouragements, for all his 
guidance and support which have been essential in my development as researcher. 
 
My deep thanks to my wife for her invaluable help, her patience, and her famous 
encouragements. 
 
My warm thanks are addressed to my dear mother for encouraging me since I was a small 
boy to achieve my objective and realize my dream. 
 
I am very grateful to Dr. Bénoit Favre (LIF Laboratory, Aix-Marseille University, France) 
who has been of invaluable help in earlier stages of this work. 
 
I thank also Pr. Frederic Béchet, Pr. Alexis Nacer (LIF Laboratory, Aix-Marseille University, 
France) who have received me for a short internship (Nov 2011) and provide me all kind of 
help. 
 
I am indebted to Pr. Erich Neuhold (University of Vienna, Austria) for his collaboration in a 
part of this thesis. 
 
I am very grateful to our colleage Dr. Belabdelouahab Linda for its estimated help during 
the revision stage (English revision). 
  
I would like thank all the member of examination committee to take out time from their 
full schedule and to accept the evaluation of my work. 
 
I also address my warm thanks to the staff members of computer science department at 
the university Ferhat Abbas of Setif 1, especially Mr. Lekhfif Abdelaziz who was very 
wonderful and helpful. 
 
I knowledge the efforts from all my teachers who have taught me in: the primary school, 
the college, the secondary school, University of Setif, University of M’sila. 
 

�Said Gadri � 



II 

 

 

 

Dedications 
 

 

 

I dedicate this work to: 

 
 

The soul of my father – may Allah bless his soul 

My beloved mother – may allah protect her and prolong her life. 

My beloved wife - may Allah protect her 

My wonderful sons and daughters 

All my family and my nearest persons 

My dear colleagues without noting their names 

My students of  computer science department. 

All scientists and learners  

 

�Said Gadri � 



III 

 

Abstract 

Text categorization is an important task in text mining process that consists in assigning a set of texts 

to a set of predefined categories based on learning algorithms. There exist two kinds of text 

categorization: monolingual and multilingual text categorization. The main problematic of this thesis is 

how to exploit concepts and algorithms of machine learning in contextual categorization of 

multilingual texts. Our study on this subject allowed us to propose many solutions and provide many 

contributions, notably: a simple, fast and effective algorithm to identify the language of a text in 

multilingual corpus. An improved algorithm for Arabic stemming based on a statistical approach, its 

main objective is to reduce the size of term vocabulary and thus increase the quality of the obtained 

categorization in TC and the effectiveness of search in IR. A new multilingual stemmer which is 

general and completely independent of any language. Application of new panoply of pseudo-distances 

to categorize texts of a big corpus such as Reuters21578 collection. All these solutions were the 

subject of many academic papers published in international conferences and journals. 

 

Résumé 

La catégorisation de textes est une tache très importante dans le processus de text mining. Cette tache 

consiste à affecter un ensemble de textes à un autre ensemble de catégories selon leurs thèmes et en 

exploitant les algorithmes d’apprentissage connus dans le domaine d’intelligence artificielle. Notre 

étude sur cet axe de recherche nous a permis de proposer quelques solutions et de porter certaines 

contributions, notamment: Proposer un algorithme simple, rapide et efficace pour identifier la langue 

d’un texte dans un corpus multilingue. Développer un algorithme amélioré pour la recherche des 

racines des mots arabes en se basant sur  une approche complètement statistique. L’objectif principal 

de cet algorithme est de réduire la taille du vocabulaire de termes et par conséquent améliorer la 

qualité de la catégorisation obtenue dans le domaine de la catégorisation de textes et augmenter 

l’efficacité de la recherche dans le domaine de la recherche d’information. Développer un nouveau 

stemmer multilingue qui est plus général et indépendant de toute langue. Application d’une nouvelle 

panoplie de pseudo-distances pour catégoriser les textes d’un corpus de grande taille (Reuters21578). 

Toutes ces solutions étaient l’objet de papiers scientifiques publiés dans des conférences et des 

journaux internationaux indexés. 

 

 ّ����  


	 ا������ �����مّ ـــا��� �����ص �� أھ�ّ  �ـــا �����  ــ��ت ا���ّ ــ  ا���&�% $� ا���#�ـــا�	"�!�  ��� �� ��	ف 
Text Mining .(ّ)��� إ� و �, �-��ق ���3$  �� ا����ص �5��6  ا���ا��4 ����3$  أ2	ى �� ا0/��ف .أ- ّ(8 ()�� 

 ّ9.� �3���� �$���� �8�ء ذ�A �� 2@ل ا-����ل �2ارز���ت ا����ّ� ا�� ��.&ّ> و  .داوا:9 ���Dل ا��ا���	و,  ,� �3
�$��#/Eا������ . ا �� ��$�F G���H �I�� و���تد ا��ّ ����H أ:�دي ا��J  و ����H ���9ّ :  اJ , ّI� 9L ا�9را-  و ����

� ����� ا�L	اح ���3$  �� ا�.��ل و إ��,  ��M&  ,� ھDا ا��3�ل ا����ّ ��, ����3F ت�H#��	 �2ارز��   :  �� ا��!�ھ�
 #�!��ت��� ���ّ  ��  ����ّ	ف $�PF  J� Qّ ، -	��  و ,�ّ J9د ا���ص ����F �.  Q�$ 9���H اح �2ارز��  �#ّ�رة	�Lا


.DM �$ Sو��  �"��ت ا��	��  ا��9ف ا�	"�!�  ر�&�ر�  إ:���Iج �� ا�	دات ا��!�6	س ا��5���L �3: P��&H ھ� ����

  ���W ا�
.S $� ا�������ت ا���F$�  ا������ ��ص و �� H �ّV.!�� � ا��ّ ���ّ !���� S.
 .��Dه ا����ص و دL  ا�

 	��#H ّ9��� 4�D3H م�WF ّت ����ّ د ا���J ّ���������  و اE-�&@��  ا��� G �$   ّأيJ� .   ��IYH <�
#H ت�,�9M�9ة �� ]�Z ا��!

pseudo−distances  ا������ Q�$��
�	 �() ���ّ� رو��	ز اIه ا�.��ل  .21578 ����ّ� �� ا�.�3 ا�D8ّ) ھ
8�F\ ��ا��4 أوراق $���  YF �ّH	ھ�ا��!�ھ��ت و  �Iّ.�  ���$ ت دو��  و �3@ت��&��� �,.  
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Introduction 

1. Scope of the work 

Automatic text categorization is a very important task in text mining. It is used in several applications 

and domains. It becomes more and more important as the amount of text in electronic format grows 

every day and its access becomes more necessary. This task is done by assigning labels 

(categories/classes) to documents based on a set of previous labelled documents[Sebastiani, 1999, 

Sebastiani, 2002]. Among the well-known applications we cite: spam filtering, assignation of web 

pages to yahoo directories (groups).[Nedjeh et al, 2009, Jackson and Moulinier, 2002] Thus, we can 

distinguish two kind of categorization; manual and automatic categorization. For example, web pages 

in yahoo directories can be assigned by human editors, so, we say that the classification was performed 

manually. On the other hand, users of outlook can write some simple rules to sort incoming e-mails 

into folders, or use predefined rules to delete junk e-mails. This is an example of automated text 

classification. 

Some researchers make a distinction between text classification and text categorization. The term text 

categorization is sometimes used when assigning documents to a set of predefined set of categories. 

So, it’s a kind of a supervised learning. However, the term text classification is used when categories 

are note predefined, but they will be created by the classifier during the classification process. So, it’s a 

kind of unsupervised learning also called text clustering [Jackson and Moulinier, 2002] 

Some other researchers use the term “text categorization” to designate the process of sorting 

documents by content, whereas the term “text classification” is used to perform any kind of assignment 

of documents to classes, not necessarily based on content, but any kind of sorting like: sorting by 

author, by publisher, or by language (English, French, Arabic, etc)[Jackson and Moulinier, 2002]. In 

the same context, the term classifier is used rather loosely to denote any process human or automatic or 

a mixture of the two which sorts documents to categories or subject matter labels. 

In addition, current users are not always interested in accessing and manipulating information that are 

presented only in their native languages, but they tend more and more to take the plunge into other 

languages to meet their needs for relevant information. Hence, much importance is given to the 

processing of multilingual documents particularly the categorization task. This is justified by the 

growing number of documents from collections made in networks and shared across the world, the 

massive expansion of the Internet users and whose native languages are different [Lebart, 2001, 

Kodratoff, 2001, Jalam, 2003, Peter and Sheridan, 2001]. 

     This had created the need to organize and process the large volume of multilingual textual data. 

Unfortunately, manual methods (human experts) are very costly in time and personnel[Jalam, 2003]. In 

addition, they are less fine stranded and their generalization to other areas is impossible. That is why 

we seek to implement more widespread automated methods [Moulinier, 1996, Sebastiani, 2002]. 
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The categorization of multilingual texts is the extension of monolingual text categorization. It consists 

in assigning categories (classes/groups/ labels/themes) to texts written in different languages based on 

a predictive model that takes into account the variability of text languages. To build such a prediction 

model, there must be a set of texts previously labeledcalled "training set", on which we focus to 

estimate the parameters of the model that must be as powerful as possible, i.e., a model producing 

fewer errors in categorization [Jalam, 2003]. However, the definitive the goal is to categorize any new 

text as perfectly as possible. 

 

2. Problematic 

The main problematic of our thesis focusses on the exploitation of concepts and algorithms of machine 

learning in contextual categorization (thematic categorization) of multilingual texts. This problematic 

can be subdivided into the following sub-issues: 

1. Design and implement a text classifier based on a prediction model that must be perfect as possible 

andcan support the variability of the language of input texts. 

2. Propose effective solutions to improve the performance of the most critical phases of categorization  

include: the language identification phase and the selection of the most relevant terms phase  

(vocabulary reduction). 

3. Apply the proposed solutions for the categorization of Arabic texts which generally pose enormous  

problems. 

4. Improve the quality of the obtained categorization, including the categorization rate by exploiting  

linguistic and statistical techniques such as: stemming and the n-grams of characters techniques and 

statistical learning algorithms. 

 

3. Our contribution 

3.1. Language identification 

Identifying the language of a text in a corpus of multilingual texts is an important and critical phase in 

the process of contextual categorization of multilingual documents. For this purpose, we studied the 

well-known algorithms, by comparing them, underlining their advantages and disadvantages, and 

especially proposing a simple, fast, and effective algorithm mainly inspired from Cavnar and Trenkle 

algorithm [Cavnar and Trenkle, 1994] and based on the technique of n-grams of characters [Gadri and 

Moussaoui, 2013, Gadri and Moussaoui, 2014b, Gadri and Moussaoui, 2014c]. 
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3.2. Contextual text categorization 

We have studied the problem of automatic supervised classification of documents (text categorization). 

Consequently, we proposed new panoply of similarity metrics which are often used in the field of 

language identification. We also propose a simple, optimal and effective method to improve the quality 

of categorization.[Gadri and Moussaoui, 2014a, Gadri and Moussaoui, 2014d]. 

 

3.3. Arabic Stemming 

One of the methods used to reduce the size of terms vocabulary in Arabic text categorization is to 

replace the different variants (forms) of words by their common root. This process is called stemming 

based on the extraction of the root. Therefore, the search of the root in Arabic or Arabic word root 

extraction is more difficult than in other languages since the Arabic language has a very different and 

difficult structure, since it is a very rich language with complex morphology. Many algorithms are 

proposed in this field. Some of them are based on morphological rules and grammatical patterns, thus 

they are quite difficult and require deep linguistic knowledge. Others are statistical, so they are less 

difficult and based only on some calculations. In our work, we proposed an improved stemming 

algorithm based on the extraction of the root and the technique of n-grams which permit to return 

Arabic words’ stems without using any morphological rules or grammatical patterns.[Gadri and 

Moussaoui, 2015a, Gadri and Moussaoui, 2015b] 

 

3.4. Multilingual Stemming 

Stemming is a very important step of pre-processing in text mining, and generally used in many areas 

of research such as: Natural language Processing NLP, Text Categorization TC, Text Summarizing TS, 

Information Retrieval IR, and other tasks in text mining. Stemming is useful in text categorization to 

reduce the size of terms vocabulary, and in information retrieval to improve the search effectiveness 

and then gives us relevant results.Severalmonolingual stemmers are developed for various languages 

as English, French, German and Arabic, but each one has its own advantages as well as limitations. 

Most of the stemming algorithms used in this field are language dependent. So, it is important to 

develop a new stemmer which is language independent. In this way, we proposed in our work a new 

multilingual stemmer based on the extraction of the word root, as well as the use of n-grams technique. 

The proposed stemmer was tested on three languages, namely: Arabic, French, and English that gave 

promising results[Gadri and Moussaoui, 2015c, Gadri and Moussaoui, 2015d, Gadri and Moussaoui, 

2015e]. 
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4. Thesis organization 

Our thesis consists of two main parts: 

4.1. A theoretical part 

It consists of five chapters: 

� Chapter 1: explores the techniques of knowledge discovery from data (KDD) and its various 

forms. It presents an overall picture of the data mining field by introducing its concepts 

techniques, tools, applications, and research directions. 

� Chapter 2: in this chapter, we try to discover an interesting subfield of data mining which is text 

mining by presenting its definition, domains of application, used tools and techniques, different 

tasks and phases, others. 

� Chapter 3: treats the following subjects: the definition of categorization process, description of 

their common applications, some difficulties of TC, monolingual TC Vs multilingual TC, the 

problem of text presentation and coding, language identification. 

� Chapter 4: presents an overview of the main machine learning algorithms which are mostly used 

in text categorization in particular. It explains the principle of each algorithm, its advantages and 

weaknesses, as well as a short pseudo-code and some illustrative examples. 

� Chapter 5: presents briefly semi-structured documents in particular XML documents giving a 

global overall on XML language and the semantic of its tags, the notion of XML mining and its 

relationship with other types of mining (data mining, text mining, web mining). 
 

4.2. Contributions part 

It consists of three chapters: 

� Chapter 6: treats the problem of language identification of texts in a multilingual textual corpus. 

It explains the two most known approaches in the field to segment a text into basic units, 

including: “bag of words” and “n-grams” approaches, and presents our contribution to solve this 

problem.   

� Chapter 7: In this chapter, we study the supervised classification. We use a k -NN approach 

based on similarity metrics known in the field of language identification. We also propose a new 

simple and effective method to improve the results of categorization. 

� Chapter 8: In this chapter, we propose an improved statistical algorithm which permits to build 

an Arabic stemmer based on the extraction of words’ roots and the approach of n-grams of 

characters without using any morphological rule. 
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1.1. Introduction 

Our capacities of both generating and collecting data have been increasing rapidly. 

Contributing factors include the computerization of business, scientific, and government 

transactions; the widespread use of digital cameras, publication tools, and bar codes for most 

commercial products; and advances in data collection tools ranging from scanned text and 

image platforms to satellite remote sensing systems. In addition, large use of the World Wide 

Web as a global information system has flooded us with a tremendous amount of data and 

information. This explosive growth in stored or transient data has generated an urgent need 

for new techniques and automated tools that can intelligently assist us in transforming the vast 

amounts of data into useful information and knowledge. [Han and Kamber, 2006, Pang_Ning 

et al., 2013, Witten and Frank, 2005] 

Data mining refers to extracting or “mining” knowledge from large amounts of data,  like 

mining of gold from rocks or sand is referred to as gold mining rather than rock or sand 

mining [Han and Kamber, 2006]. Thus, data mining should have been more appropriately 

named “knowledge mining from data,” which is unfortunately somewhat long. “Knowledge 

mining,” a shorter term may not reflect the emphasis on mining from large amounts of data 

[Han and Kamber, 2006]. Nevertheless, mining is a vivid term characterizing the process that 

finds a small set of precious nuggets from a great deal of raw material. Thus, such a misnomer 

that carries both “data” and “mining” became a popular choice. Many other terms carry a 

similar or slightly different meaning to data mining, such as knowledge mining from data, 

knowledge extraction, data/pattern analysis, data archeology, and data dredging. Many people 

treat data mining as a synonym for another popularly used term, Knowledge Discovery from 

Data, or KDD. Alternatively, others view data mining as simply an essential step in the 

process of knowledge discovery [Han and Kamber, 2006, Kantardzic, 2003].  

 

 

 

 

 

 

 

 

 

 
Figure 1.1 Data Mining: Searching for knowledge in large data. [Han and Kamber, 2006] 

 

Some specialists define data mining as a multidisciplinary field, drawing work from areas 

including database technology, machine learning, statistics, pattern recognition, information 
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retrieval, neural networks, knowledge-based systems, artificial intelligence, high-performance 

computing, and data visualization [Kumar, 2007]. Data mining emerged during the late 1980s, 

made great strides during the 1990s, and continues to flourish into the new millennium 

[Steinbach et al., 2004].  

This chapter explores the concepts and techniques of data mining, a flourishing frontier 

between data mining and information systems and their applications, knowledge discovery 

from data (KDD) and its various forms, techniques and technologies for the discovery of 

patterns hidden in large data sets, focusing on issues relating to their feasibility, usefulness, 

effectiveness, and scalability, the life cycle of a typical data mining project. So, this chapter 

presents an overall picture of the field, introducing interesting data mining techniques and 

systems and discussing applications and research directions. 

 

1.2.  Knowledge data discovery from data 

Is the automated or convenient extraction of patterns representing knowledge implicitly stored 

or captured in large databases, data warehouses, the Web, other massive information 

repositories, or data streams?  [Han and Kamber, 2006] 

 

 

 

 

 

 

 

 

 

Figure 1.2. We are data rich, but knowledge poor [Han and Kamber, 2006] 

1.3.  Some popular definitions of Data Mining 

Idea: The main idea of Data Mining is:  mountains of data – where knowledge is mined. 

We can also give many definitions of data mining such as: 

� Non-trivial extraction of implicit, previously unknown and potentially useful 

information from data [Paulheim,  2015] 

� Exploration & analysis, by automatic or semiautomatic means, of large quantities of 

data in order to discover meaningful patterns. [Kumar, 2007] 
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� Data Mining is a non-trivial process of identifying–valid–novel–potentially useful–

ultimately understandable patterns in data. [Fayyad et al,  1996a, Agrawal and Srikant, 

2000] 

� Data mining is nothing else than torturing the data until it confesses...and if you torture 

it enough, you can get it to confess to anything [Steinbach et al., 2004]. 

� Data mining is a multidisciplinary field, drawing work from areas including database 

technology, machine learning, statistics, pattern recognition, information retrieval, 

neural networks, knowledge-based systems, artificial intelligence, high-performance 

computing, and data visualization. [Han and Kamber, 2006]. 

� Data mining is the process of automatically discovering useful information in large data 

repositories. Data mining techniques are deployed to scour large databases in order to 

find novel and useful patterns that might otherwise remain unknown [Pang-Ning et al, 

2013]. 

 

1.4. What is Data Mining? An introductive Example 

Let’s begin with these two questions: why can’t we dig out the knowledge by using SQL 

queries? In other words, what are the fundamental differences between data mining and 

relational database technologies? Let’s have a look of the following example: [Zaki and 

Wagner, 2014] 

Figure 1.3 displays a relational table containing a list of high school graduates. The table 

records information are: gender, IQ, the level of parental encouragement, and the parental 

income of each student along with that student’s intention to attend college.  

If someone asks you a question: What drives high school graduates to attend college? 

You may write a query to find out how many male students attend college versus how many 

female students do. You may also write a query to determine the impact of the Parent 

Encouragement column. But what about male students who are encouraged by their parents? 

Or female students who are not encouraged by their parents? You would need to write 

hundreds of these queries to cover all the possible combinations. Data in numerical forms, 

such as that in Parent Income or IQ, is even more difficult to analyze. You would need to 

choose arbitrary ranges in these numeric values. What if there are hundreds of columns in 

your table? You would quickly end up with an impossible to manage number of SQL queries 

to answer a basic question about the meaning of your data. 

In contrast, the data mining approach to this question is rather simple. All you need to do is 

select the right data mining algorithm and specify the column usage, meaning the input 

columns and the predictable columns (which are the targets for the analysis). A decision tree 

model would work well to determine the importance of parental encouragement in a student’s 

decision to continue to college. You would select IQ, Gender, Parent Income, and Parent 

Encouragement as the input columns and College Plans as the predictable column. 

As the decision tree algorithm scans the data, it analyzes the impact of each input attribute 

related to the target and selects the most significant attribute to split. Each split divides the 

dataset into two subsets so that the value distribution of College Plans is as different as 

possible among these two subsets. This process is repeated recursively on each subset until 



 Chapter 1 Data Mining: Basic Concepts and Tools 

 

 

11 

the tree is completely built. Once the training process is complete, you can view the 

discovered patterns by browsing the tree. 
 

Table 1.1. List of high school graduates 
 

Gender ParentIncome IQ ParentEncouragement CollegePlans 

Male 46580 100 Not Encouraged No 

Male 39687 121 Not Encouraged No 

Male 63482 102 Encouraged Yes 

Female 40454 129 Not Encouraged No 
Male 7333 86 Not Encouraged No 

female 17617 105 Not Encouraged No 
Male 33540 110 Not Encouraged No 
Male 48171 102 Not Encouraged Yes 

Male 33656 79 Not Encouraged No 

Male 73325 120 Encouraged yes 

Male 33153 112 Not Encouraged No 

Male 10331 94 Not Encouraged No 

Female 33505 106 Not Encouraged Yes 

Female 30052 76 Encouraged Yes 

Male 24579 105 Not Encouraged No 
Male 37497 72 Not Encouraged No 
Male 31572 98 Encouraged No 

Female 41979 138 Not Encouraged No 
Female 11151 61 Not Encouraged No 
Female 9532 86 Encouraged No 
Male 73580 124 Encouraged Yes 

female 70149 104 Encouraged No 

Male 44316 122 Encouraged Yes 

Male 14915 100 Not Encouraged No 
Male 52417 68 Encouraged No 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1.3. Student’s decision tree 

 

1.5.  What is not Data Mining 
     It’s important to say that not all tasks that we can do are considered as data mining tasks. 

In the following table we give some examples of tasks that require data mining techniques and 

some others tasks that don’t require any of these techniques [Steinbach et al., 2004]. 
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Table 1.2. What is not Data Mining and what is Data Mining. 
 

What is not Data Mining What is Data Mining 

1. Look up phone number in phone directory 

2. Query a Web search engine for information 

about “Amazon” 

1. Certain names are more prevalent in certain 

US locations (O’Brien, O’Rurke, O’Reilly… 

in Boston area) 

2. Group together similar documents returned 

by search engine according to their context 

(e.g. Amazon rainforest, Amazon.com,) 

 

1.6.  Data mining and knowledge Discovery 

Data mining is an integral part of knowledge discovery in databases (KDD), which is the 

overall process of converting raw data into useful information, as shown in figure 1.4 [Pang-

Ning et al., 2013]. This process consists of a series of transformation steps, from data 

preprocessing to post processing of data mining results. The input data can be stored in a 

variety of formats (flat files, spreadsheets, or relational tables) and may reside in a centralized 

data repository or be distributed across multiple sites [Zytkow and Rauch, 1999, Kumar, 2007]. 

 

 

 

 

 

 

Figure 1.4. The process of knowledge discovery in databases KDD 

 

It’s important to note that the preprocessing step is the more interesting step in a KDD 

process. The purpose of this step is to transform the raw input data into an appropriate format 

for subsequent analysis. The steps involved in data preprocessing include fusing data from 

multiple sources, cleaning data to remove noise and duplicate observations, and selecting 

records and features that are relevant to the data mining task. Because of the many ways data 

can be collected and stored, data preprocessing is perhaps the time-consuming step in the 

overall knowledge discovery process. [Fayyad et al., 1996b, Bhandari et al., 1997, Pang-Ning et 

al., 2013] 
 

1.7.  Where Data Mining can be placed? Origins 

Although data mining as a term is relatively new, most data mining techniques have existed 

for years. If we look at the roots of those popular data mining algorithms, we find that they 

are mainly derived from different disciplines, notably: statistics, machine learning, pattern 

recognition and database [Steinbach et al., 2004, Pang Ning et al., 2013, Paulheim,  2015]. 
 

1. Statistics: Most of data mining tasks listed in the previous section have been addressed in 

the statistics community. A number of data mining algorithms, including regression, time 

series, and decision trees, were invented by statisticians. Regression techniques have 
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existed for centuries. Time series algorithms have been studied for decades. The decision 

tree algorithm is one of the more recent techniques, dating from the mid-1980s. [Freidman, 

1979, Glymour et al., 1997, Lambert, 2000] 
 

2. Machine Learning: Data mining focuses on automatic or semiautomatic pattern discovery. 

Several machine learning algorithms have been applied to data mining. Neural networks 

are one of these techniques and are excellent for classification and regression, especially 

when the attribute relationships are nonlinear. The genetic algorithm is yet another 

machine learning technique. It simulates the natural evolution process by working with a 

set of candidates and a survival (fitness) function. The survival function repeatedly selects 

the most suitable candidates for the next generation. Genetic algorithms can be used for 

classification and clustering tasks. They can also be used in conjunction with other 

algorithms, for instance, helping a neural network to find the best set of weights among 

neurons [Mitchell, 1997, Cherkassky and Mulier, 1998, Hastie et al., 2001, Witten and Frank, 

2005] 
 

3. Database: A database is the third technical source for data mining. Traditional statistics 

assumes that all the data can be loaded into memory for statistical analysis. Unfortunately, 

this is not always the case in the modern world. Database experts know how to handle 

large amounts of data that do not fit in memory, for example, finding association rules in a 

fact table containing millions of sales transactions. As a matter of fact, the most efficient 

association algorithms come from the database research community. There are also a few 

scalable versions of classification and clustering algorithms that use database techniques, 

including the Microsoft clustering algorithm [Chen et al., 1996].  
     

 

 

 

 

 

 

 

 

 

 

Figure 1.5. Origins of Data Mining 

 

Data mining has also been quick to adopt ideas from other areas, including: optimization, 

evolutionary computing, information theory, signal processing, visualization, and information 

retrieval. Techniques from high performance (parallel) computing are often important in 
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addressing the massive size of some data sets. Distributed techniques can also help address 

the issue of size and are essential when the data cannot be gathered in one location. [Pang-Ning 

et al, 2013] 

 

1.8.  Data mining motivations 

Data mining provides a lot of business value for enterprises. So, the main question that can be 

asked is why are we interested in data mining now? The following are a number of reasons: 

[Wu et al., 2000, Kumar, 2007, Pang_Ning et al., 2013, Zaki and Wagner, 2014, Paulheim,  2015]  
 

1. Lots of data is being collected and warehoused: Over the last decade, the price of 

hardware, especially hard disk space, has dropped dramatically. In conjunction with this, 

enterprises have gathered huge amounts of data through many applications, such as:  

� Transaction data from banking, telecommunication,  e-commerce 

� Scientific data from astronomy, physics, biology, computer science 

� Remote sensors on a satellite. 

� Telescopes scanning the skies. 

� DNA sequencing robots churning out new genomes. 

� The public Web, Twitter, Facebook, … 

� Social network sites. 

� Application logs.  
 

     According to the available statistics given by many specialized organizations, the amount 

of information in the world doubles every 20 Months. They are often collected and stored at 

enormous speeds (GB/hour). As examples of such data, we can give the following:  
 

- Wikipedia ≈ 5.9 Tb (jan 2010 Dump) 

- Human genome ≈ 4 Gb/person. 

- US Library of congress ≈ 235 Tb archived 

- Sloan Digital sky survey ≈ 200 Gb/day ≈ 73 Tb/year 

- NASA center for climate simulation ≈ 32 Pb archived. 

- Facebook ≈ 12 Tb/day added ≈ 4380 Tb/year (Mar 2010) 

- Google ≈ 20 Pb/day processed ≈ 7300 Pb/year (Jan 2010) 

- Large Hadron Collider ≈ 15 Pb/year 

- Ineternet (2016) ≈ 1.3 Zb/year   (2016 IP traffic; CISCO EST) 
 

With all of this data to explore, enterprises want to be able to find hidden patterns to help 

guide their business strategies. 
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Figure 1.6. Examples of collected data. 

 

2. High dimensionality: Now, it is common to process data sets with hundreds or thousands 

of attributes which was not possible a few decades ago. In bioinformatics, progress in 

microarray technology has produced gene expression data involving thousands of features. 

Data sets with temporal or spatial components also tend to have high dimensionality. For 

example, consider a data set that contains measurements of temperature at various 

locations. If the temperature measurements are taken repeatedly for an extended period, the 

number of dimensions (features) increases in proportion to the number of measurements 

taken. Traditional data analysis techniques that were developed for low-dimensional data 

often do not work well for such high dimensional data. Also, for some data analysis 

algorithms, the computational complexity increases rapidly as the dimensionality (the 

number of features) increases. 
 

3. Heterogeneous and Complex Data: Traditional data analysis methods often deal with 

small data sets containing attributes of the same type. As data mining treats a big amount 

of complex data, so it has the need for techniques that can handle heterogeneous attributes 

and take into consideration relationships in the data, such as temporal and spatial 

autocorrelation, graph connectivity, and parent-child relationships between the elements in 

semi-structured text and XML documents. Examples of such non-traditional types of data 

include collections of Web pages containing semi-structured text and hyperlinks; DNA 

data with sequential and three-dimensional structure; and climate data that consists of time 

series measurements {temperature, pressure, etc.) at various locations on the Earth's 

surface.  
 

4. Scalability: Because of the huge sizes of generated and collected data, big data sets 

(gigabytes, terabytes, petabytes) are becoming common. If data mining algorithms are 
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developed to to handle these massive data sets, then they must be scalable using efficient 

strategies. Scalability may also require the implementation of novel data structures to 

access individual records efficiently. For instance, out-of-core algorithms may be 

necessary to process data sets that cannot fit into main memory. These algorithms need 

efficient index structures to exploit the secondary memory. Scalability can also be 

improved by using sampling or developing parallel and distributed algorithms. 
 

5. Data Ownership and Distribution: Sometimes, the data needed for an analysis is not 

stored in one location or owned by one organization. Instead, the data is geographically 

distributed among resources belonging to multiple entities. This requires the development 

of distributed data mining techniques. Among the key challenges faced by distributed data 

mining algorithms include (1) how to reduce the amount of communication needed to 

perform the distributed computation, (2) how to effectively consolidate the data mining 

results obtained from multiple sources, and (3) how to address data security issues. [Pang-

Ning et al., 2013]. 
 

6. Non-traditional analysis: The traditional statistical approach is based on a hypothesize-

and-test paradigm. ln other words, a hypothesis is proposed, an experiment is designed to 

gather the data, and then the data is analyzed with respect to the hypothesis. Unfortunately, 

this process is extremely labor-intensive. Current data analysis tasks often require the 

generation and evaluation of thousands of hypotheses, and consequently, the development 

of some data mining techniques has been motivated by the desire to automate the process 

of hypothesis generation and evaluation. Furthermore, the data sets analyzed in data 

mining are typically not the result of a carefully designed experiment and often represent 

opportunistic samples of the data, rat her than random samples. Also, the data sets 

frequently involve non-traditional types of data and data distributions. 
 

7. Competitive Pressure is Strong: Competition is high as a result of modern marketing and 

distribution channels such as the Internet and telecommunications. Enterprises are facing 

worldwide competition, and the key to business success is the ability to retain existing 

customers and acquire new ones. Data mining contains technologies that allow enterprises 

to analyze factors that affect these issues. 
 

8. Technology ready: Data mining technologies previously existed only in the academic 

sphere, but now many of these technologies have matured and are ready to be applied in 

industry. Algorithms are more accurate, more efficient and can handle increasingly 

complicated data. In addition, data mining application programming interfaces (APIs) are 

being standardized, which will allow developers to build better data mining applications.  

 

We can conclude that we use data mining when traditional techniques may be unsuitable due 

to: Enormity of data, High dimensionality of data, Heterogeneity, distributed nature of data 

and other reasons. 
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1.9.  Data mining Tasks 

Data mining tasks are generally divided into two major categories: [Pang_Ning et al., 2013, 

Paulheim,  2015] 
 

1.9.1. Predictive Tasks: the objective of these tasks is to predict the value of a particular 

attribute based on the values of other attributes. The attribute to be predicted is called the 

target attribute (dependent variable), while the attributes used for making the prediction are 

known as the explanatory attributes (independent variables). As examples of predictive tasks 

we can note: 

� Classification: predict the value discrete target variable with typically few values, often 

binary variable 

� Regression: predict the value of a continuous target variable 

� Anomaly/novelty detection: predict a deviation from normal/current state of affairs 
 

1.9.2. Descriptive tasks:  the objective of these tasks is to derive patterns (correlations, 

trends, clusters, trajectories, and anomalies) that summarize relationships in data. Descriptive 

tasks often require postprocessing techniques to validate and explain the results. As examples 

of descriptive tasks, we can note the following: 

� Clustering: divide the data into internally coherent groups. 

� Frequent pattern discovery: find combinations of variables’ values that occur more 

frequently than expected by chance 
 

     We note also that in machine learning terminology; descriptive means unsupervised and 

predictive means supervised. 
 

1.10. A classic example of data mining use 

1. SARS disease [Paulheim,  2015] 

- SARS severe acute respiratory syndrome. 

- Outbreak:  2012 in Hong Kong 

 

 

 

 

 

 

 

 

 

 

Figure 1.7. SARS cases end death around the world (in 2012) 
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Which paths does SARS infection take? According to the Max Planck Institute for Dynamics 

and Self-Organization: - SARS infections follow major airline routes. 

 

 

 

 

 

 

 

 

 

Figure 1.8. Airline paths of SARS infection around the world (in 2012) 

 

1.11. Data mining applications 
1.11.1. Business Problems 

Data mining techniques can be applied to many applications, answering various types of 

businesses questions. The following list illustrates a few typical problems that can be solved 

using data mining: [Berry and Linoff, 2004, Sumathi and Sivanandam,  2006, Ranka, 2011, 

Hofmann and Klinkenberg, 2013, Pang_Ning et al., 2013, Zaki and Wagner, 2014]. 
 

Churn analysis: Which customers are most likely to switch to a competitor? The telecom, 

banking, and insurance industries are facing severe competition these days. On average, each 

new mobile phone subscriber costs phone companies over 200 dollars in marketing 

investment. Every business would like to retain as many customers as possible. Churn 

analysis can help marketing managers understand the reason for customer churn, improve 

customer relations, and eventually increase customer loyalty. 
 

Cross-selling: What products are customers likely to purchase? Cross-selling is an important 

business challenge for retailers. Many retailers, especially online retailers, use this feature to 

increase their sales. For example, if you go to online bookstores such as Amazon.com or 

Barnes and Noble.com to purchase a book, you may notice that the Web site gives you a set 

of recommendations about related books. These recommendations can be derived from data 

mining analysis. 
 

Fraud detection: Is this insurance claim fraudulent? Insurance companies process thousands 

of claims a day. It is impossible for them to investigate each case. Data mining can help to 

identify those claims that are more likely to be false. 
 

Risk management: Should the loan be approved for this customer? This is the most common 

question in the banking scenario. Data mining techniques can be used to score the customer’s 

risk level, helping the manager make an appropriate decision for each application. 
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Customer segmentation: Who are my customers? Customer segmentation helps marketing 

managers understand the different profiles of customers and take appropriate marketing 

actions based on the segments. 
 

Targeted ads: What banner ads should be displayed to a specific visitor? Web retailers and 

portal sites like to personalize their content for their Web customers. Using customers’ 

navigation or online purchase patterns, these sites can use data mining solutions to display 

targeted advertisements to their customers’ navigators. 
 

Sales forecast: How many cases of wines will I sell next week in this store? What will the 

inventory level be in one month? Data mining forecasting techniques can be used to answer 

these types of time-related questions. 
 

1.11.2. Other problems for data mining 

Science problems: Data mining helps scientists to analyze data and to formulate hypotheses. 

Astronomy, physics, bioinformatics, drug discovery, etc are examples of analyzed scientific 

data. 
 

Web and Social Media: advertising, search engine optimization, spam detection, web site 

optimization, personalization, sentiment analysis, … 
 

Government: surveillance, crime detection, profiling tax cheaters, etc. 

 

1.12. Principle tasks of Data Mining 

As we have seen previously, data mining can be used to solve hundreds of business problems. 

Based on the nature of these problems, we can group them into the following data mining 

tasks. 
 

1.12.1. Classification (predictive task): Classification is one of the most popular data mining 

tasks. Business problems like churn analysis, risk management and ad targeting usually 

involve classification. Classification refers to assigning cases into categories based on a 

predictable attribute. Each case contains a set of attributes, one of which is the class attribute 

(predictable attribute). The task requires finding a model that describes the class attribute as a 

function of input attributes. In the College Plans dataset previously described, the class is the 

College Plans attribute with two states: Yes and No. To train a classification model, you need 

to know the class value of input cases in the training dataset, which are usually the historical 

data. Data mining algorithms that require a target to learn against are considered supervised 

algorithms. Typical classification algorithms include decision trees, neural network, and 

Naïve Bayes. 
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Figure 1.9. An example of classification problem. 

 

Some classification applications 

1. Direct Marketing 

� Goal: Reduce cost of mailing by targeting a set of consumers which are likely to 

buy a new cell phone. 

� Approach: 

– Use the data for a similar product introduced before. 

– We know which customers decided to buy and which did not. This (buy, don’t 

buy) decision forms the class attribute. 

– Collect various demographic, lifestyle, and company-interaction related 

information about all such customers 

e.g., Type of business, where they stay, how much they earn, etc. 

– Use this information as input attributes to learn a classifier model. 
 

2. Credit card fraud detection 

� Goal: detect fraudulent use of credit card (card and/or card details stolen and misused) 

� Approach: 

- Database of credit card purchase transactions (date, place, store details, card holder 

details, price of purchased item, transaction history of the credit card, …) 

- Transactions labeled as “normal” vs. “fraudulent” 

- Learn a classifier that predicts from the transaction data the correct label. 

- Use this model to detect fraud by observing credit card transactions on an account 

- Many methods: Decision trees, Support vector machine, Nearest neighbor 

classifier, Naïve Bayes. 
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Figure 1.10. Credit card fraud detection using Data Mining techniques 

 

We can summarize clustering problem as follows: 

� Given a collection of records (training set) 

– each record contains a set of attributes 

– one of the attributes is the class (label) that should be predicted 

� Find a model for class attribute as a function of the values of other attributes 

� Goal: previously unseen records should be assigned a class as accurately as possible 

– A test set is used to validate the accuracy of the model 

– Usually, the given data set is divided into training and test sets, with training set is 

used to build the model and the test set to validate it. 
 

1.12.2. Clustering (descriptive Task): Clustering is also called segmentation. It is used to 

identify natural groupings of cases based on a set of attributes. Cases within the same group 

have more or less similar attribute values. Figure 1.11 displays a simple customer dataset 

containing two attributes: age and income. The clustering algorithm groups the dataset into 

three segments based on these two attributes. Cluster 1 contains the younger population with a 

low income. Cluster 2 contains middle-aged customers with higher incomes. Cluster 3 is a 

group of senior individuals with a relatively low income. Clustering is an unsupervised data 

mining task. No single attribute is used to guide the training process. All input attributes are 

treated equally. Most clustering algorithms build the model through a number of iterations 

and stop when the model converges, that is, when the boundaries of these segments are 

stabilized. 
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Figure 1.11. Principle of clustering problem. 

 

Some clustering applications 

1. Market segmentation [Berry and Linoff, 2004] 

� Goal: Subdivide a market into distinct subsets of customers. 

– where any subset may be conceived as a marketing target to be reached with a 

distinct marketing mix 

� Approach:  

� Collect information about customers. 

� Find clusters of similar customers. 

� Measure the clustering quality by observing buying patterns of customers in same 

cluster vs. those from different clusters. 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1.12. Market segmentation problem. 

 

2. Document Clustering: we have a collection of news articles (see table 1.3 bellow). These 

articles can be grouped according to their respective topics. Each article is represented as a 

set of word-frequency pairs (w, f), where w is a word and f is the frequency of the word 

(the number of times the word appears in the article). A correct clustering must give two 

clusters; the first one consists of the first four articles and corresponds to news about 
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economy, while the second cluster contains the last four articles and corresponds to news 

about health care [Pang_Ning et al., 2013]. 
 

A good clustering algorithm should be able to identify these two clusters based on the 

similarity between words that appear in the articles. 

 

Table 1.3. Clustering of a collection of news articles 
 

Articles Words Cluster 

1 dollar: 1, industry: 4, country: 2, loan: 3, deal: 2, government: 2 Economy 

2 machinery: 2, labor: 3, market: 4, industry: 2, work: 3, country: 1 Economy 

3 job: 5, inAat.ion: 3, rise: 2, jobless: 2, market: 3, country: 2, index: 3 Economy 

4 domestic: 3, forecast: 2, gain: 1, market: 2, sale: 3, price: 2 Economy 

5 patient: 4, symptom: 2, drug: 3, health: 2, clinic: 2, doctor: 2 Health 

6 pharmaceutical: 2, company: 3, drug: 2, vaccine: 1, flu: 3 Health 

7 death: 2, cancer: 4, drug: 3, public: 4, heal th: 3, director: 2 Health 

8 medical: 2, cost: 3, increase: 2, patient: 2, health: 3, care: 1 Health 

 

We can summarize clustering problem as follows: 

� Given a set of data points, and a similarity measure among them, find clusters such that: 

- Data points in one cluster are similar to one another. 

- Data points in separate clusters are different from each other result. 

- A descriptive grouping of data points. 

� Similarity measures 

- Euclidean distance if attributes are continuous. 

- Other specific measures for other clustering problems 
 

1.12.3. Association Rule Mining (descriptive task): Association is another popular data 

mining task. Association is also called market basket analysis. A typical association business 

problem is to analyze a sales transaction table and identify those products often sold in the 

same shopping basket (together). The common usage of association is to identify common 

sets of items (frequent itemsets) and rules for the purpose of cross-selling (see Figure 1.13). In 

terms of association, each product, or more generally, each (attribute/value) pair is considered 

an item. The association task has two goals: to find frequent itemsets and to find association 

rules. Most association type algorithms find frequent itemsets by scanning the dataset multiple 

times. The frequency threshold (support) is defined by the user before processing the model. 

For example, support = 2% means that the model analyzes only items that appear in at least 

2% of shopping carts. A frequent itemset may look like {Product = “Pepsi”, Product = 

“Chips”, Product = “Juice”}. Each itemset has a size, which is the number of items that it 

contains. For example, the size of this particular itemset is 3. Apart from identifying frequent 

itemsets based on support, most association type algorithms also find rules. An association 

rule has the form A, B => C with a probability, where A, B, C are all frequent item sets. The 

probability is also referred to as the confidence in data mining literature. The probability is a 

threshold value that the user needs to specify before training an association model. For 

example, the following is a typical rule: Product = “Pepsi”, Product =“Chips” => Product = 
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“Juice” with an 80% probability. The interpretation of this rule is straightforward. If a 

customer buys Pepsi and chips, there is an 80% chance that he or she may also buy juice. 

Figure 1.14 displays the product association patterns. Each node in the figure represents a 

product, each edge represents the relationship. The direction of the edge represents the 

direction of the prediction. For example, the edge from Milk to Cheese indicates that those 

who purchase milk might also purchase cheese. 

 

 

 

 

 

 

 

 

 

Figure 1.13. An example of association rules. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1.14. Graph of products associations. 

 

Some association rule discovery applications 

1. Marketing and sales promotion [Berry and Linoff, 2004] 

� Example rule discovered:  {Bagels, Coke} � {potato Chips} 

� Insights: 

– Promote bagels to boost potato chips sales 

– If selling bagels is discontinued, this will affect potato chips sales. 

– Coke should be sold together with bagels to boost potato chips sales. 
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2. Supermarket shelf management  [Hofmann and Klinkenberg, 2013] 

� Goal: To identify items which are bought together by sufficiently many customers. 

� Approach: Process the point-of-sale data collected with barcode scanners to find      

dependencies among items. 

� A classic rule:  

- If a customer buys diaper and milk, then he is very likely to buy beer.   

- So, don’t be surprised if you find six-packs stacked next to diapers! 

 

We can summarize the association rules as follows: 

� Given a set of records each of which contain some number of items from a given 

collection. 

� Produce dependency rules which will predict occurrence of an item based on 

occurrences of other items. 

 

1.12.4. Regression (predictive task): The regression task is similar to classification. The main 

difference is that the predictable attribute is a continuous number. Regression techniques have 

been widely studied for centuries in the field of statistics. Linear regression and logistic 

regression are the most popular regression methods. Other regression techniques include 

regression trees and neural networks. Regression tasks can solve many business problems. For 

example, they can be used to predict coupon redemption rates based on the face value, 

distribution method, and distribution volume, or to predict wind velocities based on 

temperature, air pressure, and humidity. 

 

Some regression applications 

1. House pricing 

� Goal: real estate agent wants to predict the selling price of a house in order to set an 

appropriate asking price 

� Approach: 

- Database of transactions of previously sold property (location, type of 

house/apartment, details of the property, asking price, time on market,…) 

- Target variable: sale price of the property 

� Learn a regression model that predicts the from the transaction data the sale price 

� Many methods: Linear regression, Support vector regression, Nearest neighbor 

regression, Regression trees 

 

We can summarize the regression problem as follows: 

� Predict a value of a given continuous valued variable based on the values of other 

variables, assuming a linear or nonlinear model of dependency. 

� Greatly studied in statistics, neural network fields. 

� Examples: 

- Predicting sales amounts of new product based on advetising expenditure. 

- Predicting wind velocities as a function of temperature, humidity, air pressure, etc. 

- Time series prediction of stock market indices. 



 Chapter 1 Data Mining: Basic Concepts and Tools 

 

 

26 

1.12.5. Anomaly Detection/Deviation analysis (descriptive task): Deviation analysis is for 

finding those rare cases that behave very differently from others. It is also called outlier 

detection, which refers to the detection of significant changes from previously observed 

behavior. Deviation analysis can be used in many applications. The most common one is 

credit card fraud detection. To identify abnormal cases from millions of transactions is a very 

challenging task. Other applications include network intrusion detection, manufacture error 

analysis, and so on. There is no standard technique for deviation analysis. It is still an actively 

researched topic. Usually analysts employ some modified versions of decision trees, 

clustering, or neural network algorithms for this task. In order to generate significant rules, 

analysts need to oversample the anomaly cases in the training dataset. 
 

Some anomaly detection applications 

Industrial Process Monitoring 

� Goal: a tool that checks if the process is running within normal specifications. 

� Data from problem situations not available. 

- e.g. nuclear reactor meltdown. 

� Collect measurement data from the process and devise prototype profile(s) of normal 

operation. 

� Large deviation from the prototype causes an alarm. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1.15. An example of anomaly detection application: Industrial process monitoring 

 

1.12.6. Sequential Pattern Mining (descriptive task): Sequence analysis is used to find 

patterns in a discrete series. A sequence is composed of a series of discrete values (or states). 

For example, a DNA sequence is a long series composed of four different states: A, G, C, and 

T. A web click sequence contains a series of URLs. Customer purchases can also be modeled 

as sequence data. For example, a customer first buys a computer, then speakers, and finally a 

Webcam. Both sequence and time series data contain adjacent observations that are 

dependant. The difference is that the sequence series contains discrete states, while the time 

series contains continuous numbers. Sequence and association data are similar in the sense 

that each individual case contains a set of items or states. The difference between sequence 
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and association models is that sequence models analyze the state transitions, while the 

association model considers each item in a shopping cart to be equal and independent. With 

the sequence model, buying a computer before buying speakers is a different sequence than 

buying speakers before a computer. With an association algorithm, these are considered to be 

the same itemset. Figure 1.6 displays Web click sequences. Each node is a URL category. 

Each line has a direction, representing a transition between two URLs. Each transition is 

associated with a weight, representing the probability of the transition between one URL and 

the other. Sequence analysis is a relatively new data mining task. It is becoming more 

important mainly due to two types of applications: Web log analysis and DNA analysis. There 

are several different sequence techniques available today such as Markov chains. Researchers 

are actively exploring new algorithms in this field. Figure 1.6 displays the state transitions 

among a set of URL categories based on Web click data. 
 

 

 

 

 

 

 

 

 

 
Figure 1.16.  Web navigation sequence 

 

Some pattern discovery applications 

1.  Basketball scout 

� In NBA, rigorous statistics are kept of events of play and the actions of all players 

� Advanced Scout : system discovers interesting patterns 

- e.g.”When player X is on the field the shooting accuracy of player Y drops 

                 from 75% to 30% 
 

2. Scientific discovery 

� Explorative analysis of scientific data can reveal unexpected associations. 

� Especially useful in “weak theory” domains where human experts do not yet know all 

the relevant variables 
 

3. Motif discovery in bio-sequences 

� In DNA data, binding sites of regulatory proteins are characterized by distinct 

subsequences 

� Biologically important motifs should occur more frequently than a random 

subsequence 

� The patterns are typically not completely fixed but allow variability in certain 

locations 

� Sequential pattern: order of items (letters) important 
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Figure 1.17. Motif discovery in bio-sequences 

 
 

1.12.7. Time Series Prediction (Forecasting/predictive task): Forecasting is yet another 

important data mining task. What will the stock value of MSFT be tomorrow? What will the 

sales amount of Pepsi be next month? Forecasting can help to answer these questions. It 

usually takes as an input time series dataset, for example a sequence of numbers with an 

attribute representing time. The time series data typically contains adjacent observations, 

which are order-dependant. Forecasting techniques deal with general trends, periodicity, and 

noisy noise filtering. The most popular time series technique is ARIMA, which stands for 

Auto-regressive Integrated Moving Average model. Figure 1.17 contains two curves. The 

solid line curve is the actual time series data on Microsoft stock value, while the dotted curve 

is a time series model based on the moving average forecasting technique [Domingos and 

Hulten, 2000]. 

 

 

 

 

 

 

 

 

 

 

 

Figure 1.18 . Time series prediction (Forecasting problem) 

 

1.12.8.  Decision Making: Decision-making is an important part of all science-based 

professions, where specialists apply their knowledge in a given area to make informed 

decisions. They make models that help to formulate and algorithmically solve decision 

making problems. i.e., that find a solution that maximizes the expected benefit of the 

outcome. Among the fields that require decision making, we note: 

� Planning Problems and Algorithms. 

� Probabilistic Graphical Models.  

 

 



 Chapter 1 Data Mining: Basic Concepts and Tools 

 

 

29 

� Decision Theory and Decision Networks. 

� Game Theory and Mechanism Design. 

 

1.13.  Data Mining Project Cycle 
What is the life cycle of a data mining project? What are the challenging steps? Who should 

be involved in a data mining project? To answer these questions, let’s go over a typical data 

mining project step by step [Hand et al., 2001, Zaki and Wagner, 2014, Han and Kamber, 2006]. 
 

Step 1: Data Collection 

The first step of data mining is usually data collection. Business data is stored in many 

systems across an enterprise. For example, there are hundreds of OLTP databases and over 70 

data warehouses inside Microsoft. The first step is to pull the relevant data to a database or a 

data mart where the data analysis is applied. For instance, if you want to analyze the Web 

click stream and your company has a dozen Web servers, the first step is to download the 

Web log data from each Web server. If the data warehouse on the subject of your analysis 

already exists. However, the data in the data warehouse may not be rich enough. You may 

still need to gather data from other sources. Suppose that there is a click stream data 

warehouse containing all the Web clicks on the Web site of your company. You have basic 

information about customers’ navigation patterns. However, because there is not much 

demographic information about your Web visitors, you may need to purchase or gather some 

demographic data from other sources in order to build a more accurate model. After the data 

is collected, you can sample the data to reduce the volume of the training dataset. In many 

cases, the patterns contained in 50,000 customers are the same as in 1 million customers. 
 

Step 2: Data Cleaning and Transformation 

Data cleaning and transformation is the most resource-intensive step in a data mining project. 

The purpose of data cleaning is to remove noise and irrelevant information out of the dataset. 

The purpose of data transformation is to modify the source data into different formats in terms 

of data types and values. There are various techniques you can apply to data cleaning and 

transformation, including: 

1. Data type transform: This is the simplest data transform. An example is transforming a 

Boolean column type to integer. The reason for this transform is that some data mining 

algorithms perform better on integer data, while others prefer Boolean data. 

2. Continuous column transform: For continuous data such as that in Income and Age 

columns, a typical transform is to bin the data into buckets. For example, you may want to 

bin Age into five predefined age groups. Apart from binning, techniques such as 

normalization are popular for transforming continuous data. Normalization maps all 

numerical values to a number between 0 and 1 (or –1 to 1) to ensure that large numbers do 

not dominate smaller numbers during the analysis.  

3. Grouping: Sometimes there are too many distinct values (states) for a discrete column. 

You need to group these values into a few groups to reduce the model’s complexity. For 

example, the column Profession may have tens of different values such as Software 

Engineer, Telecom Engineer, Mechanical Engineer, Consultant, and so on. You can group 
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various engineering professions by using a single value: Engineer. Grouping also makes 

the model easier to interpret. 

4. Aggregation: Aggregation is yet another important transform. Suppose that there is a table 

containing the telephone call detail records (CDR) for each customer, and your goal is to 

segment customers based on their monthly phone usage. Since the CDR information is too 

detailed for the model, you need to aggregate all the calls into a few derived attributes such 

as total number of calls and the average call duration. These derived attributes can later be 

used in the model. 

5. Missing value handling: Most datasets contain missing values. There are a number of 

causes for missing data. For instance, you may have two customer tables coming from two 

OLTP databases. Merging these tables can result in missing values, since table definitions 

are not exactly the same. In another example, your customer demographic table may have a 

column for age. But customers don’t always like to give you this information during the 

registration. You may have a table of daily closing values for the stock MSFT. Because the 

stock market closes on weekends, there will be null values for those dates in the table. 

Addressing missing values is an important issue. There are a few ways to deal with this 

problem. You may replace the missing values with the most popular value (constant). If 

you don’t know a customer’s age, you can replace it with the average age of all the 

customers. When a record has too many missing values, you may simply remove it. For 

more advanced cases, you can build a mining model using those complete cases, and then 

apply the model to predict the most likely value for each missing case. 

6. Removing outliers: Outliers are abnormal cases in a dataset. Abnormal cases affect the 

quality of a model. For example, suppose that you want to build a customer segmentation 

model based on customer telephone usage (average duration, total number of calls, 

monthly invoice, international calls, and so on) There are a few customers (0.5%) who 

behave very differently. Some of these customers live aboard and use roaming all the time. 

If you include those abnormal cases in the model, you may end up by creating a model 

with majority of customers in one segment and a few other very small segments containing 

only these outliers. The best way to deal with outliers is to simply remove them before the 

analysis. You can remove outliers based on an individual attribute; for instance, removing 

0.5% customers with highest or lowest income. You may remove outliers based on a set of 

attributes. In this case, you can use a clustering algorithm. Many clustering algorithms, 

including Microsoft Clustering, group outliers into a few particular clusters.  

     There are many other data-cleaning and transformation techniques, and there are many 

tools available in the market. SQL Server Integration Services (SSIS) provides a set of 

transforms covering most of the tasks listed here. 
 

Step 3: Model Building 

Once the data is cleaned and the variables are transformed, we can start to build models. 

Before building any model, we need to understand the goal of the data mining project and the 

type of the data mining task. Is this project a classification task, an association task or a 

segmentation task? In this stage, we need to team up with business analysts with domain 
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knowledge. For example, if we mine telecom data, we should team up with marketing people 

who understand the telecom business. 

Model building is the core of data mining, though it is not as time- and resource-intensive as 

data transformation. Once you understand the type of data mining task, it is relatively easy to 

pick the right algorithms. For each data mining task, there are a few suitable algorithms. In 

many cases, you won’t know which algorithm is the best fit for the data before model 

training. The accuracy of the algorithm depends on the nature of the data such as the number 

of states of the predictable attribute, the value distribution of each attribute, the relationships 

among attributes, and so on. For example, if the relationship among all input attributes and 

predictable attributes were linear, the decision tree algorithm would be a very good choice. If 

the relationships among attributes are more complicated, then the neural network algorithm 

should be considered. 

The correct approach is to build multiple models using different algorithms and then compare 

the accuracy of these models using some tool, such as a lift chart, which is described in the 

next step. Even for the same algorithm, you may need to build multiple models using different 

parameter settings in order to fine-tune the model’s accuracy. 
 

Step 4: Model Assessment 

In the model-building stage, we build a set of models using different algorithms and 

parameter settings. So what is the best model in terms of accuracy? How do you evaluate 

these models? There are a few popular tools to evaluate the quality of a model. The most 

well-known one is the lift chart. It uses a trained model to predict the values of the testing 

dataset. Based on the predicted value and probability, it graphically displays the model in a 

chart. In the model assessment stage, not only do you use tools to evaluate the model accuracy 

but you also need to discuss the meaning of discovered patterns with business analysts. For 

example, if you build an association model on a dataset, you may find rules such as 

Relationship = Husband => Gender = Male with 100% confidence. Although the rule is valid, 

it doesn’t contain any business value. It is very important to work with business analysts who 

have the proper domain knowledge in order to validate the discoveries. Sometimes the model 

doesn’t contain useful patterns. This may occur for a couple of reasons. One is that the data is 

completely random. While it is possible to have random data, in most cases, real datasets do 

contain rich information. The second reason, which is more likely, is that the set of variables 

in the model is not the best one to use. You may need to repeat the data-cleaning and 

transformation step in order to derive more meaningful variables. Thus, data mining is a 

cyclic process; it usually takes a few iterations to find the right model. 
 

Step 5: Reporting 

Reporting is an important delivery channel for data mining findings. In many organizations, 

the goal of data miners is to deliver reports to the marketing executives. Most data mining 

tools have reporting features that allow users to generate predefined reports from mining 

models with textual or graphic outputs. There are two types of reports: reports about the 

findings (patterns) and reports about the prediction or forecast. 
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Step 6: Prediction (Scoring) 

In many data mining projects, finding patterns is just half of the work; the final goal is to use 

these models for prediction. Prediction is also called scoring in data mining terminology. To 

give predictions, we need to have a trained model and a set of new cases. Consider a banking 

scenario in which you have built a model about loan risk evaluation. Every day there are 

thousands of new loan applications. You can use the risk evaluation model to predict the 

potential risk for each of these loan applications. 
 

Step 7: Application Integration 

Embedding data mining into business applications is about applying intelligence back to 

business. That is, closing the analysis loop. According to Gartner Research, in the next few 

years, more and more business applications will embed a data mining component as a value-

added. For example, CRM applications may have data mining features that group customers 

into segments. ERP applications may have data mining features to forecast production. An 

online bookstore can give customers real-time recommendations on books. Integrating data 

mining features, especially a real-time prediction component into applications is one of the 

important steps of data mining projects. This is the key step for bringing data mining into 

mass usage. 
 

Step 8: Model Management 

It is challenging to maintain the status of mining models. Each mining model has a life cycle. 

In some businesses, patterns are relatively stable and models don’t require frequent retraining. 

But in many businesses patterns vary frequently. For example, in online bookstores, new 

books appear every day. This means that new association rules appear every day. The 

duration of a mining model is limited. Anew version of the model must be created frequently. 

Ultimately, determining the model’s accuracy and creating new versions of the model should 

be accomplished by using automated processes. Like any data, mining models also have 

security issues. Mining models contain patterns. Many of these patterns are the summary of 

sensitive data. We need to maintain the read, write, and prediction rights for different user 

profiles. Mining models should be treated as first-class citizens in a database, where 

administrators can assign and revoke user access rights to these models. 

 

[Fayyad et al., 1996a] proposed to reduce these steps of data mining process to four main 

steps which are: data selection step, preprocessing step, data mining step, and post-processing 

step as it is shown in the figure bellow. 
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Figure 1.19. Data mining process step by step (Source [Fayyad et al. 1996]) 

 

1.14. Types of data sets used in Data mining field 

Data sets used in data mining field are mostly different in a number of ways. For instance, the 

attributes used to describe data objects can be quantitative or qualitative type. Data sets may 

have special characteristics; e.g., some data sets contain time series or objects with explicit 

relationships to one another. Thus, each type of data determines which tools and techniques 

can be used to analyze the data. Furthermore, new research in data mining is often driven by 

the need to accommodate new application areas and their new types of data. [Pang-Ning et al., 

2013]. 

We note also that data is often far from perfect. While most data mining techniques can 

tolerate some level of imperfection in the data, a focus on understanding and improving data 

quality can typically improve the quality of the resulting analysis. Data quality can be 

damaged by the presence of noise and outliers; missing, inconsistent, or duplicate data. [Pang-

Ning et al., 2013]. For this purpose, preprocessing steps is likely required to make date 

suitable for analysis. 

There are many types of data sets, and more the field of data mining develops, a greater 

variety of data sets become available for analysis. In this section we try to describe some of 

the most common types, notably: record data, graph-based data, and ordered data.  
 

1. Record data: data set is a collection of records (data objects), each of which consists of a 

fixed set of data fields (attributes). Record data is usually stored either in flat files or in 

relational databases. Relational databases are certainly more than a collection of records, 

but data mining often does not use any of the additional information available in a 

relational database. Rather, the database serves as a convenient place to find records. 

Record data include:  

a. Transaction or market basket data: Transaction data is a special type of record data, 

where each record (transaction) involves a set of items. We take an example of a grocery 
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store. The set of products purchased by a customer during one shopping trip constitutes a 

transaction, while the individual products that were purchased are the items. 
 

b. Data Matrix: If the data objects in a collection of data all have the same fixed set of 

numeric attributes, then the data objects can be thought of as points (vectors) in a 

multidimensional space, where each dimension represents a distinct attribute describing the 

object. A set of such data objects can be interpreted as an m by n matrix, where there are m 

rows, one for each object, and n columns, one for each attribute. This matrix is called a 

data matrix or a pattern matrix. A data matrix is a variation of record data, but because it 

consists of numeric attributes, standard matrix operation can be applied to transform and 

manipulate the data. Therefore, the data matrix is the standard data format for most 

statistical data.  
 

c. Document Data:  is a special case of a data matrix in which the attributes are of the 

same type and are asymmetric; i.e., only non-zero values are important. if the order of the 

terms (words) in a document is ignored, then a document can be represented as a term 

vector, where each term is a component (attribute) of the vector and the value of each 

component is the number of times the corresponding term occurs in the document. This 

representation of a collection of documents is often called a document-term matrix. 

 

 

 

 

 

 

 

 

 

 

 
 

(a) Record Data     (b) Transction Data 

 

 

 

 

 
 

(c) Data matrix      (d)  Document-term matrix. 
 

Figure 1.20. Variations of record data. 

 

2. Graph-based data:  A graph can sometimes be a convenient and powerful representation 

for data. We consider two specific cases: (1) the graph captures relationships among data 

objects and (2) the data objects themselves are represented as graphs. As examples of cases 
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in which a graph is used to represent data, we have: World Wide Web links, molecular 

Structures. 

 

 

 

 

 

 

 

 

 

 

 
 

 

(a) Linked Web pages.         (b) Benzene molecule. 
 

Figure 1.21. Different variations of graph data. (Source: [Pang-Ning et al., 2013]) 
 

 

3. Ordered Data: For some types of data, the attributes have relationships that involve order 

in time or space. Different types of ordered data are described next and are shown in 

Figure 1.22. 

a. Sequential Data: called also temporal data, is an extension of record data, where each 

record has a time associated with it. For instance, a retail transaction data set that also 

stores the time at which the transaction took place. This time information makes it possible 

to find patterns such as "candy sales peak before Halloween." [Domingos and Hulten, 2000]  

 

 

 

 

 

 

 

 

 

 

 
 

(a) Sequential transaction data               (b) Genomic sequence data 
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(a) Temperature time series                  (d) Spatial temperature data 

 

Figure 1.22.  Different variations of ordered data 

 

b. Sequence Data:  Sequence data consists of a data set that is a sequence of individual 

entities, such as a sequence of words in a sentence or letters in a word. It is quite similar to 

sequential data, except that there are no time stamps; instead, there are positions in an 

ordered sequence. For example, the genetic information of plants and animals can be 

represented in the form of sequences of nucleotides (genes). Many of the problems 

associated with genetic sequence data involve predicting similarities in the structure and 

function of genes from similarities in nucleotide sequences. Figure 1.22(b) shows a section 

of the human genetic code expressed using the four nucleotides from which all DNA is 

constructed: A, T, G, and C. [Domingos and Hulten, 2000] 
 

c. Time Series Data: Time series data is a special type of sequential data in which each 

record is a time series, i.e., a series of measurements taken over time. For example, Figure 

1.22(c), shows a time series of the average monthly temperature for Minneapolis during 

the years 1982 to 1994. When working with temporal data, it is important to consider 

temporal autocorrelation; i.e., if two measurements are close in time, then the values of 

those measurements are often very similar. 
 

d. Spatial Data: Some objects have spatial attributes, such as positions or areas, as well 

as other types of attributes. An example of spatial data is weather data (precipitation, 

temperature, pressure) that is collected for a variety of geographical locations. An 

important aspect of spatial data is spatial autocorrelation; i.e., objects that are physically 

close tend to be similar in other ways as well. Thus, two points on the Earth that are close 

to each other usually have similar values for temperature and rainfall. For instance, Earth 

science data sets record the temperature or pressure measured at points (grid cells) on 

latitude-longitude spherical grids of various resolutions, e.g., 1° by 1°. (See figure 1.22(d).)  
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1.15. Major Vendors and Products 

One research conclusion is shared by various analysts: the data mining market is the fastest 

growing business intelligence component (reporting, OLAP, packaged data marts, and so on). 

Data mining currently represents about 15% of the business intelligence market. It is evolving 

from transitional horizontal packages toward embedded data mining applications, integrated 

with CRM, ERP, or other business applications. In fact, there are hundreds of data mining 

product and consulting companies. KDNuggets (kdnuggets.com) has an extended list of most 

of these companies and their products in the data mining field. Here we list a few the major 

data mining product companies. [Han et al., 2002] 
 

1. SAS:  SAS is probably the largest data mining product vendor in terms of the market share. 

SAS has been in the statistics field for decades. SAS Base contains a very rich set of 

statistical functions that can be used for all sorts of data analysis. It also has a powerful 

script language called SAS Script. SAS Enterprise Miner was introduced in 1997. It 

provides the user with a graphical flow environment for model building, and it has a set of 

popular data mining algorithms, including decision trees, neural network, regression, 

association, and so on. It also supports text mining. 
 

2. SPSS:  SPSS is another major statistics company. It has a number of data mining products 

including SPSS base and Answer Tree (decision trees). SPSS acquired a British company 

ISL in late 1998 and inherited the Clementine data mining package. Clementine was one of 

the first companies to introduce the data mining flow concept, allowing users to clean data, 

transform data, and train models in the same workflow environment. Clementine also has 

tools to manage data mining project cycle. 
 

3. IBM:  IBM has a data mining product called Intelligent Miner, developed by an IBM 

German subsidiary. Intelligent Miner contains a set of algorithms and visualization tools. 

Intelligent Miner exports mining models in Predictive Modeling Markup Language 

(PMML), which was defined by the Data Mining Group (DMG), an industry organization. 

PMML documents are Extensible Markup Language (XML) files containing the 

descriptions of model patterns and statistics of training dataset. These files can be loaded 

by DB2 database for prediction purpose. 
 

4. Microsoft Corporation: Microsoft was the first major database vendor to include data 

mining features in a relational database. SQL Server 2000, released in September 2000, 

contains two patented data mining algorithms: Microsoft Decision Trees and Microsoft 

Clustering. Apart from these algorithms, the most important data mining feature is the 

implementation of OLE DB for Data Mining. OLE DB for Data Mining is an industry 

standard that defines a SQL-style data mining language and a set of schema rowsets 

targeted at database developers. This API makes it very easy to embed data mining 

components, especially prediction features, into user applications.  
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5. Oracle: Oracle 9i shipped in 2000, containing a couple of data mining algorithms based on 

association and Naïve Bayes. Oracle 10g includes many more data mining tools and 

algorithms. Oracle also incorporated the Java Data Mining API, which is a Java package 

for data mining tasks. 
 

6. Angoss:  Angoss’ KnowledgeSTUDIO is a data mining tool that includes the power to 

build decision trees, cluster analysis, and several predictive models, allowing users to mine 

and understand their data from many different perspectives. It includes powerful data 

visualization tools to support and explain the discoveries. Angoss also has a set of content 

viewer controls, which work with data mining algorithms in SQL Server 2000. Its 

algorithms can also be plugged into the SQL Server platform. 
 

7. KXEN:  KXEN is a data mining software provider based in France. It has a number of data 

mining algorithms, including SVM, regression, time series, segmentation, and so forth. It 

also provides data mining solutions for OLAP cubes. It developed an Excel add-in that 

allows users to do data mining in a familiar Excel environment. 

 

1.16. Text Mining, Web Mining, XML Mining: New applications of Data Mining 

Sometimes, the processed data are note numerical or categorical data as it is the case for data 

mining, but unstructured or structured text. We talk in this case about new extensions or 

applications of data mining which are: Text Mining, Web Mining, XML Mining, and Web 

Log Mining. The essential difference between all these types of mining is the type and the 

source of processed data. 

 

1.16.1. Text Mining: text mining refers to data mining using text documents as source of data. 

Most text mining tasks use information retrieval IR methods to pre-process text documents. 

These methods are quite different from traditional data pre-processing methods used for 

relational tables. Text mining is useful for many topics such as: [Feldman and Singer, 2007, 

Weiss et al., 2010] 

� Text categorization and clustering. 

� Named entity extraction. 

� Entity relation modeling. 

� Sentiment analysis. 
 

Among the major applications of text mining, we can note the following: 

- Biomedical data mining 

- Media monitoring 

- Marketing 
 

1.16.2. Web Mining: one of the applications of data mining techniques. It can be defined as 

the discovery and analysis of useful information from the World Wide Web. This describe 

three topics:  [Chakrabarti, 2003, Scime, 2005, Zhang et al., 2007] 
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� Web content mining: explores the data contained in related sites in order to provide 

better resources for visitors (related to the field of text mining). 

� Web usage mining: determines the navigation patterns of users on a site using the log 

files of web. This can help in modeling and optimization of web site. 

� Web structure mining: examines the link hierarchy (structure) of a web in order to 

improve navigation (e.g. Google Page Rank). 
 

1.16.3. XML Mining: becomes one of the most important applications of data mining. 

Oriented to structured and semi-structured texts such as XML documents. Because of the 

particularity of XML documents as well as the specificity of their structure, this new 

discipline requires the development of new approaches and tools which should be more 

appropriate to satisfy the needs of new formats of data. 

 

1.17. Future perspectives in Data Mining 

Data mining is relatively young compared to database technology. It is still considered a niche 

and emerging market. One of the reasons for this designation is that most of the data mining 

packages are targeted toward statisticians or data miners. Application developers find it too 

challenging to master these technologies. More recently, a number of data mining vendors, 

including Microsoft, realized this and initialized data mining APIs that are directed toward the 

developer communities. We believe that in the next few years there will be more and more 

developers who will be able to build mining models, and as a consequence a large number of 

applications will include data mining features. We foresee the following perspectives in data 

mining field over the next few years: [Smyth, 2001, Dunham,  2002, Han et al., 2002] 
 

1. Embedded data mining: More and more business applications will include data mining 

features, such as the prediction feature, for added value. For example, a business 

application will allow users to forecast product sales. Online retailers will recommend 

products to customers for cross-selling purposes. This will be due to the fact that industrial 

data mining APIs, such as OLE DB for Data Mining, enable database and application 

developers to use data mining features and embed them in a line of business applications. 

Embedded data mining will increase the overall size of data mining market. 
 

2. Data mining packages for vertical applications: Data mining is becoming popular as 

major database vendors add it to their database management system (DBMS) packages. 

Today, data mining can be applied to almost every sector, in finance, insurance, and 

telecom. Therefore, there is a growing need for specialized data mining techniques to solve 

business problems in many vertical sectors. For example, in the health care field, we need 

special data mining techniques to analyze DNA sequences. In network security 

applications, we need real time training algorithms to detect network intrusion. We need 

also nontraditional data mining techniques to analyze the unstructured data in the World 

Wide Web. Text mining is yet another vertical sector to which we need to apply data 

mining. So, traditional horizontal data mining packages are too general to solve these 
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problems. We foresee there will be more new data mining packages specialized for these 

vertical sectors. 
 

3. Products consolidation: Hundreds of software vendors are providing horizontal data 

mining packages. Many packages include only one or two algorithms. The data mining 

market is still very fragmented. Just as with other software sectors, consolidation is 

inevitable. Small vendors will find more competitive pressure in the horizontal market, 

especially when major database vendors add data mining features to DBMSs. 
 

4. PMML: Although big vendors, such as Microsoft, Oracle, IBM, and SAS, are competing 

on various data mining APIs, they are all member of the same club: the DMG (Data 

Mining Group). They all support PMML as the model persistence format. PMML offers 

many advantages in terms of model exchange and model deployment. Because it is an 

XML document, it is also editable by advanced users. PMML will become more popular in 

the near future. 

 

1.18. Summary 

In this chapter, we have presented an extended introduction to data mining. In fact, we have 

presented the basics of data mining. The principle idea behind data mining is not very 

complex; it is about discovering hidden patterns from historical datasets and applying these 

patterns for predictions. There are a handful of data mining tasks, including: classification, 

clustering, regression, association, forecasting, fraud detection, and visualization. These tasks 

cover hundreds of business scenarios. After this short overview on data mining, we can say 

that we have learned the basic concepts of the set of data mining techniques and the typical 

life cycle of a data mining project. 

The chapter also told us about the current data mining market and major product vendors. We 

learned about the trends for data mining over the next few years. 
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2.1. Introduction 

The analysis and the treatment of textual information became a major stake with the explosion of the 

Web, because most accessible information is textual (electronic libraries, HTML pages, forums of 

discussion, etc.). Besides, it is not sufficient to analyze, but also to extract hidden and useful 

information in these data: "It is not sufficient to read lines of texts anymore but also to read what is 

written between these lines". [Song et al., 2009] 

The extraction of Knowledge from Data (Knowledge Data Discovery KDD) designates the global 

process of knowledge discovery that permits to pass from raw data to knowledge, whereas the 

extraction of knowledge from text (often named text mining) is only a stage of the KDD during what a 

model is constructed.  

The extraction of knowledge from data (often named" dated mining") is the exploration and the 

analysis of big quantities of data in order to discover implicit information there. This information can 

be of different nature, for example one will search for rules of association, one classification or a 

segmentation of population. [Berry and Kogan, 2010] 

There is also a branch of the extraction of knowledge from data that focalize on the analysis of free 

texts: the extraction of knowledge from textual data or" text mining ".  This branch aims to facilitate 

the extraction of knowledge “hidden" in documents. This domain of research can refer to some 

techniques of linguistic processing, data mining, machine learning, and of statistics. 

In this chapter, we try to discover this interesting field of research by presenting its definition, domains 

of application, tools and techniques used in it, different tasks and phases, others. 
 

2.2. Some definitions of Text Mining 

Several definitions are given here. In this section we present the most popular among them.  

• Text mining is used to extract information from free form text data such as that in claim 

description fields. [Grivel, 2007] 

• Text mining refers to a collection of methods used to find patterns and create intelligence from 

unstructured text data.  [Witten, 2004] 

• The extraction of implicit, previously unknown and potentially useful information from a large 

amount of textual resources. [Paulheim et al., 2014] 

• Text Mining is a knowledge-intensive process in which a user interacts with a document collection 

over time by using a suite of analysis tools [Feldman and Sanger, 2007]. 

• In a manner analogous to data mining, text mining seeks to extract useful information from data 

sources through the identification and exploration of interesting patterns. But In the case of text 

mining, however, the data sources are document collections, and interesting patterns are found not 

among formalized database records but in the unstructured textual data in the documents in these 

collections. [Feldman and Sanger, 2007] 
 

2.3. Data Mining Vs Text Mining 

The concept of data mining refers to finding valuable patterns from large volumes of highly structured 

data necessitating extensive preparation. Data mining methods learn from samples of past experience 

and their data will be in numerical form. [Weiss et al., 2010] 

The “text miners” do not expect an orderly series of numbers. They look at collections of documents, 

where the contents are readable and their meaning is obvious. 
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So, the first distinction between data and text mining is: numbers vs. text. But both are based on 

samples of past examples. The composition of the examples is very different, yet many of the learning 

methods are similar. And for text mining, the text will be processed and transformed into a numerical 

representation. [Weiss et al., 2010] 
 

2.4. Structured and unstructured data 

1. Structured data:  If data can be described by a spreadsheet with its tabular format, then the 

problem is highly structured. So, structured data are characterized by: 

• Loadable into spreadsheet 

- Rows and columns 

- Data is consistent, uniform 

- Each cell filled, or could be filled 

- A completed row is a complete example of past experience. 

- A column is an example of one pattern (measurement/attribute). 

• Data mining friendly 

• Structured data include :  

� data base 

� Data warehouse,  … 
 

Gender BP Weight Code 

M 175 65 3 

F 141 72 1 

… … … … 

F 160 59 2 

 

Figure. 2.1 A spreadsheet example of medical data (Systolic disease) 

 

2. Unstructured data (documents)  

A text document may be seen, from many perspectives, as a structured object. From a linguistic 

perspective, a document demonstrates a rich amount of semantic and syntactical structure which is 

implicit and hidden in its textual content. In addition, typographical elements such as punctuation 

marks, capitalization, numeric, and special characters - particularly when coupled with layout artifacts 

such as: white spacing, carriage returns, underlining, asterisks, tables, columns, and so on – can often 

serve as a kind of “soft markup” language, providing clues to help identify important document 

subcomponents such as paragraphs, titles, publication dates, author names, table records, headers, and 

footnotes. Word sequence may also be a structurally meaningful dimension to a document. At the 

other end of the “unstructured” spectrum, some text documents, like those generated from a 

WYSIWYG HTML editor, actually possess from their inception more overt types of embedded 

metadata in the form of formalized markup tags. For this purpose, we can distinguish two levels of 

unstructured data or documents [Feldman and Sanger, 2007] 
 

a. Weakly structured documents:  documents that have relatively little in the way of strong 

typographical, layout, or markup indicators to denote structure are sometimes referred to as free 

format or weakly structured documents. Under this category of documents, we can note: 

- Scientific research papers. 

- Business reports. 
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- Legal memoranda. 

- News Stories. 

- Technical documents. 

- Corporate documents. 

- Books 

- Customer complaint letters. 
 

b. Semi-structured data: On the other hand, documents with extensive and consistent format 

elements in which field-type metadata can be more easily inferred – such as: 

- Email 

- HTML web pages 

- PDF files 

- Word processing files with heavy document templating or style-sheet constraints. 
 

2.5. Why Text Mining? Motivation 

• The large volume of data !! (> 1.8 zettabytes (1.8 trillion GB)) 

• Most of the world’s data is unstructured. 

Approximately 90% of the world’s data is held in unstructured formats. 
 

 

 

 

 

 

 

 

 

Figure 2.2. Proportion of structured and unstructured data  
(source: Oracle Corporation) 

 

• Structured data often misses elements critical to predictive modeling. 

• Leveraging text should improve decisions and predictions. 

• Text mining is gaining momentum. 

- Sentiment Analysis (twitter, facebook) 

- Predicting  stock market 

- Predicting churn 

- Customer influence 

- Customer Service and Help Desk 
 

2.6. Where Text Mining can be placed? 

Text mining is a new field issued from data mining. But its techniques and algorithms existed for many 

years ago. The most of them are derived from old disciplines such as: statistics, machine learning, 

databases, library and information sciences, natural language processing NLP, information retrieval, 

and recently data mining. The figure bellow shows clearly where text mining can be placed.  
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Figure 2.3. Origins of text mining  

 

2.7. Why Text Mining is hard? Major difficulties 

We have seen that data mining techniques are applied on highly structured data, subject to a very 

valuable preparation phase. This can influence positively on the good conduct of these techniques and 

their efficiency, as well as the quality of expected results. On the other hand, text mining techniques 

are applied on free texts, not or few structured, with a possibly obscure meaning. In addition, these 

texts can be written in different languages and represented by various encodings (ASCII, UNICODE, 

UTF, etc), without forgetting the format in which a text is saved (.Doc, .Xls, .Pdf, .HTML, .XML, etc). 

All of these elements and others can be a source of huge problems for users of text mining techniques. 

In the following section, we present some of these difficulties: [Abbott, 2013] 

 

1. Language is ambiguous 

• Context is needed to clarify 

Example 2.1:  language ambiguity. 

“john saw the man in the park with the telescope.” 

To whom does the telescope belongs? John? The park? The man in the park? 

(Depending upon the use of the prepositional phrase “with the telescope”) 

 

• The same words can mean different things (homographs) 

Example 2.2:  Homograph problem 

Bear (verb)-to support or carry 

Bear (noun)-a large animal 

More subtly, sentences that no human would judge ambiguous can cause problems to computer. 
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2. Concept/word extraction usually results in huge number of dimensions 

• Thousands of new fields. 

• Each field typically has low information content (sparse). 
 

3. Misspellings, abbreviations, spelling variants. 

4. Homonymy: same words having different meaning. 

 

Example 2.3: Problem of homonymy 

    - Mary walked along the bank of the river (bank: a river margin).  

- Harbor Bank is the richest bank in the city (refers to a financial institution) 

5. Synonymy: synonyms are different words having similar or same meaning; can substitute one word 

for the other without changing the meaning of the sentence substantively. Synonyms can have 

differing connotations: 

 

Example 2.4: Problem of synonymy 

a. Miss Nelson became a kind of big sister to Benjamin. 

b. Miss Nelson became a kind of large sister to Benjamin. 

 

6. Polysemy: same word or form, but different, albeit related meaning 

 

Example 2.5:  Problem of polysemy. 

- The bank raised its interest rates yesterday (a financial institution). 

- The store is next to the newly constructed bank. 

- The bank appeared first in Italy in the renaissance. 

7. Hyponymy: concept hierarchy or subclass (subordinates) 

 

Example 2.6:  Problem of hyponymy 

- Animal (noun):  Dog, Cat, … 

 

2.8. Text Mining Applications 

In this section we present some areas where text mining methods are used and can work very well. 
 

2.9.3. Document classification: This is among the most widely studied and applied methods and 

applications of data mining. Given a sample of past experience and correct answers for each example, 

the objective is to find the correct answers for new examples. It’s a kind of supervised classification or 

also called categorization. The same concept can be extended to data that do not have clearly labeled 

answers. Our task in this case would be to organize the data in such a way that we can make up labels 

or answers and expect these to hold in the future. This process is referred to as unsupervised 

classification or clustering. Although similarity between documents is an essential ingredient in 

organizing unlabeled documents into distinct groups, measuring similarity of documents is an end in 

itself.  [Hayes and Weinstein, 1990, Lewis, and Ahn, 1995, Giorgetti and Sebastiani, 2003a, Giorgetti 

and Sebastiani , 2003b,] 

Originally, this type of problem was considered a form of indexing, much like the index of a book. As 

more and more documents have become available online, the applicability of this task has broadened. 

Some of the more obvious tasks are related to e-mail: for example, automatically forwarding e-mail to 

the appropriate company department or detecting spam mail. 
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Figure 2.4 Text categorization 

 

Figure 2.4 illustrates the document classification application. Documents are organized into folders, 

one folder for each topic. A new document is presented, and the objective is to place this document in 

the appropriate folders. For example, we might have a folder for household or financial documents and 

we want to add new documents to the correct folder. The application is almost always binary 

classification because a document can usually appear in multiple folders. 

 

2.9.4. Information retrieval: Information retrieval is the topic most commonly associated with online 

documents. What is more fundamental to browsing the Internet than a search engine? The general task 

of information retrieval is illustrated in Fig. 2.5. A collection of documents is obtained, we give clues 

as to the documents that we want to retrieve from the collection, and then documents matching the 

clues are presented as answers to our query. The clues are words that help identify the relevant stored 

documents. In a typical instance of invoking a search engine, a few words are presented, and these 

words are matched to the stored documents. The best matches are presented as the responses. The 

process can be generalized to a document matcher, where instead of  few words, a complete document 

is presented as a set of clues. The input document is then matched to all stored documents, retrieving 

the best-matched documents. A basic concept for information retrieval is measuring similarity: a 

comparison is made between two documents, measuring how similar the documents are. For 

comparison, even a small set of words input into a search engine can be considered as a document that 

can be matched to others. From one perspective, measuring similarity is related to predictive methods 

for learning and classification that are called nearest-neighbor methods. [Luhn, 1959, Maron and 

Kuhns, 1960, Salton, 64, Salton, 65, Salton, 71, Feldman and Hirsh, 1996a, Feldman and Hirsh, 1996b, 

Manning et al., 2008] 
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Fig. 1.5 Retrieving matched documents 
 

Figure 2.5. Information retrieval system 

 

2.9.5. Clustering and organizing documents: For text categorization, we saw that the objective was 

to place new documents into Known folders created by someone who knew the expected topics. What 

if we have a collection of documents with no known structure? For example, a company may have a 

help desk that receives and records calls by users of their products. The company might want to learn 

about the categories and types of complaints. [Jardine and Rijsbergen, 1971] 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

Figure. 2.6 Organizing documents into groups (clusters) 

 

The general objective is illustrated in Figure 2.6. Given a collection of documents, find a set of folders 

such that each holds similar documents. The clustering process is equivalent to assigning the labels 

needed for text categorization. Because there are many ways to cluster documents, it is not quite as 
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powerful a process as assigning answers (i.e., known correct labels) to documents. Still, clustering can 

be insightful. In the help-desk example, a computer company might find that the largest cluster of 

complaints is for networking problems. It might also identify an unexpected type of problem, 

documents indicating many calls for help, for which they do not have a good solution. 
 

2.9.6. Information extraction: Data mining expects highly structured data, and text is naturally 

unstructured. To make text structured, we have employed a very shallow representation that measures 

the simple occurrence of words. Information extraction is a subfield of text mining that attempts to 

move text into an equal footing with the structured world of data mining. The objective is to take an 

unstructured document and automatically fill in the values of a spreadsheet. For example, we may 

examine documents about companies and extract the sales volumes and industry codes from text that 

has not been structured for storage in a database. The attribute that is measured will not have a fixed 

position in the text and may not be described in the same way in different documents. In terms of our 

spreadsheet model of data, the columns are not just words but can be higher-level concepts that are 

found by the information extraction process. This process is equivalent to populating a database table. 

Once the process is completed, the usual learning methods can be applied to the spreadsheet. [Cowie 

and Lehnert, 1996, Grishman, 1997, Feldman et al., 1998] 

 
 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1.7 Extracting information from a document 

 

 

 
 

Figure 2.7 Extracting information from a document. 

 

2.10. Architecture of text mining systems 

2.10.1. General architecture 

At an abstract level, a text mining system takes in input (raw documents) and generates various types 

of output (e.g., patterns, maps of connections, trends). [Brachman and Anand, 1996] 
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Figure 2.8. Simple input–output model for text mining. 

 

2.10.2. Functional Architecture 

On a functional level, text mining systems follow the general model provided by some classic data 

mining applications and are thus roughly divisible into four main areas: [Feldman and Sanger, 2007] 

a. Preprocessing tasks.  

b. Core mining operations. 

c. Presentation layer components and browsing functionality. 

d. Refinement techniques. 
 

a). Preprocessing Tasks:  include all those routines, processes, and methods required to prepare data 

for a text mining system’s core knowledge discovery operations. These tasks typically center on data 

source preprocessing and categorization activities. Preprocessing tasks generally convert the 

information from each original data source into a canonical format before applying various types of 

feature extraction methods against these documents to create a new collection of documents fully 

represented by concepts.  
 

b). Core Mining Operations: represent the heart of a text mining systems and include: pattern 

discovery, trend analysis, and incremental knowledge discovery algorithms. Among the commonly 

used patterns for knowledge discovery in textual data are distributions (and proportions), frequent and 

near frequent concept sets, and associations. Core mining operations can also concern themselves with 

comparisons between some of these patterns. Advanced or domain-oriented text mining systems, or 

both, can also augment the quality of their various operations by leveraging background knowledge 

sources.  
 

c). Presentation Layer Components:  include GUI and pattern browsing functionality as well as 

access to the query language. Visualization tools and user-facing query editors and optimizers also fall 

under this architectural category. Presentation layer components may include character-based or 

graphical tools for creating or modifying concept clusters as well as for creating annotated profiles for 

specific concepts or patterns. 
 

d). Refinement Techniques: at their simplest, include methods that filter redundant information and 

cluster closely related data but may grow, in a given text mining system, to represent a full, 
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comprehensive suite of suppression, ordering, pruning, generalization, and clustering approaches 

aimed at discovery optimization. These techniques have also been described as post processing. 

Preprocessing tasks and core mining operations are the two most critical areas for any text mining 

system and typically describe serial processes within a generalized view of text mining system 

architecture. 

 

 

 

 

 

 

 

 

 
 

Figure 2.9. High-level text mining functional architecture. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2.10. System architecture for an advanced or domain-oriented text mining system with background 

knowledge base. 
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2.11. Text Mining process step by step 

Text mining process is constituted of many tasks as it is described in the following figure: [Paulheim et 

al, 2014] 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2.11. Description of text mining process 
 

2.11.1. Collecting documents 

The first step in text mining is to collect the relevant documents which may already be given or they 

may be part of the problem description. For example, the web pages on the internet for a retrieval 

application. If the documents are ready, the main issue is to cleanse the samples and ensure that they 

are of high quality. Sometimes, the documents may be obtained from document warehouses or 

databases. In this case, it is reasonable to expect that data cleansing was done before deposit and we 

can be confident in the quality of the documents. In some other applications, one may need to have a 

data collection process. For instance, for a Web application comprising a number of autonomous Web 

sites, one may deploy a software tool such as a Web crawler that collects the documents. Sometimes 

the set of documents can be extremely large and data-sampling techniques can be used to select a 

manageable set of relevant documents. These sampling techniques will depend on the application. The 

documents may also be more recent, more useful and have a higher relevance. For research and 

development of text-mining techniques, more generic data may be necessary. This is usually called a 

corpus. In this field, many collections of documents or corpora are used as it’s shown in table 2.1. 

 

 

 

 

 

 



 Chapter 2 Fundamentals of Text Mining 

 
53 

 

Table 2.1. The most known document collections used in text mining field 

The name of 

the Collection  

Designation Language Source Size Date 

RCV Reuters news stories English Reuters Agency 806.791 
docs 

1987 

20NewsGroup  English  11.314 
docs 

 

BP Brown Corpus American 
English 

 01 million 
words 

1950s – 
1960s 

LOB Lancaster-Oslo-Bergen British 
English 

European Corpus   

PTB Penn Tree Bank English A collection of 
parsed sentences 

from the Wall 
Street journal 

 1970s – 
1980s 

TREC Text Retrieval and 
Evaluation Conferences 

English Selections from: 
Wall Street journal, 
New York Times, 

Ziff-Davis 
Publications, the 
federal register, 

others 

  

CPEF The proceedings of the 
Canadian parliament in 
Parallel English-French 

translations 

English    

GP Gutenberg Project English    

Reuters-21578 
Dist 1.0 

Collections of Reuters 
Stories 

English University of 
Pennsylvania, USA 

 1987, 
1996 

LDC Linguistic Data 
Consortium 

English    

ICAME The International 
Computer Archive of 
Modern and Medieval 

English 

English Bergen, Norway   

TEI The Text Encoding 
Initiative 

English    

MEDLINE  English National Institutes 
of Health 

  

PUBMED The National Library of 
Medicine’s online 

repository of citation-
related information for 

biomedical research papers 

English National Center for 
Biotechnology 

Information 
(NCBI)- the U.S. 

National Institutes 
of Health (NIH) 

12 
millions 
papers 

 

 

Another resource to consider is the World Wide Web WWW itself. Web crawlers can build collections 

of pages from a particular site such as yahoo, or from the archives of USENET news groups. The main 

problem with this approach of document collections is the data may be of dubious quality and require 

extensive cleansing before use. Finally, institutions such as government agencies and corporations 

often have large document collections. Corporate collections are usually not available outside the 

corporation, but government collections often are.  
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2.11.2. Text Preprocessing tasks 

Include all those routines, processes, and methods required to prepare data for a text mining system’s 

core knowledge discovery operations. These tasks typically center on data source preprocessing and 

categorization activities. Preprocessing tasks generally convert the information from each original data 

source into a canonical format before applying various types of feature extraction methods against 

these documents to create a new collection of documents fully represented by concepts. A large variety 

of preprocessing tasks must be done before applying any predictive methods on the document, among 

these tasks: [Weiss et al., 2010] 
 

2.11.2.1. Document Standardization: The collected documents are often in a variety of formats 

such as: word document, ASCII format, PDF format and others. Clearly if we are to process all the 

documents, it’s helpful to convert them to a standard format. The computer science community has 

adopted XML (Extensible Markup Language) as a standard format. The main advantage of 

standardizing the data is that the mining tools can be applied without having to consider the original 

format of the document. 
 

2.11.2.2. Tokenization: Prior to more sophisticated processing, the continuous character stream 

must be segmented into meaningful constituents. This can occur at several different levels. For 

example, documents can be segmented into chapters, sections, paragraphs, sentences, words, n-grams, 

characters and even syllables or phonemes. The approach most frequently found in text mining 

systems involves breaking the text into sentences, words and n-grams, which is called tokenization. 

The main challenge in identifying sentence boundaries especially in the English language is 

distinguishing between a period that signals the end of a sentence and a period that is part of a previous 

token like: Mr., Dr., O’Malley, 555-1212, and so on. Some languages do not have white space as 

delimiter such as: Chinese, Japanese, Korean; German. It is common for the tokenizer also to extract 

token features which are usually simple categorical functions about the tokens describing some 

superficial property of the sequence of characters that make up the token. Among these features are: 

types of capitalization, inclusion of digits, punctuation, special characters, and so on.  
 

2.11.2.3. Simple Syntactic Analysis: Comprise several small tasks, such as: 

1. Text Cleanup: consists in removing useless characters, such as: 

� Punctuation (“.”, “,”, “;”, “?”, “!”, “:”) 

� HTML tags (<HTML>, </HTML>, <HEAD>, </HEAD>, <BODY>, </BODY>, <TITLE>, 

</TITLE>, <AUTHOR>, </AUTHOR>, etc. 

2. Normalize case: Make all lower case if don’t care about proper nouns, titles, etc. 

(e.g., “TO BE or do NOT be” � “to be or do not be”) 

3. Clean up transcription and typing errors: (e.g., do n’t,  movei,...) 
 

4. Correct misspelled words:  

- Phonetically:  Use fuzzy matching algorithms such Soundex, Metaphone, or string-edit 

distance. 

- Dictionaries: Use POS and context to make good guess 

5. Stop words removal:  Many of the most frequently used words in English are likely to be useless 

for text mining, these words are called stop words. (Ex: the, of, and, to, an, is, that, but, by, for, 

such, etc). Typically a text contains about 400 to 500 different stop words, for an application, an 

additional domain specific stop words list may be constructed. We note also that stop words are 

very common and rarely provide useful information for information extraction or concept 

extraction. 
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Advantages of stop words removal 

• Reduce data set size: because stop words account for 20-30% of total word counts. 

• Improve efficiency and effectiveness of predictive algorithms.  

• Stop words may confuse the mining algorithm. 

• Just like irrelevant features in standard data mining 

 

2.11.2.4. Advanced Linguistic Analysis 

a. Part Of Speech (POS) tagging 

Once a text has been segmented into tokens and sentences, the next step depends on what is to be done 

with the text. If no further linguistic analysis is necessary, one might proceed directly to feature 

generation, in which the features will be obtained directly from the tokens. However, if the goal is 

more specific, say recognizing names of people, places, titles and organizations, it is usually desirable 

to perform additional linguistic analyses of the text and extract more sophisticated features. Toward 

this end, the next logical step is to determine the part of speech (POS) of each token [Maltese and 

Mancini, 1991, Kupiec, 1992, Weiss et al., 2010]. 

POS tagging is the annotation of words with the appropriate POS tags based on the context in which 

they appear. POS tags divide words into categories based on the role they play in the sentence in which 

they appear. POS tags provide information about the semantic content of a word. Nouns usually denote 

“tangible and intangible things,” whereas prepositions express relationships between “things”.  Most 

POS tag sets make use of the same basic categories. The most common set of tags contains seven 

different tags (Article, Noun, Verb, Adjective, Preposition, Number, and Proper Noun). Some systems 

contain a much more elaborate set of tags [Schutze, 1993, Brill, 1995, Feldman and Sanger, 2007]. For 

example: Penn Tree Bank contains 36 tags, the complete Brown Corpus tag set has no less than 87 

basic tags. As summary, pos tagging or:  

� Recognizing names of people, places, organizations, titles. 

� Finding the structure of a sentence and parsing it according to grammar. 

� Determine word classes and syntactic function of each word. 

Examples:      “John (noun) gave (verb) the (det) ball (noun)”. 

           “That (det) man (noun) read (verb) this (det) book (noun)” 

 

 

 

 

 

 

 

 

 

Figure 2.12. POS tagging of sentence words 
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Sometimes, multiple results are possible, and thus language is ambiguous! 

 

 

 

 

 

 

 

Figure 2.13. Multiple POS tagging for the same sentence 

 

Table 2.2 represents one of the most known set of categories which is the Penn Tree Bank 

constructed from the Wall Street journal. [Charniak, 1997, Ratnaparkhi, 1999, Chiang, 2000] 

 

Table 2.2 Some categories in the Penn tree bank POS set (source: [Weiss et al., 2010]) 
 

Tag Description Tag Description 

CC 

CD 

DT 

EX 

FW 

IN 

JJ 

VB 

VBD 

VBG 

VBN 

VBP 

Coordinating conjunction 

Cardinal number 

Determiner 

Existential there 

Foreign word 

Preposition/subordinating conjunction 

Adjective 

Verb, base form 

Verb, past tense 

Verb, gerund or present participle 

Verb, past participle 

Verb, non-3rd person singular present 

NN 

NNS 

NNP 

NNPS 

POS 

PRP 

RB 

RBR 

RP 

VBZ 

WDT 

WP 

Noun, singular or mass 

Noun, plural 

Proper noun, singular 

Proper noun, plural 

Possessive ending 

Personal pronoun 

Adverb 

Adverb, comparative 

Particle 

Verb, 3rd pers singular present 

Wh-determiner 

Wh-Pronoun 

 

Dictionaries showing (word, POS) correspondence can be useful but are not sufficient. All dictionaries 

have gaps, but even for words found in the dictionary, several parts of speech are usually possible. For 

example, the word “bore” could be a noun, a present tense verb, or a past tense verb. The goal of POS 

tagging is to determine which of these possibilities is realized in a particular text instance. Although it 

is possible, in principle, to manually construct a part-of-speech tagger, the most successful systems are 

generated automatically by machine-learning algorithms from annotated corpora. Almost all POS 

taggers have been trained on the Wall Street Journal corpus available from LDC (Linguistic Data 

Corporation, www.ldc.upenn.edu) because it is the most easily available large annotated corpus. 
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Example 2.7: Example of Brill Tagging [Brill, 1995, Ratnaparkhi , 1995, Abbott, 2013] 

 

 

 
 

Figure 2.14. Text before POS tagging. 

 

 

 

 

 

Figure 2.15. Text after POS tagging. 

Example 2.8: Example of stochastic tagging 
 

1) Secretariat   is  expected  to  race  tomorrow 

          (NNP)                    (VBZ)  (VBN)          (TO)  (VB)    (NR)  
 

2) Secretariat    is  expected    to    race      tomorrow 

          (NNP)              (VBZ)    (VBN)  (TO)     ( NN)        (NR)  
 

P(NN|race) = 0.00047 

P(VB|race) = 0.83 � “race” is most likely a verb 
 

Characteristics of POS tagging 

1.  ≈ 89% of English words have only one part of speech (unambiguous). 

� However, many common words in English are ambiguous. 

� But even the secan largely be disambiguated by rules or probabilistically 

2. Taggers can be rule-based, stochastic (training on a labeled set of words using HMMs),or a 

combination (most popular combination is the “Brill” tagger) 

 

b. Syntactical parsing 

Syntactical parsing components perform a full syntactical analysis of sentences according to a certain 

grammar theory. The basic division is between the constituency and dependency grammars. 

Constituency grammars describe the syntactical structure of sentences in terms of recursively built 

phrases – sequences of syntactically grouped elements. Most constituency grammars distinguish 

between noun phrases, verb phrases, prepositional phrases, adjective phrases, and clauses. 

Additionally, the syntactical structure of sentences includes the roles of different phrases. Thus, a noun 

phrase may be labeled as the subject of the sentence, its direct object, or the complement [Feldman and 

Sanger, 2007, Jurafsky and Martin, 2008, Indurkhya and Damerau, 2010].  

Dependency grammars, on the other hand, do not recognize the constituents as separate linguistic units 

but focus instead on the direct relations between words. A typical dependency analysis of a sentence 

consists of a labeled DAG (Dependency Analysis Graph) with words for nodes and specific 

relationships (dependencies) for edges. For instance, a subject and direct object nouns of a typical 

sentence depend on the main verb, an adjective depends on the noun it modifies, and so on. 

In this talk, Mr. Pole discussed how Target was using Predictive Analytics including 

descriptions of using potential value models, coupon models, and...yes...predicting when 

a woman is due. 

In/IN this/DT talk/NN ,/, Mr./NNP Pole/NNP discussed/ VBD how/WRB Target/NNP 

was/VBD using/VBG Predictive/NNP Analytics/NNP including/VBG 

descriptions/NNS of/IN using/VBG potential/JJ value/NN models/NNS ,/, coupon/NN 

models/NNS ,/, and...yes...predicting/VBG when/WRB a/DT woman/NN is 

/VBZdue/JJ./. 
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c. Shallow Parsing 

Standard algorithms are too expensive for use on very large corpora and are not robust enough. 

Shallow parsing compromises speed and robustness of processing by sacrificing depth of analysis. 

Instead of providing a complete analysis (a parse) of a whole sentence, shallow parsers produce only 

parts that are easy and unambiguous. Typically, small and simple noun and verb phrases are generated, 

whereas more complex clauses are not formed [Tzoukermann et al., 1997, Munoz et al., 1999, 

Punyakanok and Roth, 2000].  

Similarly, most prominent dependencies might be formed, but unclear and ambiguous ones are left 

unresolved. For the purposes of information extraction, shallow parsing is usually sufficient and 

therefore preferable to full analysis because of its far greater speed and robustness. 
 

d. Word Sense Disambiguation 

The main objective of this phase is to determine which sense a word has [Ide and Véronis, 1998]. 

English words for example, besides being ambiguous when isolated from their POS status, are also 

very often ambiguous as to their meaning or reference. If we take for example the word “bore,” one 

cannot tell without context, even after POS tagging, if the word is referring to a person (“he is a bore”) 

or a reference to a hole, as in “the bore is not large enough.” The main function of ordinary 

dictionaries is to catalog the various meanings of a word, but they are not organized for use by a 

computer program for disambiguation. One of the projects that focused on word meanings and their 

interrelationships is Wordnet, which aimed to fill in this gap. As useful as Wordnet is, by itself it does 

not provide an algorithm for selecting a particular meaning for a word in context [Weiss et al., 2010]. 

In spite of substantial work over a long period of time, there are no algorithms that can completely 

disambiguate a text. Many other objectives are expected when proceeding to this phase, notably:   
 

1. Normalize synonyms: for this end, we can use simple and large-scale catalogs such as WordNet, 

Wikipedia Surface Forms, or normalized forms extracted from titles of Wikipedia pages (e.g.,      

(United States � USA, US) 

2. Normalize pronouns: make correspondence between pronouns and the real names they replace.  

(e.g., “he” → “Nelson Mandilla” 

 

Example 2.9: Word Sense Disambiguation 

“The music of Nine Inch Nails has reportedly been used by the U.S. military as music torture to break 

down the resolve of detainees.” 

  (e.g., extracted normalization pattern:  “U.S. military” → “United States Armed Forces”) 

 

We note here that in synonym normalization, catalogs work great for common knowledge, but not so 

well for special domains � possible solution: calculation of string similarity using: [Paulheim, 2014] 

 

1. Edit distance: the  edit distance is the minimum number of edits needed to transform one string into 

the other, among the allowed edit operations we can note: 

• Insert a character into the string. 

• Delete a character from the string. 

• Replace one character with a different character. 
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Example 2.10:  Edit  distance      

       –  Levenshtein('John Smith', 'John K. Smith ') = 3 (3 inserts: (‘K’, ‘.’, ‘ ‘)) 

                               –  Levenshtein('John Smith', 'Jack Smith') = 3 (3 substitutions: (o, a), (h, c), (n, k)) 

 

2. Jaro Distance: This distance is characterized by: 

• Measures the dissimilarity of two strings. 

• Developed for name comparison in the U.S. Census. 

• Optimized for comparing person names. 

• Based on the number of common characters within a specific distance. 
 

Example 2.11: Jaro Distance 

                        P r o f . _ J o h n _ D o e 

 

 

D r . _ J o h n _ D o e 

 

3. N-gram Based Similarity: This similarity is defined as follows: 

• Measures the similarity of two strings. 

• Split string into set of trigrams: 

– e.g., “similarity” �� “sim”, “imi”,”mil”,”ila”, “lar”, .., 

• measure overlap of trigrams 

      – e.g., Jaccard overlap:      |common trigrams| OR |all trigrams| 

 

Example 2.12:  N-gram Based Similarity 

1. “Clustering similar product offers on eBay” 

2. “iPhone5 Apple”  vs.  “Apple iPhone 5” 

– Common trigrams: “iPh”, “Pho”, “hon”, “one”, “App”, “ppl”, “ple” 

– Other trigrams: “ne5”, “e5 “, “5 A”, “ Ap” (1), “le “, “e i”, “ iP”, “e 5” (2) 

– Jaccard = (common trigrams/all trigrams) = 7/15 = 0.47 

 

2.10.2.5. Lemmatization and stemming 

Once a character stream has been segmented into a sequence of tokens, the next possible step is to 

convert each of the tokens to a standard form. This is usually referred to as stemming or lemmatization 

task. Stemming is a technique that permits to find out the root/stem of a word. [Schmid, 1994, Hull, 

1996, Xu and Croft, 1998, Porter, 1980] 
 

Example 2.13: Example of stems 

 1. Words: User, users, used, using → Stem: use    

 2. Words: walking, walks, walked, walker => Stem: walk).  
 

Lemmatization consists in converting verbs to the infinitive form, and nouns into singular form.  
 

Example 2.14: Example lemmas 

(written � write), (opened � open), (computers �computer).  
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Stemming and lemmatization provide many advantages:  

� Are useful for Text Mining. 

� Improve the effectiveness of text mining methods. 

� Reduce term vector size by matching similar words (40-50%). 

� Increase the frequency of occurrence of some individual types. 

 

There exist many stemming methods: 

 

a) Lookup-based Stemming: one way to do stemming is to create a lookup table with all base form 

terms and their inflected forms (e.g., WordNet, Wiktionary, etc). 

 

Example 2.15: Lookup-based stemming 

 

Table 2.3. Lookup-based stemming 

Base Form Inflected forms 

Move moves, moved, moving 

go goes, went, gone, going 

Apple apples 

… … 

 
 

b). Rule-base stemming (affix removal stemming): this method removes affixes (suffixes or prefixes) 

from words to convert them into common stem. For example porter stemmer, use many rules to find 

the stem of a given word as it will be explained bellow:  [Dawson, 1974, Porter, 1980] 

• Removes word endings 

 – If a word ends with a consonant other than s, followed by an s, then delete s (puts → put) 

 – If a word ends in es, drop the s (uses → use) 

 – If a word ends in ing, delete the ing unless the remaining word consists only of one letter   

          or of two (reading → read) 

 – If a word ends with ed, preceded by a consonant, delete the ed unless this leaves only a   

          single letter (founded → found) 

• Transform words 

  – If a word ends with “ies” but not “eies” or “aies” then “ies” → “y” (flies → fly) 

– ... 
 

c) Inflectional stemming (lemmatization): In English, as in many other languages, words occur in 

text in more than one form. For example: “book” and “books” are two forms of the same word. Often, 

but not always, it is advantageous to eliminate this kind of variation before further processing (i.e., to 

normalize both words to the single form “book”). When the normalization is confined to regularizing 

grammatical variants such as singular/plural and present/past, the process is called “inflectional 

stemming”. In some languages, such as Spanish, morphological analysis is comparatively simple. For 

a language such as English, with many irregular word forms and non intuitive spelling, it is more 

difficult. There is no simple rule, for example, to bring together “seek” and “sought.” In other 

languages, inflections can take the form of infixing, as, in the German “angeben” (declare), for which 

the past participle is “angegeben.”. The inflectional stemmer is not expected to be perfect, it will 

correctly identify quite a significant number of stems. 
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d) Stemming to a root: The goal of this kind of stemming is to reduce word to its root form with 

no inflectional or derivational prefixes and suffixes. For example, “denormalization” is reduced to the 

stem “norm.” The end result of such aggressive stemming is to reduce the number of types in a text 

collection very drastically, thereby making distributional statistics more reliable. 

Additionally, words with the same core meaning are combined, so that a concept such as “apply” has 

only one stem, although the text may have “reapplied”, “applications”, etc. We cannot make any broad 

recommendations as to when or when not to use such stemmers because the usefulness of stemming is 

very much application dependent.  

 

2.10.3. Feature Generation and data representation 

For a problem of document categorization, the characteristic features of documents are the tokens 

(words, phrases, n-grams) they contain. So, we must perform a deep linguistic analysis on the 

documents. This allows us to extract the features that represent the most frequent tokens in the 

documents (see the algorithm bellow). The collected set of features is called features dictionary. The 

tokens of this dictionary form the basis to create a spreadsheet of numeric data corresponding to the 

document collection. Each row is a document, and each column represents a feature. Thus, a cell in the 

spreadsheet is a measurement of a feature for a document. We will soon introduce the predictive 

methods that learn from the obtained spreadsheet [Lewis, 1992, Apté et al., 1994].   

 

 

 

 

 

 

 

 

 

 

 

 

 
Algorithm. 2.1 Generating features from tokens 

 

2.10.3.1. Global dictionary vs. local Dictionary 

If a learning method can deal with the high dimensions of such vector, we use a global dictionary 

which contains a huge number of tokens extracted from the document collection. This simple model of 

data can be very effective. Sometimes we may work with a smaller dictionary. In such cases, we might 

try to reduce the size of the global dictionary by various transformations on its words. Among these 

transformations we can note: the use of a local dictionary associated to each predicted class, the 

removal of stopwords, the use of frequent words, feature selection and stemming. 

 

Input: 
     ts, all the tokens in the document collection 
     k, the number of features desired 
Output: 
     fs, a set of k features 
Initialize: 
     hs := empty hashtable 
for each tok in ts do 
   If hs contains tok then 
       i := value of tok in hs 
       increment i by 1 
   else 
      i := 1 
   endif 
      store i as value of tok in hs 
endfor 
  sk := keys in hs sorted by decreasing value 
  fs := top k keys in sk 
output fs 
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2.10.3.2. Features reduction 

One way to reduce the features of the global dictionary is to consider only words found in the class 

that we are trying to predict.  This will give us a reduced dictionary generally called a local dictionary. 

Another obvious reduction in dictionary size is to remove stop words. These are words that almost 

never have any predictive capability as we have seen in section 2.10.2.3. This task can be performed 

before the feature generation process, but it’s more effective to generate the features first, apply all the 

other transformations, and at the very last stage reject the ones that correspond to stop words. The 

word frequency can be quite useful in reducing dictionary size and sometimes improves predictive 

performance for some methods. In this case, the most frequent words are often stopwords and can be 

deleted. The remaining most frequently used words are often the important words that should remain 

in a local dictionary. The very rare words are often typos and can also be dismissed. For some learning 

methods, a local dictionary of the most frequent words, perhaps less than 200, can be surprisingly 

effective [Forman, 2003].  
 

2.10.3.3. Data representation 

In machine learning approach, it’s quite difficult to apply such learning algorithm directly on a text as 

a sequence of characters. Thus, it’s necessary to proceed to a preliminary phase consisting in the 

representation of each text by a vector of terms. Terms can be: words, phrases, or any other lexemes. 

After that, we must assign a numerical value to each term called term weight. There are many models 

to represent textual data on the spreadsheet, notably:  [Salton, 1975, Salton, 1980] 
 

a) Binary model:  The most basic model is the binary model, in which each document is treated as “a 

bag” of words or terms. Word order is not considered. Given a collection of documents D, and let 

V={t1, t2, …, t|V|} be the set of distinctive words/terms in the collection. V is called the collection 

vocabulary. A term weight wij =1 is associated with each term ti that appears in the document dj∈D. 

for the term that doesn’t appear in the document dj, the weight wij = 0. So, in the binary model, we 

simply check for the presence or the absence of word/term in the document. Thus, for a single 

document dj, the representing vector is given by:  dj = (w1j, w2j, …, w|V|j). 

For a set of documents (a collection), we obtain a matrix of ones and zeros as it’s given bellow: 

 
 Company Income Job Overseas 

D1 0 1 0 1 

D2 1 0 1 1 
D3 1 1 1 0 

D4 0 0 0 1 
Figure 2.16. A Binary model representation of a collection of Documents 

 

b) Three values model: another model to map the presence of words in a document is the three valued 

model. In this model, 0 expresses that the word didn’t occur, 1 the word occurred once, 2 the word 

occurred 2 or more times. 
 

Table 2.4 Thresholding frequencies to three values model. 

Value Description 

0 Word didn’t occur 

1 Word occurred once 

2 Word occurred 2 or more times 
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Another variant of this model involves zeroing all values below a certain threshold. That means tokens 

should have a minimum frequency before being considered of any use. This can reduce the complexity 

of the spreadsheet significantly and might be a necessity for some predictive methods. 
 

c) Term frequency model (tf): Instead of zeros or ones as entries in the cells of the spreadsheet, the 

frequency of occurrence of the word could be used. If a word occurs ten (10) times in a document, 

this count would be entered in the cell. For some learning methods, the count does give a slightly 

better result. Overall, the frequencies are helpful in prediction but add complexity to the proposed 

solutions. 
 

 Company Income Job Overseas 

D1 0 5 0 2 

D2 7 0 11 3 

D3 10 1 3 0 

D4 0 0 0 4 

Figure 2.17. term frequency model. 

 

d) Tf-idf model (Term Frequency-Inverse Document Frequency): This model is focused on the 

perceived importance of the word. The well-known tf-idf formulation has been used to achieve this 

goal. We also note that this specific frequency takes positive values. So, that we capture the 

presence or absence of the word in a document. [Salton and Buckley, 1987, Salton and Buckley, 

1988, Joachims, 1997, Joachims, 1998] 
 

    �� − ���� = ���,	 ∗ ����       (2.1) 

Where: 

Tf i, j: Frequency of the term i in the document j. 

idfi: Inverse Document Frequency of the term i. 
 

We have seen in (2.1) that the tf-idf weight assigned to word i is the term frequency tfi, j (i.e., the word 

count) modified by a scale factor for the importance of the word. The scale factor is called the Inverse 

Document Frequency idf, which is given in (2.2) and (2.3). 
 

  ���� = ��[��� ����� ������ �� ��������� �� ��� ����������
��� ������ �� ����������  ��� ��� ���� �

 ]     

(2.2) 

Thus, we can write: 

      ���� = log ( %
��&

 )        (2.3) 

Idf simply checks the number of documents containing the word i and reverses the scaling. Thus, when 

a word appears in many documents such as stop words, it is considered less important and the scale is 

lowered, perhaps near zero. When the word is relatively unique and appears in few documents, the 

scale factor has a high value and the word in this case is more important. 

Another variant of weighting models is to weight the tokens from different parts of the document 

differently. For example, the words in the subject line of a document could receive additional weight. 

An effective variant is to generate separate sets of features for each category (the set of features is 

derived only from the tokens of documents of that category) and then pool all the feature sets together. 
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All of these models of data are modest variations of the basic binary model for the presence or absence 

of words. [Manning et al., 2008] 

Although we describe data as populating a spreadsheet, we expect that most of the cells will be zero. 

Most documents contain a small subset of the dictionary’s words. For example, in the case of text 

classification, a text corpus (collection) might have thousands of word types. But, each individual 

document, however, has only a few hundred unique tokens. So, in the spreadsheet, almost all of the 

entries for that document will be zero. Rather than store all the zeros, it is better to represent the 

spreadsheet as a set of sparse vectors, where a row is represented by a list of pairs, one element of the 

pair being a column number and the other element being the corresponding nonzero feature value. By 

not storing the zeros, savings in memory can be immense. We note that all of our proposed data 

representations are consistent with such a sparse data representation. 
 

 

 

 

Figure. 2.18 Transformation of spreadsheet to sparse vectors 

 

2.10.3.4. Multiword Features 

Generally, features are associated with single words (e.g., tokens delimited by white space). There are 

cases where it helps to consider a group of words as a feature. This happens when a number of words 

are used to describe a concept that must be made into a feature. The simplest scenario is where the 

feature space is extended to include pairs of words. In this case, we can consider not only pairs of 

words, but more general multiword features. The most common example is a named entity (ex: Don 

Smith or United States of America). Unlike word pairs, the words need not necessarily be consecutive. 

Another example of a multiword feature is an adjective followed by a noun, such as “broken vase”. In 

this case, we must permit some flexibility in the distance between the adjective and noun (ex: broken 

and dirty vase). Thus, more generally, multiword features consist of x number of words occurring 

within a maximum window size of y (with y ≥ x). [Weiss et al, 2010] 

The key question is how such features can be extracted from text? Named entities can be extracted 

using specialized methods. For other multiword features, a more general approach might be to treat 

them like single-word features. If we use a frequency approach, then we will only include those 

combinations of words that occur relatively frequently. 

Generally, multiword features are not found too frequently in a document collection, but when they do 

occur they are often highly predictive. They are also particularly satisfying for explaining a learning 

method’s proposed solution. The downside to using multiword is that they add an additional layer of 

complexity to the processing of text, and some practitioners may feel it’s the job of the learning 

methods to combine the words without a preprocessing step to compose multiword features. 

 

2.10.3.5. Labels for the Right Answers 

For prediction, an extra column must be added to the spreadsheet. This last one contains the label. It is 

1 or 0 indicating that the correct answer is either true or false.  

What is the label? This label represents a topic or category to which the document will be assigned 

(e.g., Sports or financial stories). Any other answer that can be measured as true or false is acceptable. 

In the sparse vector format, the labels are appended to each vector separately as either 1 (positive 

class) or 0 (negative class).  

0 15 0 3 

12 0 0 0 

8 0 5 2 
 

(2, 15) (4,3) 

(1, 12) 

(1, 8) (3, 5) (4, 2) 
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2.10.3.6. Named Entity Recognition (NER) 

The task of named entity recognition (NER) requires a program to process a text and identify 

expressions that refer to people, places, companies, organizations, products, and so forth. Thus the 

program should not merely identify the boundaries of a naming expression, but also classify the 

expression, e.g., so that one knows that “Los Angeles” refers to a city and not a person. This is not as 

easy as one might think. Most commercially available software packages for NER concentrate upon 

identifying proper names that refer to people, places and companies. They may also try and find 

relationships between entities, e.g., “Bill Gates, President of Microsoft Corporation” will yield the 

person Bill Gates standing in a President relationship to the company Microsoft. A variety of methods 

are used to achieve such extractions, which we shall now summarize. The best MUC-7 system came 

from Edinburgh University and employed a variety of methods, combining lists, rules, and 

probabilistic techniques, applied in a particular order. Modern systems, such as CogNIAC, offer 90% 

or better precision on common pronoun usages that do not require either specialist knowledge or 

general knowledge for their resolution. CogNIAC works by performing a linguistic analysis and then 

applying a set of decision rules to the analyzed text. [Bikel et al., 1997, Bikel et al., 1998]  

 

Example2.16: Named Entity Recognition 
 

– “Stock quote of Apple Inc. expected to exceed $600.” 

 ⇔ “Stock quote of <ORGANIZATION>Apple Inc.</ORGANIZATION>expected to exceed 

<AMOUNT>$600</AMOUNT>.” 

 

2.10.4. Feature selection: 

After generating a global dictionary, special feature selection methods can be used to select a subset of 

words that appear to have the greatest potential for prediction. Among the most popular methods are: 

the mutual information MI [Lewis, 1992, Mouliner, 1997, Dumais et al., 1998], the information gain 

IG [Yang and Pedersen, 1997, Sebastiani, 2002], chi-square law χ2 [Schütze et al., 1995, Wiener et al., 

1995], odds ratio, and others. These selection methods are often complicated and independent of the 

prediction method. Any of the feature selection methods that have been used in alternative statistical or 

machine-learning settings may be tried. Many of these methods have been developed for real variables 

and without an emphasis on discrete or binary attributes.  [Sahami, 1998, Zaragoza, 1999] 

Lemmatization and stemming techniques can occasionally be harmful for some words. Overall, 

stemming will achieve a large reduction in dictionary size and is modestly beneficial for predictive 

performance when using a smaller dictionary. All these transformations will improve the 

manageability of learning and perhaps improve accuracy. If nothing else is gained, learning can 

proceed more rapidly with smaller dictionaries. Once the set of features has been determined, the 

document collection can be converted to spreadsheet format.  
 

2.10.5. Data Mining (pattern discovery) 

It’s the most important, critical and complex phase in text mining process. It consists in building a 

predictive model from texts and using it in making strategic decisions. From a statistical perspective, 

it’s a straightforward problem that has a solution. Of course, the solution may not always be very good. 

It’s simple to define the problem, given a sample of examples of past experience, we project to new 

examples. If the future is similar to the past, we may have an opportunity to make accurate predictions. 

But, making a prediction requires more than a lookup of past experience because the test of success is 

on new examples. Therefore, the past experience provide patterns that will hold in the future, leading 
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to accurate results on new, unseen examples. Another thing is if a new example is radically different 

from prior experience, learning from past experience becomes inadequate. We note also that if samples 

Are organized in the right format, finding patterns is almost effortless, even in very high-dimensional 

feature spaces. Finally, Prediction from text can be just as ambitious as prediction for numerical data 

mining. One classical prediction problem for text is called text categorization. Here, a set of categories 

is predefined, and the objective is to assign a category or topic to a new document. Many examples of 

problems be presented in this phase, including: [Paulheim, 2014, Kumar, 2007, Steinbach, 2004] 

 

2.10.5.1. Classification: called also text categorization. It’s a classical prediction problem in text 

mining field, its principle is as follows: 

• Given: set of predefined categories (labels), a collection of labeled documents (training set) 

• Find: Model for the class (as a function of the values of the features). 

• Goal: Previously unseen documents should be assigned a class or topic as accurately as possible 

(test set/new document). 

 

 

 

 

 

 

 

 

 

 
 

 

Figure 2.19. Description of classification problem 

 

Several methods are commonly used for text classification such as: 

� Naive Bayes NB 

� kNN 

� Support Vector Machines SVM 

� Decision Trees may also work 

� Neuronal network 

� Others 
 

2.10.5.2. Clustering: given a set of documents and a similarity measure among documents, and try 

to find small groups (sub-collections of documents) called clusters such that:  

� Documents in one cluster are more similar to one another. 

� Documents in separate clusters are less similar to one another. 

� Labels of clusters are not predefined by humans as in text categorization problem, but defined 

automatically by the classifier. 

� The similarity measure is used to define different clusters and assign documents to them. 
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Figure 2.20. Description of clustering problem 

 

Many similarity measures are used to compare document vectors. Among them: 

 

a) Jaccard Coefficient: Jaccard coefficient is a popular measure defined as follows: 

 

    '�(� )��, �	* =  +,,

+-,.+,-.+,,
         (2.4) 

 

  '�(� )�� , �	* =  %����� �� (//) �������
������ �� ���1����12��� ���������� 3�����

    (2.5) 

 

Example 2.17:  Jaccard Coefficient 

Let the following of documents : 

– d1 = {“Saturn is the gas planet with rings.”} 

– d2 = {“Jupiter is the largest gas planet.”} 

– d3 = {“Saturn is the Roman god of sowing.”} 
 

First, we represent documents as vectors: 

          – Vector structure (Collection vocabulary): 

             V = {Saturn, is, the, gas, planet, with, rings, Jupiter, largest, Roman, god, of sowing} 
 

Thus, vectors corresponding to documents are: 

- V1 = (1,1,1,1,1,1,1,0,0,0,0,0) 

- V2 = (0,1,1,1,1,0,0,1,1,0,0,0) 

- V3 = (1,1,1,0,0,0,0,0,0,1,1,1) 
 

- Sim(d1,d2) = +,, 
+-,.+,-.+,,

= 
4

5.6.4
 = (4/9) = 0.44 

- Sim(d1,d3) = 0.27 

- Sim(d2,d3) = 0.18 
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b) Cosine Similarity: Often used for computing the similarity of documents.  

 

 If d1 and d2 are two document vectors, then: 
 

    7�(�8(�/, �6) = �,99999: ∙ �<99999:

=�,99999:==�<99999:=
       (2.6) 

Where: 

“ •”:  indicates vector dot product (Inner Product). 
 

   >:. @9: = ∑ B�C� =�
�D/ B/C/ + B6C6 + … … + B�C�     (2.7) 

   

|| d || : is the length of vector d. 
 

   =>:= = GB/
6 +  B6

6 + … … + B�
6        (2.8) 

 

Example 2.18: Cosine similarity 

– d1 = (3, 2, 0, 5, 0, 0, 0, 2, 0, 0) 

– d2 = (1, 0, 0, 0, 0, 0, 0, 1, 0, 2) 

 

Then: 

– �/9999:  ∙  �69999:= 3*1 + 2*0 + 0*0 + 5*0 + 0*0 + 0*0 + 0*0 + 2*1 + 0*0 + 0*2 = 5 

– =�/9999:= = (3*3+2*2+0*0+5*5+0*0+0*0+0*0+2*2+0*0+0*0)1/2  = (42)1/2 = 6.481 

– =�69999:= = (1*1+0*0+0*0+0*0+0*0+0*0+0*0+1*1+0*0+2*2)1/2 = (6)1/2 = 2.245 

–  Cos( d1, d2 ) = 0.3150 

 

c) Cosine Similarity and TF-IDF : A commonly used combination for text clustering. Each document 

is represented by vectors of TF-IDF weights. 
 

Example 2.19:  Cosine similarity 

We take the previous set of documents: 

 d1: “Saturn is the gas planet with rings.” 

 d2: “Jupiter is the largest gas planet.” 

 d3: “Saturn is the Roman god of sowing.” 
 

 Words vector structure (Vocabulary) 

V = {Saturn,  is,  the,  gas,  planet,  with,  rings, Jupiter, largest, god, of, sowing} 
 

Tf normalized vectors: 

- V1 = (1/7, 1/7, 1/7, 1/7, 17, 17, 17,0,0,0,0,0)          (Norm.Fact:  ∑ ��
�
�D/ = 7) 

- V2 = (0, 1/6, 1/6, 1/6, 1/6, 0, 0, 1/6, 1/6, 0, 0, 0)     (Norm.Fact:  6) 

- V3 = (1/6,1/6,1/6,0,0,0,0,0,0,1/6,1/6,1/6)             (Norm.Fact:  6) 
 

We recall: 

    J�,	 = ���,	 ∗ ���� = ���,	 ∗ log ( %
��&

)       (2.9) 
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Tf-idf vectors:  
 

V1 = (1/7* log(3/2) , 1/7*log(3/3) , 1/7*log(3/3) , … , 0,            0,              0, ...) 
 

              Saturn                   is                  the                 Jupiter     largest     Roman. 
 

– V1 = (0.03, 0, 0, 0.03, 0.03, 0.07, 0.07, 0, 0, 0, 0, 0, 0) 

– V2 = (0, 0, 0, 0.03, 0.03, 0, 0, 0.08, 0.08, 0, 0, 0, 0) 

– V3 = (0.03, 0, 0, 0, 0, 0, 0, 0, 0, 0.07, 0.07, 0.07, 0.07) 
 

Thus, similarities between documents are: 

- Sim(d1,d2) = 0.13 

- Sim(d1,d3) = 0.05 

- Sim(d2,d3) = 0.0 

 

2.10.5.3. Sentiment Analysis: is defined as a specific classification task, characterized by:  

• Input data: a text 

• Target: a class of sentiments. 

– e.g., positive, neutral, negative. 

– e.g., sad, happy, angry, surprised. 

• Can be implemented as supervised classification task. 

– Requires training data. 

– i.e., pairs like <text, sentiment> 

• Labeling data for sentiment analysis 

– Is expensive 

– Like every data labeling task 

• Can require a preprocessing phasee like text categorization, including: 

– Text Cleanup (remove punctuation, HTML tags, …) 

– Normalize case 

– … 

• However, reasonable features for sentiment analysis might include 

– Punctuation: use of “!”, “?”, “?!” 

– Smiles (usually encoded using inter-punctuation: ;-)) 

– Use of visual markup, where available (red color, bold face, ...) 

– Amount of capitalization (“screaming”) 

 

Example 2.20:  Product review: 

Let the following text: <The image quality is good, but the zoom sucks> 

• Putting the pieces together: 

– POS tagging. 

– Keyphrase extraction. 

– Marking sentiment words. 
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Figure 2.21. POS tagging for sentiment analysis 

 

2.11. Summary 

Text mining is contrasted relative to automated prediction. Model is constructed by training on 

samples of unstructured documents, and results are projected to new text. A standard data format for 

input to prediction methods is described. An important phase is the data preparation which consists in 

transforming text into a numerical format. That means sharing a common representation with 

numerical data mining.  

Several text-mining problems are introduced that fit within the prediction framework. These include: 

document classification, information retrieval, clustering documents, information extraction, and 

performance evaluation. 
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3.1. Preface 

Among the most common themes in analyzing complex data is the classification, or categorization of 

elements. Defined abstractly, the task is to classify a given data instance into a pre-specified set of 

categories. Applied to the domain of document management, the task is known as text categorization 

(TC) – given a set of categories (subjects, topics) and a collection of text documents, the process of 

finding the correct topic (or topics) for each document.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.1. Principle of text categorization process 

 

 

The field of automated text categorization dates back to the early 1960s [Maron, 1961]. Then, used for 

indexing scientific literature by means of controlled vocabulary. It was only in the 1990s that the field 

fully developed with the availability of ever increasing numbers of text documents in digital form 

especially on WWW network, and so, the necessity to organize them for easier use. Currently 

automated TC is applied in a variety of contexts – from the classical automatic or semiautomatic 

(interactive) indexing of texts to personalized commercials delivery, spam filtering, Web page 

categorization under hierarchical catalogues, detection of text genre, and many others fields. As with 

many other artificial intelligence (AI) tasks, there are two main approaches to text categorization. The 

first is the knowledge engineering approach in which the expert’s knowledge about the categories is 

directly encoded into the system either declaratively or in the form of procedural classification rules. 

The other is the machine learning (ML) approach in which a general inductive process builds a 

classifier by learning from a set of pre-classified examples. Most of the recent work on categorization 

is concentrated on the ML approach, which requires only a set of manually classified training instances 

that are much less costly to produce [Feldman and Sanger, 2007]. 

In this chapter, we treat the following subjects: definition of the categorization task, description of 

several common applications, some difficulties of TC, monolingual TC vs multilingual TC, the formal 

problem of text representation, language identification step, and finally we survey the proposed 

approaches commonly used to solve the TC problem.  

 

 

 

Texts to categorize 

Set of predefined classes 

(Categories/Groups/Labels/Topics) 

Class 1: Politics 

Class 2: Economic 

Class 3: Sciences 

A classifier 

(Manual/Automatic) 
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3.2. Definition of the problem 

The general text categorization task can be formally defined as the task of approximating an unknown 

category assignment function F [Sebastiani, 2002, Jalam, 2003, Réhel, 2005, Nakache, 2007]. 

 

F : D× C → {0, 1},            (3.1) 

Where: 

D:  is the set of all possible documents. 

C: is the set of predefined categories.  

The value of F(d, c) is 1 if the document d belongs to the category c and 0 otherwise. 

The approximating function  

M : D× C → {0, 1}         (3.2) 

 

is called a classifier, and the task is to build a classifier that produces results as “close” as possible to 

the true category assignment function F. 

 

3.2.1. Single-Label versus Multilabel Categorization 

Depending on the properties of F, we can distinguish between single-label and multilabel 

categorization. In multilabel categorization the categories overlap, and a document may belong to any 

number of categories. In single-label categorization, each document belongs to exactly one category. 

Binary categorization is a special case of single-label categorization in which the number of categories 

is two. The binary case is the most important because it is the simplest, most common, and most often 

used for the demonstration of categorization techniques. Also, the general single-label case is 

frequently a simple generalization of the binary case. The multilabel case can be solved by |C| binary 

classifiers (|C| is the number of categories), one for each category, provided the decisions to assign a 

document to different categories are independent from each other. [Sebastiani, 1999, Sebastiani, 2002] 

 

3.2.2. Document-Pivoted versus Category-Pivoted Categorization 

Usually, the classifiers are used in the following way: Given a document, the classifier finds all 

categories to which the document belongs. This is called a document-pivoted categorization. 

Alternatively, we might need to find all documents that should be filed under a given category. This is 

called a category-pivoted categorization. The difference is significant only in the case in which not all 

documents or not all categories are immediately available. For instance, in “online” categorization, the 

documents come in one-by-one, and thus only the document-pivoted categorization is possible. On the 

other hand, if the categories set is not fixed, and if the documents need to be reclassified with respect 

to the newly appearing categories, then category-pivoted categorization is appropriate. [Sebastiani, 

2002] 

 

3.3. Applications of text categorization 

There are many common TC applications: text indexing, document sorting and text filtering, And Web 

page categorization. These are only a small set of possible applications, but they demonstrate the 

diversity of the domain and the variety of the TC subcases. 
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3.3.1. Indexing of texts using controlled vocabulary 

The topic of most of the early research in the TC field is text indexing. In Boolean information 

retrieval systems (IRS), each document in a big collection is assigned one or more key terms 

describing its content. Then, the IR system is able to retrieve the documents according to the user 

queries, which are based on the key terms. The key terms all belong to a finite set called controlled 

vocabulary, which is often a thematic hierarchical thesaurus such as the NASA aerospace thesaurus or 

the MESH thesaurus for medicine. The task of assigning keywords from a controlled vocabulary to 

text documents is called text indexing. If the keywords are viewed as categories, then text indexing is 

an instance of the general TC problem and can be addressed by the automatic techniques described in 

this chapter. Typically, each document should receive at least one, and not more than k, keywords. 

Also, the task can be solved either fully automatically or semiautomatically. [Maron, 1961] 

 

3.3.2. Document sorting and text filtering 

Another common problem related but distinct from document indexing is sorting the given collection 

of documents into several (categories). For instance, in a newspaper, the classified ads may need to be 

categorized into “Personal,” “House Sale,” “news,” and so on. Another example is e-mail coming into 

an organization, which may need to be sorted into categories such as “Complaints,” “Deals,” “Job 

applications,” and others. The document sorting problem has several features that distinguish it from 

the related tasks. The main difference is the requirement that each document belong to exactly one 

category. Other typical features are relatively small numbers of categories and the “online” nature of 

the task: The documents to be categorized are usually presented to the classifier one by one, not as a 

single batch. Text filtering activity can be seen as document sorting with only two categories – the 

“relevant” and “irrelevant” documents. Examples of text filtering abound, a sports related online 

magazine should filter out all non sport stories it receives from the news feed. An e-mail client should 

filter away spam. A personalized ad filtering system should block any ads that are uninteresting to the 

particular user. [Schütze et al. 1995, Cohen, 1996, Sahami et al., 1998, Zarogoza, 1999,  Iyer et al., 2000]  

 

3.3.3. Hierarchical Web Page Categorization 

A common use of TC is the automatic classification of Web pages under the hierarchical catalogues 

posted by popular Internet portals such as Yahoo. Such catalogues are very useful for direct browsing 

and for restricting the query-based search to pages belonging to a particular topic. The other 

applications described in this section usually constrain the number of categories to which a document 

may belong. Hierarchical Web page categorization, however, constrains the number of documents 

belonging to a particular category to prevent the categories from becoming excessively large. 

Whenever the number of documents in a category exceeds k, it should be split into two or more 

subcategories. Thus, the categorization system must support adding new categories and deleting 

obsolete ones. Another feature of the problem is the hypertextual nature of the documents. The Web 

documents contain links, which may be important sources of information for the classifier because 

linked documents often share semantics. The hierarchical structure of the set of categories is also 

uncommon. It can be dealt with by using a separate classifier at every branching point of the hierarchy. 

 

3.4. Particular difficulties of text categorization 

The use of machine learning methods to treat textual data is more difficult than the processing of 

numeric data, many difficulties can be met, such as: 
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3.4.1. Big size of vectors 

The vector model proposed by [Salton and McGill, 1983] consists in the representation of every text 

by a vector whose components are the terms constituting the vocabulary of the corpus. However, for a 

corpus with reasonable size, the table "terms x texts" can have hundreds of thousands of lines (texts) 

and thousands of columns (terms); but this table is often hollow, e.g., the majority of its cells are 

empty. Thus, It affects the process of training while returning some inoperative algorithms and while 

increasing the risk of overfitting [Jalam, 2003]. 
 

1. Algorithms complexity: In Text categorization, the big dimensionality can decrease the 

efficiency of learning algorithms. Because, most sophisticated learning algorithms such as: decision 

trees, k-NN, LLSF (Linear Least Square Fit) [Yang and Chute, 1992] are sensitive to the corpus 

size |Tr| which is the number of variables used to represent texts. So, |Tr| is an important parameter 

in the complexity of the used algorithm. For this purpose, several methods are used to reduce the 

dimension of term vocabulary before applying any algorithm. 

2. Overfitting:   occurs when a classifier classifies the examples of the training set correctly, but 

classifies new examples badly. To avoid this kind of overfitting, we must limit the number of used 

terms (describers) according to the number of examples in the training sample. [Fuhr and Buckely, 

1991] propose the use of at least 50 to 100 times more texts than of terms to avoid this 

phenomenon. It is also necessary to signal that the reduction of dimension must be used with 

precaution to avoid the removal of pertinent terms [Sebastiani 2002]. 
 

3.4.2. Imbalance of classes 

In practice, class sizes are often unbalanced, and for some classes, the number of positive examples is 

weak compared to that of negative examples. This creates an additional difficulty because the small 

classes are badly represented. A proposed solution to overcome this problem is to use recovery 

techniques. 
 

3.4.3. Term Ambiguity 

A same word or a same expression can have many different senses. The inherent ambiguity of words 

or phrases appears in two levels: lexical and syntactic levels. It is necessary to add the ambiguities 

related to the context. For the lexical level, there is the problem of homonymy. Homonyms are words 

that have the same form, the same spelling, but different senses. In the following sentences, the word 

bank have two different meanings (Mary walked along the bank of the river, Harbor Bank is the 

richest bank in the city). [Lefèvre, 2000, Jackson and Moulinier, 2002] 
 

3.4.4. Problem of synonymy 

Two words or two expressions are considered synoymes if they have the same meaning. So, that it is 

possible to substitute one by the other without changing the meaning. For example: “I bought a pair of 

shoes of big size, I bought a pair of shoes of large size”. [Joachims, 2001] 

 

3.4.5. Decision Subjectivity 

In some situations, the adherence of an element to a class or a category is completely objective, for 

example a customer buys or not such a product. Instead, the assignment of a category to a text is 

subjective [Uren, 2000], because the category is assigned according to the semantic content of this text 

which is a subjective notion, and depends of an expert's judgment. 
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3.5. How to categorize a monolingual text:  the general process of TC 

The categorization of a text consists in building a prediction model which receives as input a text 

whose category is unknown and associates to it one or more categories as output. The categorization 

process is carried out in many phases and steps. 
 

Phase 1: Learning 

This phase itself is comprised of several steps which are: 

1. Have a set of labeled texts (whose categories are known) called learning set or learning collection. 

2. Perform a preprocessing on these texts 

- Punctuation removal. 

- Stopwords removal. 

- Standardization of some characters for certain languages (Arabic for example) 

- Segmenting each text into lexical units (words, phrases, n-grams, etc.). This operation is also  

  called tokenization 

3. Representing each text with a vector of terms or a term can be: a word, a phrase, a root, a lemma, a   

    concept, an n-gram, others. 

4. Coding each text vector in a digital form by associating to each term a weight using one of the well- 

    known coding models (binary model, model 3 values, the term frequency TF, TF-IDF Frequency) 

5. If the vocabulary obtained from the learning collection or the set of texts to categorize is large, we  

    can proceed to a phase of feature selection which permits to select the most relevant terms using  

    specific methods (MI, IG, χ
2
). This allows to optimize the categorization process. 

6. Applying one of the well-known learning algorithms on the subset of words selected in (5) to build a 

model that permits to predict the text category (algorithms like: kNN, Naive Bayes, SVM, Decision 

trees, Neural Networks, etc.). 
 

Phase 2: Categorization of a new text 

Includes the following steps: 

1. Repeat steps 2, 3, 4, 5 seen previously. 

2. Apply the prediction model built in (6) to predict the new text category. 
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Figure 3.2. The general process of automatic text categorization 

 

3.6. The problem of document representation 

3.6.1. Choice of document features (terms) 

In the field of text categorization, training algorithms are not able to treat texts directly. This is why a 

very important preliminary phase known as representation phase is necessary [Sebastiani, 2002]. This 

phase generally consists in representing each document to categorize by a vector, whose components 

are: words, sentences, or other lexemes in order to make it exploitable by the training algorithms. 
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3.6.1.1. Representation with bag of words: It is the simplest representation of texts which was 

introduced with the appearance of the vector model [Salton, 1971, Salton et al., 1975, Salton and Mc-

Gill, Salton, 1980, Salton, 1983, Salton and Buckley, 1988]. All texts are transformed into vectors in 

which each component represents a term. Thus, terms are the words which constitute the text. With 

this representation, the size of the vector representing the document is equal to the size of the 

vocabulary which is in general very large and often consists of several tens of thousands of words. 

However, the great dimension of these data lets the majority of classification algorithms difficult to 

apply, without forgetting that the representation of textual data is typically hollow.  [Young-Min, 

2008] 

 

3.6.1.2. Representation with Sentences: Some researchers propose to use the sentences as units to 

represent texts instead of words as it was seen with the “bag of words” representation, because 

sentences are more informative than words only, for example, sentences like: “Search for 

Information”, “World Wide Web” have a smaller degree of ambiguity than the separated words, in 

addition, the sentences have the advantage of preserving the information relative to the position of 

words in the text [Fuhr and Buckley, 1991, Schutze et al., 1995, Caropreso et al., 2000, Furnkranz et 

al., 1998] 

 

3.6.1.3. Representation with lexical roots (Stems): In the representation “Bag of Words” each 

inflection (derived word) is regarded as a different term; in particular the various forms of a verb are 

considered as different words (cross, crosses, crossed) although they are inflected forms of the same 

verb. So, that can increase the dimension of the vector space representing different texts. To deal with 

this problem, it is necessary to consider only the roots of words (stems) than the whole words. Several 

algorithms were proposed to substitute the words by their roots; the most known for English is the 

algorithm of Porter algorithm. [Porter, 1980, Schmid, 1994, Hull, 1996, de Loupy, 2001] 

 

3.6.1.4. Representation with lemmas: The lemmatization consists in using the grammatical analysis in 

order to replace verbs by their infinitive forms and nouns by their forms in singular. Lemmatization is 

thus more complicated to implement than the search of roots because it requires a grammatical 

analysis of texts. An effective algorithm named “TreeTagger” was developed for many languages: 

English, German, and Italian. This algorithm uses the decision trees to carry out the grammatical 

analysis with files of parameters specific to each language. [Schmid, 1994] [Mathieu, 2000] 

 

3.6.1.5. Representation Based on N-grams: An n-gram of X is defined as a sequence of N consecutive 

X. X can be a character or a word [Nicolas, 2008]. An n-gram of character is thus a consecutive 

sequence of N characters [Shannon, 1948, Cavnar and Trenkle, 1994] which cannot be ordered. (ex: 

the 3-grams of the sentence “Hello Sir” are: “Hel, ell, llo, lo_, o_S, _Si, Sir [Miller et al., 1999, Biskri 

and Delisle, 2001, Jalam and Teytaud, 2002]. The n-grams profile of a document consists of the list of 

the most frequent in the reverse order of their frequencies. The approach of text segmentation into 

characteristic n-grams has several advantages, in particular: [Jalam and Chauchat, 2002] 

- Avoid the use of lemmatization and stemming on the text which requires an algorithmic and 

linguistic effort. 

- Tolerant to spelling, typing, and OCR mistakes. 

- This approach operates independently from languages. [Dunning, 1994] 

- Segmentation into words is difficult for some languages e.g in Arabic the names and additional 

subjects are in some cases attached to verbs and the string is thus a sentence like: (katabtouhou) (I 

wrote it) [Jalam, 2003]  
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3.6.1.6. Conceptual representation: Is based on the vector formalism, but the elements of the vector 

are not directly associated any more with index terms but rather with concepts. The idea is to gather 

the synonymous words and to associate an under-adjacent lexical concept to them which requires the 

construction of a lexical base for each language (e.g., Wordnet ontology) [Feldbaum, 1998, Jaillet, 

2004,]. For example we associate with the synonyms (summit, top, peak) the concept “peak”. The 

advantage of the conceptual representation is to reduce the representation vector space by gathering the 

synonymous words and attributing to them a common concept. Contrary to the representation “Bag of 

Words” which associates to each word a dimension in the vector. However, the major disadvantage of 

the conceptual representation is the absence of lexical bases for all languages which allow such 

representations [Réhel, 2005] 

 

3.6.2. Terms coding 

Once the list of the determined terms (attributes/Features) is built, the document is represented as a 

vector of these terms, it remains to give a weighting to every component of the vector. There are 

several models to compute the term weighting: [Salton, 1975, Salton, 1980, Salton and Mc-Gill, 1983] 
 

3.6.2.1. Binary model: is the most basic model, in which we simply check for the presence or the 

absence of word in the document. Thus, we obtain a matrix of ones and zeros. 
 

Example 3.1: Binary model 

let the following collection constituted of three documents: 

– d1 = {Chinese Beijing Chinese} 

– d2 = {Chinese Chinese Shanghai} 

– d3 = {Chinese Chinese Chinese Tokyo Japan} 
 

Collection vocabulary:   

             V = {Chinese, Beijing, Shanghai, Tokyo, Japan} 
 

Thus, vectors corresponding to documents d1, d2, d3 according to the binary model: 

- V1 = (1, 1, 0, 0, 0) 

- V2 = (1, 0, 1, 0, 0) 

- V3 = (1, 0,0, 1, 1) 

 

3.6.2.2. Three values model: Another model to map the presence of words in a document is the three 

valued model. In this model, 0 expresses that the word didn’t occur, 1 the word occurred once, 2 the 

word occurred 2 or more times. 

 

Table 3.1 Thresholding frequencies to three values model. 

Value Description 

0 Word didn’t occur 

1 Word occurred once 

2 Word occurred 2 or more times 
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Example 3.2: The three value model 

We take the same collection seen in the previous example: 

The corresponding vectors are: 

- V1 = (2, 1, 0, 0, 0) 

- V2 = (2, 0, 1, 0, 0) 

- V3 = (2, 0, 0, 1, 1) 
 

Another variant of this model involves zeroing all values below a certain threshold. That means tokens 

should have a minimum frequency before being considered of any use. This can reduce the complexity 

of the spreadsheet significantly and might be a necessity for some predictive methods. 

 

3.6.2.3. Term frequency code (tf): the weight of a term ti in a document dj is not 0 or 1 as in the binary 

model. The weight here is the number of times ti appears in dj denoted by fij. If a word occurs ten (10) 

times in a document, this count would be used. For some learning methods, the count does give a 

slightly better result. A normalization may also be applied. 

 

   ���� = ��� = ���	
� � ���
� ��  ���
��� �� ��    (3.3) 
 

other normalized forms are possibles: 

     ���� =  ���
���(���,���,…,�| |�)      (3.4) 

Or 

     ���� =  ���
∑ ���| |

�#�
        (3.5) 

Where:  

���: The frequency of the term ti in the document dj. 

|V|: the size of the document collection 

 

Example 3.3: Term frequency code 

For the same example seen previously, we have: 

The corresponding vectors without normalization using (3.5) are: 

- V1 = (2, 1, 0, 0, 0) 

- V2 = (2, 0, 1, 0, 0) 

- V3 = (3, 0,0, 1, 1) 

 

The corresponding vectors with normalization are: 

- V1 = (2/3, 1/3, 0, 0, 0)= (0.67, 0.33, 0, 0, 0) 

- V2 = (2/3, 0, 1/3, 0, 0)= (0.67, 0, 0.33, 0, 0) 

- V3 = (3/5, 0, 0, 1/5, 1/5)= (0.6, 0, 0, 0.2, 0.2) 

 

3.6.2.4. Tf-idf coding (Term Frequency-Inverse Document Frequency) 

a) Document Frequency (dft): as term frequency souffers from some critical problem: all document 

terms are equally important when they are used to assess relevance in text categorization or even in 

information retrieval. In fact, certain terms have little or no discriminating power in determining 

relevance [Manning et al, 2008]. For example a collection of documents on education is likely to have 
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the term “student” or the term “teacher” in almost every document. To this end, we introduce a method 

for attenuating the effect of terms that occur to often in the collection to be more significative for 

relevance determination. One way is to decrease the term weights of these terms by a factor that grows 

with its collection frequency. For instance, the total number of terms weights in the collection cf or the 

number of documents containing the term t denoted dft. 

So, document frequency dft is the number of documents in the collection that contain  the term t. we 

almost prefer the use of this factor instead of cf  because we want a few documents which can highly 

discriminate between different documents [Manning et al, 2008].  

 

b) Inverse Document Frequency (idft ): after calculating the document frequency dft, we can define 

the inverse document frequency of the term t denoted idft as follows: 

 

      ���$ = %& ( '
(�)

)        (3.6) 

Where: 

N: is the total number of documents in the collection (the collection size). 

dft: the document frequency of the term t. 

Log: the decimal logarithm (Log(x) = ln(x)/ln(10)) 

 

We note that idft of a rare term is high, whereas the idft of a frequent term is likely to be low. 

 

c) tf-idf coding (Term Frequency-Inverse Document Frequency): It’s a more complex weighting 

scheme that take into account the frequencies of the term in the document, in the category, and in the 

whole collection. The most common tf-idf scheme gives the term ti in the document dj the weight: 

[Salton and Buckley, 1987, Salton and Buckley, 1988, Joachims, 1997, Joachims, 1998] 

 

     �� − ����� = ���� ∗ ����      (3.7) 

     �� − ����� = ���� ∗ %&( '
(��

)     (3.8) 

Where: 

���� :  the frequency of the term ti in the document dj. 

N:  the total number of documents in the collection (training set).  

���: the number of documents in which the term ti occurs at least once. 
 

We note that: 

1. tf-idf is highest when a term t occurs many times within a small number of documents. 

2. Lower when the term occurs fewer times in a document, or occurs in many documents. 

3. Lowest when the term occurs in virtually all documents. 
 

Example 3.4: tf-idf weighting 

For the same example, we have: 

The collection of documents: 

– d1 = {Chinese Beijing Chinese} 

– d2 = {Chinese Chinese Shanghai} 

– d3 = {Chinese Chinese Chinese Tokyo Japan} 
 

N = 3 documents 
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The corresponding tf-idf vectors without normalization are: 

- V1 = (2*log(3/3), 1*log(3/1), 0, 0, 0)= (0, 0.48, 0, 0, 0) 

- V2 = (2*log(3/3), 0, 1*log(3/1), 0, 0)= (0, 0, 0.48, 0, 0) 

- V3 = (3*log(3/3), 0, 0, 1*log(3/1), 1*log(3/1))= (0, 0, 0, 0.48, 0.48) 

 

d) Variants of tf and tf-idf weighting: a number of alternatives to tf and tf-idf have been considered. 

 

Table 3.2. tf and tf-idf variants    

Term frequency tf Document frequency df Normalization 

Natural value tft, d : number of 

times term t occurs in document d 
���$ = %& ( �

��$
) 

None 

Boolean value (binary model): 

��$,   ( =  ,1  �� �$,   ( > 0
0  �ℎ
�1��
 2  

1 1 

Normalized with max term 

frequencies 
��$,   (
=  ��$,   (

3�4(��$5,   ( , ��$6,   ( , … , ��|7|,   () 

���$ = %& ( �
��$

) 
Cosine normalization 

��$,   (
=  ��$,   (

89��$5,   (:6 +  9��$6,   (:6 +  … + (��|7|,   ()6
 

 

Normalized with sum of term 

frequencies 

��$,   ( =  ��$,   (
∑ ��$�,   (|7|

�<5
 

���$ = %& ( �
��$

) 
 

Normalized with logarithm value 

��$,   ( = (1 + Log (��$,   ()) 

���$
= 3�4[0, %& >� − ��$

��$
?] 

 

Augmented value 

��$,   ( = 0.5 + 0.5 ∗ ��$,   (
3�4(��$,   () 

���$
= 3�4[0, %& >� − ��$

��$
?] 

 

 

 

3.6.2.5. TFC coding: The TFC coding is similar to the tf-idf coding, but it also has the advantage of 

correcting the lengths of texts by the cosines normalization, and this to avoid to promote the longest 

documents.  

    CDE9�� , ��: = $�F�(�($�, (�)
8∑ ($�F�(�($G, (�))�| |

G#�
      (3.9) 

Other coding are used, such as: the LTC coding [Buckley et al., 1994] which tempts to reduce the 

effects of the frequency differences, or the coding based on the entropy. [Dumais, 1991, Aas and 

Eikvil, 1999, Jalam 2003]. 

 

3.6.2.6. LNU Coding: The different texts that compose a corpus have different sizes. So, it is 

necessary to take this into account when coding the terms. According to Singhal [Singhal, 1996a, Ng 

et al., 2000, Mathieu, 2000], there are two factors to be considered when we work on long texts: 

- The present words have the tendency to have higher frequencies. 

- The long texts are more susceptible to contain different key-words. 

Thus, to take into account these two factors, they propose the LNU coding, defined as follows: 
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      %�H = % ∗ H       (3.10) 

           % = 5IJKL (MN(O,$))
5IJPQ(MNRRRR(O))        (3.11) 

      H = 5
S.TIS.6∗U())

UV
       (3.12) 

Where: 

CD(�, �): the number of words in the text t. 

CDRRRR(�): The average frequency in the text t. 

U(t): the number of unique terms in the text t. 

HV: the average number of words in the corpus. 
 

3.6.2.7. The entropy: One more significant weighting approach is based on the use of the entropy. This 

last one measures the dispersion of a term in a corpus and can be important information as part of the 

term. The entropy E for a term ti  is described by the following formula: [Nicolas, 2009].  
 

      W(��) = ∑ X��JPQ�(X��)
JPQ�(')�          (3.13) 

 

       ��� = $���
YN��

           (3.14) 

Where:   

����: the number of times the term ti occurs in the document di 

GFi is the total number of times for which the term ti occurs in the corpus of N documents. 
 

A possible representation using this approach can be defined as follows: 
 

     1�� = 91 + W(��):%&(���� + 1)     (3.15) 
 

Where: W(��): the entropy of the term �� calculated according to (3.13) 

 

3.7.  Feature reduction 

A major problem in text categorization is the large size of document representation vectors (size of 

terms vocabulary). For example, the dimension of the bag-of-words feature space for a big collection 

can reach hundreds of thousands; moreover, document representation vectors, although sparse, may 

still have hundreds and thousands of nonzero components. This will pose some problems during the 

phase of training, especially for some algorithms that are very sensitive to the size. Thus, it is very 

beneficial to reduce the size of the vocabulary by selection or extraction of an optimal subset of terms 

without affecting the quality of categorization. 

The main objectives of such a reduction of terms are: 

• Facilitate the visualization and the understanding of the categorization problem. 

• Define the most applicable terms for the categorization. 

• Reduce the space of representation of documents, as well as the necessary storage space. 

• Reduce the training time, and therefore to increase the performances of the used algorithms. 

• Avoid the phenomena of over-fitting.  
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3.7.1. Local reduction 

Here we define for every category Ci a new set of terms Ti such as: |Ti | ≪ |Tr|. Then each category Ci 

possesses its own subset of terms, and therefore, every document dj will be represented by several 

vectors Vj different according to the category. [Apté et al., 1994, Lewis and Ringuette, 1994, Schutz et 

al., 1995, Wiener et al., 1995, Ng et al., 1997, Li and Jain, 1998]. Generally,  we put:  10 ≤ |Ti| ≤ 50 

 

3.7.2. Global reduction 

In global reduction, the new set of terms C̀ is chosen according to all the categories. Thus, every 

document dj will be represented by only one vector Vj whatever the category. [Yang and Pedersen, 

1997, Mladenic and Grobelnik, 1998, Caropreso et al., 2001, Yang and Liu, 1999]. 

We also note, that all the techniques of term reduction of terms can be applied either locally either 

globally. 

 

3.8.  Dimensionality reduction by feature selection 

All words that are irrelevant to the categorization task can be dropped with no harm to the classifier 

performance and may even result in improvement owing to noise reduction. The preprocessing step 

that removes the irrelevant words is called feature selection. Most TC systems at least remove the stop 

words – the function words and in general the common words of the language that usually do not 

contribute to the semantics of documents and have no real added value. Many systems, however, 

perform a much more aggressive filtering, removing 90 to 99 percent of all features. 

Various FS methods, such as: document frequency (DF), information gain (IG) [Yang and Pedersen, 

1997, Sebastiani, 2002], mutual information (MI) [Lewis, 1992a, Moulinier, 1997, Dumais et al., 

1998], Chi-2 test (χ
2
) [Schutze et al., 1995, Wiener et al., 1995], Bi-Normal Separation (BNS), and 

weighted log-likelihood ratio (WLLR), have been proposed for the task [Moulinier, 1996, Wiener et 

al., 1995, Yang and Pedersen, 1997; Sahami, 1999, Nigam et al., 2000; Forman, 2003] and make text 

classification more efficient and accurate. We note also, that some comparative studies have been 

established between many of these methods [Yang and Pedersen, 1997, Liu, 2004, Li et al, 2009]. 

 

3.8.1. Document Frequency DF 

Document frequency is the number of documents in which a term t occurs in a dataset. It is the 

simplest criterion for term selection and easily scales to a large dataset with linear computation 

complexity. It is a simple but effective feature selection method for text categorization [Yang and 

Pedersen, 1997, Liu, 2004, Li et al, 2009].  

 

      \D(�) = ∑ (]�)O�<5       (3.16) 

 

Where:  m: the total number of documents in the collection. 

]�: an integer that takes 1 if the term t occurs in the document and 0 if not. 
 

Experimental evidence suggests that using only the top 10 percent of the most frequent words does not 

reduce the performance of classifiers. This seems to contradict the well-known “law” of IR, according 

to which the terms with low-to-medium document frequency are the most informative. There is no 

contradiction, however, because the large majority of all words have a very low document frequency, 

and the top 10 percent do contain all low-to-medium frequency words. 
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3.8.2. Mutual Information (MI) 

This measure is based on the number of time that a word appears in a category. More a word appears 

in a category; more the mutual information of the word will be high.  And on the contrary, more a 

word appears outside of the category (and more a category appears without the word), less the mutual 

information will be high [Lewis, 1992, Mouliner, 1997, Dumais et al., 1998]. And then, it is necessary 

to make an average of the word scores paired to each of the categories. The weakness of this measure 

is that it is influenced by the frequency of the words. For example, a rare term will be more favored, 

because it risks less to appear outside of the category. 

 

     3^(�_ , E�) = `& a($G,b�)
a($G).a(b�)         (3.17) 

And it is estimated as: 

 

      3^ = `& c�∗'dee
(c�Ib�)(c�If�)      (3.18) 

Where:    

P(�_) : the probability that a document d contains the term �_. 

P(g�): the probability that a document d belongs to the category ci. 

P(�_ , g� ): the probability that a document d contains the term �_ and also belongs to the category ci  

Ai: the number of the documents that contain the term �_ and also belong to the category  ci ; 

Bi: the number of the documents that contain the term �_ but do not belong to the category ci; 

Ci: the number of the documents that do not contain the term �_ but belong to the category ci ,  

      (i.e., Ci = Ni – Ai) 

Di : the number of the documents that neither contain the term t nor belong to the category ci ,  

      (i.e., Di = Nall – Ni – Bi) 

Ni : the total number of the documents that belong to the category ci ; 

Nall : the total number of all documents from the training data. 

 

3.8.3. Information Gain (IG) 

Information gain [Yang & Pedersen, 1997] of a term measures the number of bits of information 

obtained for category prediction by the presence or absence of the term in a document. Let m be the 

number of classes. The information gain of a term t is defined as: [Sebastiani, 2002] 

 

   ^h(�_, g� ) = ∑ ∑ �(�_ , g�) . `& a($G,i�)
a($G).a(i�)$∈{$G, $GRRRR}i�∈{b,b}RRR       (3.19) 

    ^h(�, g�) = − ∑ ∑ �(�, g) . log P(q|r)
P(q)$∈{$, $V}i∈{b∪b}RRR      (3.20) 

Where: 

t(�u), P(g�): seen previously 

t(�u, g�): the probability that a document d contains the term �_ and also belongs to the category ci P(g�|�u): the probability that a document d belongs to a category ci, and contains the term �_. 

 

 

 

 

 



 Chapter 3 Automatic Text Categorization 

 
86 

3.8.4. χχχχ
2
 Statistic (Chi-square / Chi-2) 

the χ
2 

statistic measures the maximal strength of dependence between a term (describer) tk (present or 

absent) and a category ci  (present or absent) [Schütze et al., 1995, Wiener et al., 1995]. For this fact, it 

is calculated on a table 2x2 called table of contingency. this last one is built for each term tk of the 

corpus, as well as for each category ci and contains several calculated values such as: the number of 

the documents belonging to the category ci and in which the term tk is present (value a), the number of 

documents in which appears tk but that don't belong to the category ci (value b), etc. (see table 22). 

Table 3.3. Table of contingency 

 Term tk present Term tk absent  

Category ci present a c a + c 

Category ci absent b d b + d 

 a + b c + d Nall = a + b + c + d 
 

Experiments show that this measure (and several other measures) can reduce the dimensionality by a 

factor of 100 without loss of categorization quality –or even with a small improvement (Yang and 

Pedersen 1997). It’s defined as fellows: [Sebastiani, 2002] 

  χO��6 (�_ , g�) = ��4i∈b
|Mw|.(a($G,i�).X($GRRR,ix�)Fa($G,   ix�).a($xG,i�))�

a($G).a($xG).a(i�).a(ix�)        (3.21) 

     χ6(�_, g�) = 'dee.(�(Fiy)]�
(�Ii).(yI ().(�I y)(iI ()]     (3.22) 

    χ6(�_, g�) = 'dee.[(� ('deeF'�Fy)Fy('�F�)]�
'�.('deeF'�).(�I y).['deeF(�I y)]     (3.23) 

Where:  

|Cz|: The collection size 

P(�_) : the probability that a document d contains the term �_ ; 

P(�x_): the probability that a document d does not contain the term �_; 

P(g�): the probability that a document d belongs to the category ci ; 

P(g{V): the probability that a document d does not belong to the category ci ; 

P(�_ , g� ): the probability that a document d contains the term �_ and also belongs to the category ci  

P(�_V , gx�): The probability that a document d does not contain the term �_ and does not belong to the  

               category ci 

P(�_ , gx�): the probability that a document d contains the term �_ , but does not belong to the category ci 

P(�x_, g�): The probability that a document d does not contain the term �_ , but belongs to the category ci 
 

     To calculate these probabilities statistical information from the training data is needed, and 

notations about the training data are given as follows: 
 {E�}�<5O :  the set of categories; 

a: the number of the documents that contain the term �_ and also belong to the category  ci ; 

b: the number of the documents that contain the term �_ but do not belong to the category ci; 

c: the number of the documents that do not contain the term �_ but belong to the category ci ,  

    (i.e., c = Ni – a) 

d : the number of the documents that neither contain the term t nor belong to the category ci ,  

     (i.e., d = Nall – Ni – b) 

Ni : the total number of the documents that belong to the category ci ; 

Nall : the total number of all documents from the training data. 

 



 Chapter 3 Automatic Text Categorization 

 
87 

3.8.5. Weighted Log Likelihood Ratio (WLLR) 

WLLR method [Nigam et al., 2000] is defined as: 

    |%%}(�_ , g�) =  �(�_  | g�) . log P(r~|q�)
P(r~ |qR�)       (3.24) 

And it is estimated as: 

    |%%}(�_ , g�) = �
'�

 . log �.(N���FN�)
�.N�)          (3.25) 

 

3.9. Dimensionality Reduction by Feature Extraction 

Another way of reducing the number of dimensions is to create a new, much smaller set of synthetic 

features from the original feature set in order to maximize the categorization efficiency [Yang and 

Pedersen, Forman, 2003, Emmanuel, 2007]. The rationale for using synthetic features rather than 

naturally occurring words (as the simpler feature filtering method does) is that, owing to polysemy, 

homonymy, and synonymy, the words may not be the optimal features. By transforming the set of 

features it may be possible to create document representations that do not suffer from the problems 

inherent in those properties of natural language. One used technique is the term clustering which 

addresses the problem of synonymy by grouping together words with a high degree of semantic 

relatedness. These word groups are then used as features instead of individual words. Experiments 

conducted by several groups of researchers showed a potential in this technique only when the 

background information about categories was used for clustering [Baker and McCallum 1998; Slonim 

and Tishby 2001]. With unsupervised clustering, the results are inferior [Lewis 1992a, 1992b; Li and 

Jain 1998]. Another systematic approach is the latent semantic indexing approach (LSI) proposed by 

[Deerwester et al., 1990]. It consists in the decomposition of the matrix representing each document 

into singular values by the column of the occurrences of terms that compose it. The performance of the 

LSI also improves if the categories information is used. Several LSI representations, one for each 

category, outperform a single global LSI representation [Pham et al., 2008]. The experiments also 

show that LSI usually performs better than the chi-square filtering scheme.  

 

3.10. Knowledge engineering approach to TC 

The knowledge engineering approach to TC is focused around manual development of classification 

rules. A domain expert defines a set of sufficient conditions for a document to be labeled with a given 

category. The development of the classification rules can be quite labor intensive and tedious. 

We mention only a single example of the knowledge engineering approach to the TC – the well-known 

CONSTRUE system [Hayes et al., 1988; Hayes et al. 1990; Hayes and Weinstein, 1990; Hayes 1992] 

built by the Carnegie group for Reuters. A typical rule in the CONSTRUE system is as follows: 
 

If DNF (disjunction of conjunctive clauses) formula then category else ¬category 
 

Such rule may look like the following: 
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If ((wheat & farm) or 

(wheat & commodity) or 

(bushels & export) or 

(wheat & tonnes) or 

(wheat & winter & ¬soft)) 

then Wheat 

else ¬Wheat 

 

The system was reported to produce a 90-percent breakeven between precision and recall on a small 

subset of the Reuters collection (723 documents). It is unclear whether the particular chosen test 

collection influenced the results and whether the system would scale up, but such excellent 

performance has not yet been unattained by machine learning systems. However, the knowledge 

acquisition bottleneck that plagues such expert systems (it took several man-years to develop and fine-

tune the CONSTRUE system for Reuters) makes the ML approach attractive despite possibly 

somewhat lower quality results. 

 

3.11. Machine learning approach to TC 

In the ML approach, the classifier is built automatically by learning the properties of categories from a 

set of preclassified training documents. In the ML terminology, the learning process is an instance of 

supervised learning because the process is guided by applying the known true category assignment 

function on the training set. There are many approaches to classifier learning; some of them are 

variants of more general ML algorithms, and others have been created specifically for categorization. 

Four main issues need to be considered when using machine learning techniques to develop an 

application based on text categorization. First, we need to decide on the categories that will be used to 

classify the instances. Second, we need to provide a training set for each of the categories. As a rule of 

thumb, about 30 examples are needed for each category. Third, we need to decide on the features that 

represent each of the instances. Usually, it is better to generate as many features as possible because 

most of the algorithms will be able to focus just on the relevant features. Finally, we need to decide on 

the algorithm to be used for the categorization. 

Several learning algorithms have been used in the field of TC, including: Bayesian networks [Lewis, 

1998, Lewis and Ringuette, 1994, McCallum et Nigam, 1998a, Sahami, 1998, Androutsopoulos et al., 

2000, Chai et al., 2002], kNN method [Yang and Chute, 1994, Yang and Li, 1999], Rocchio method 

[Rochio, 1971], Decision trees [Quilan, 1986, Quilan, 1987, Quilan, 1990, Quilan, 1993, Fuhr et al, 

1991, Quilan, 1996, Lewis and Ringuette, 1994, Apté et al., 1998, Li et Jain ,1998, Cohen et Singer 

,1999, Zighed and Rakotomalala, 2000, Govindarajan, 2007], regression Methods [Hull, 1994, Zhang 

et al., 2003], Support Vector machines [Vapnik, 1995, Joachims, 1998, Joachims, 1999, Joachims, 

2000, Joachims, 2001, Dumais et al., 1998, He et al, 2000, Platt, 1998, Pilaszy, 2005], Decision rules 

[Cohen, 1995a, Cohen, 1995b, Cohen and Hirch, 1998, Li and Yamanishi, 2002], Neural networks 

[Wiener, 1993, Wiener et al., 1995, Schütze et al., 1995, Ng et al., 2000], Adaboost algorithm 

[Schapire et al., 1998, Iyer et al., 2000, Shapire and Singer, 2000, Schapire, 2002, Liu et al, 2002].  

 

3.12. Using unlabeled data to improve classification 

All of the ML classifiers require fairly large training collections of preclassified documents. The task 

of manually labeling a large number of documents, although much less costly than manually creating a 

classification knowledge base, is still usually quite a chore. On the other hand, unlabeled documents 

usually exist in abundance, and any amount of them can be acquired with little cost. Therefore, the 
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ability to improve the classifier performance by augmenting a relatively small number of labeled 

documents with a large number of unlabeled ones is very useful for applications. The two common 

ways of incorporating knowledge from unlabeled documents are expectation maximization (EM) and 

co-training. EM works with probabilistic generative classifiers such as Naive Bayes. The idea is to find 

the most probable model given both labeled and unlabeled documents. The EM algorithm performs the 

optimization in a simple and appealing way:  First, the model is trained over the labeled documents.  

Then the following steps are iterated until convergence in a local maximum occurs: E-step: the 

unlabeled documents are classified by the current model. M-step: the model is trained over the 

combined corpus. In the M-step, the category assignments of the unlabeled documents are assumed to 

be fractional according to the probabilities produced by the E-step. Co-training works with the 

documents, for which two views are available, providing two different document representations, both 

of which are sufficient for classification. 

For example, a Web page may have its content as one view and the anchor text appearing in the 

hyperlinks to the page as another. In the domain of MedLine papers, the abstract may be one view and 

the whole text another. The co-training is a bootstrapping strategy in which the unlabeled documents 

classified by means of one of the views are then used for training the classifier using the other view, 

and vice versa. Both EMand co-training strategies have experimentally shown a significant reduction 

(up to 60%) in the amount of labeled training data required to produce the same classifier performance. 

 

3.13. Multilingual text categorization  

3.13.1. Importance of multilingual categorization 

Several reasons are at the origin of the increasing interest of multilingual data treatment during these 

last years, notably: 

1. The massive expansion of Internet and the increasing availability of textual data on it. 

2. The increasing number of internauts (internet users) who use languages other than French and  

    English. 

3. The new tendency of globalization that deals with various domains, notably: politics, economy, and    

    culture. 

4. Apparition of cooperation zones between countries, such as: the European Union EU, the Asia- 

    Pacific Forum APF. 

5. The necessity of cooperation and scientific exchange between universities belonging to different 

countries and use different languages. 
 

1. Availability of multilingual data collections on internet. 

The availability of multilingual digitized collections made on the Internet has created for users new 

needs to find and understand relevant information, whatever the language and the form of storage 

[Peters and Sheridan, 2001]. But the main problem that it is not always possible for a user to formulate 

a query in any language. 

2. The massive expansion of the Internet. 

English is the mother language of about 19,26 % of the world population and yet it is the dominant 

language in science namely: data collections, articles of scientific journals, conference papers and 

other various resources on this network. This domination is going backwards to open the way for a 

multilingual global network.  
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Table 3.4. Top Ten Languages Used in the Web. 

                 (Source: Internet World stats- www.internetwordstats.com/stats7.htm, November 30, 2015) 
 

Top ten 

languages in 

the Internet 

World 

Population for 

this Language 

(2015 estimate) 

Internet Users 

by Language 
Internet 

Penetration 

(% Population) 

Users Growth 

in Internet 

(2000 - 2015) 

Internet Users 

% of World 

Total 

(Participation) 

 English 1,398,283,969 872,950,266 62.4 % 520.2 % 25.9 % 

Chinese 1,398,335,970 704,484,396 50.4 % 2,080.9 % 20.9 % 

Spanish 441,052,395 256,787,878 58.2 % 1,312.4 % 7.6 % 

Arabic 375,241,253 168,176,008 44.8 % 6,592.5 % 5.0 % 

Portuguese 263,260,385 131,903,391 50.1 %  1,641.1 % 3.9 % 

Japanese 126,919,659 114,963,827 90.6 % 144.2 % 3.4 % 

Russian 146,267,288 103,147,691 70.5 %  3,227.3 % 3.1 % 

Malay 286,937,168 98,915,747 34.5 % 1,626.3 % 2.9 % 

French 385,389,434 97,729,532 25.4 % 714.9 % 2.9 % 

German 95,324,471 83,738,911 87.8 %  204.3 % 2.5 % 

Top 10 

languages 

4,917,011,992 
2,632,248,147 53.5 % 787.0 % 78.2 % 

Rest of the 

Languages 

2,342,890,251 
734,013,009 31.3 % 1,042.9 % 21.8 % 

World Total 7,259,902,243 3,366,261,156 46.4 %  832.5 % 100.0 % 

 

To understand Table 3.4, we note the following: 

• Internet Penetration is the ratio between the sum of Internet users speaking a language and the 

total population that speaks that specific language. For example, the internet penetration of 

English is calculated as follows: 872,950,266/1,398,283,969 = 62.4%. 

• Internet Users for a specific language (%) = sum of Internet users speaking this language/total 

population connected in internet. (Example: for English % = 872,950,266/3,366,261,156 = 

25.9%) 

According to the statistics published by international organizations such as UNESCO, International 

Telecommunications Union, U.S. Census Bureau and some official websites such as Internet World 

Stats, Approximately 3,366,261,156 people which represents 46,4 % of the world population are 

connected in internet. They are distributed as follows: 872,950,266 (25.9 %) are English users (speak 

or read English), 704,484,396 (20,9 %) for Chinese, 256,787,878 (7,6%) for Spanish, 168,176,008 (5.0 

%) for Arabic, 97,729,532 (2.9 %) for French, and 83,738,911 (2.5 %) for German. 

The top ten languages used in the web are respectively: English (25.9%), Chinese (20.9%), Spanish 

(7.6%), Arabic (5%), Portuguese (3.9%), Japanese (3.4%), Russian (3.1%), Malay (2.9%), French 

(2.9%), and German (2.5%) with a total of 2,632,248,147 which represent 78.2 of the total connected 

population. 734,013,009 (21.8%) for the other languages. 

 We can also conclude from Table 3.4 that the number of internet users for some languages had grown 

faster than others in the last fifteen years (2000-2015). For example, we find Arabic in the first 

position with a ratio of 6592.5 %, Russian with a ration of 3227.3 %, Chinese (2080.9 %), etc. 

 

 

 



 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.3. Top ten languages in the internet in millions of users (November 2015)

3. Effect of the world globalization

The globalization of the world is growing. 

been created in recent years. For example, the Enlargement of the European Union is 

several research projects on multilingualism such as

Information Retrieval) that supports the languages: English, French, German, 

MEDLIB is the project that aims to democratize access to cultural heritage of Mediterranne

2003]. 
 

4. Flexibility and speed of networks.

The expansion of network infrastructure

transmission speed over these networks, as well as 

with reasonable costs, all these factors

now as it was before which reduced the value of their grouping for the benefit of the information or 

potential knowledge they hold [Jalam, 2003]
 

3.13.2. Multilingual information retrieval

Few users are able to make retrieval queries in foreign languages. However, the availability of means 

of automatic translation (the Google 

queries to satisfy their research nee

retrieval approaches have been proposed, 

approaches based on multilingual thesaurus and dictionary
 

3.13.2.1. Approaches based on automatic translation

The goal of such information retrieval 

sometimes different from the language of the formulated 

sense of similarity measure of the query

translation aims to produce a readable and reliable version of a document from a source language to a 

target language. 
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The translation of a collection of documents into the query language (the target language) is very 

expensive, especially for large size collections. Hence, it is best to focus on the translation of queries 

rather than documents [Peter and Sheridan, 2001]. But queries themselves consist of a set of words 

with little or no syntactic structure, so, it will be difficult to apply methods of grammatical analysis and 

language identification. This is the origin of several weaknesses for these approaches. 

 

3.13.2.2. Approaches based on multilingual thesaurus 

A controlled vocabulary is a finite set of concepts that must be associated with a collection of texts. 

Thus, a document will be represented by one or more concepts. A multilingual thesaurus is an 

extension of the concept of monolingual controlled vocabulary. It can be seen as a set of monolingual 

thesaurus. To find written information in other languages, users formulate queries in their mother 

languages, then, the system joins with the multilingual thesaurus established automatically an internal 

relation between the query terms and concepts of the thesaurus. This approach suffers from some 

limitations relating to the controlled vocabulary which remains expensive to build and maintain, 

difficult to update, and requires additional efforts to train users who should use such systems [Peter 

and Sheridan, 2001]. 

 

3.13.2.3. Approaches based on the use of dictionaries. 

The use of computerized multilingual dictionaries is available as a solution for multilingual 

information retrieval. These tools are increasingly available online. Some researchers used to translate 

queries and have achieved acceptable results but remain far from those obtained by the monolingual 

research. [Peter and Sheridan, 2001] postpone three reasons for this: (1) general dictionaries are 

generally poor of specialized vocabularies. (2) Errors due to the translation of compound words 

(railway, social security). (3) The problem of ambiguity. 

 

3.13.3. Proposed solutions for multilingual text categorization 

[Jalam, 2003] provides a general solution to solve the problem of multilingual text categorization. This 

solution is based on a predictive model built on a corpus of texts written in undefined language and 

having as objective to infer on texts in any language. The inference phase includes two essential steps: 

1. The automatic detection of the language of text that to categorize. 

2. The automatic translation of the text into the language of reference (the prediction model language). 

For this, we suppose that we have the following text collections: D1, D2, ..., Dk and k languages L1, L2, 

..., Lk. Each collection Dk contains texts written in the language Lk. 

tjk be a text dj belonging to the collection Dk. tjk may be associated with one or more classes below 

ci∈C 

To implement this solution, the author proposes three possible schemes: [Jalam, 2003] 

 

3.13.3.1. Scheme 1: The trivial scheme: 

It is an extension of the usual monolingual categorization scheme, except that the multilingual one 

consists in learning |L| prediction models (one model for each language). So, the categorization of a 

new text is done according to the following two steps: 

1. For each collection DK (language Lk), we build a prediction model MK. 

2. For each text to classify, we perform the following tasks: 

a. Identify its language. 

b. Apply predictive model that corresponds to the language. 

c. Translate the text into the target language. 
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Figure 3.4. The trivial scheme (The extension of the monolingual categorization scheme [Jalam, 2003]) 

 

The advantage of this scheme is that the translation is not involved in learning, and therefore no 

distortion of information or loss is made at this stage. But this scheme still has its limits. It requires 

perform learning for each language, this suppose having a sufficient number of labeled texts in each 

language and in each class. This seems difficult, especially for rare languages on the web. 

3.13.3.2. Scheme 2: Using a single language for learning. 

This second scheme partially overcomes the two disadvantages seen in the first scheme, because here 

we use a single prediction model. And the categorization process will be as follows: 

1. Get the text to classify. 

2. Identify its language. 

3. If the text language is supported by the prediction model translator, we translate the text into the  

    learning language. (prediction model language). 

4. Apply the prediction model to classify the text. 
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Figure 3.5. Using a Single Learning Language and a Single Prediction Model [Jalam, 2003]. 

 

3.13.3.3. Scheme 3: Mix the training sets. 

In this scheme, the translation occurs in two phases: learning and classification. 

Suppose we have a set D of labeled texts written in different languages, we proceed to the following 

steps: 

1. Translate the texts of the set D into a unique learning language LLearn. 

2. Group all translated texts in a unique set \̀. 

3. Proceed to the phase of labels’ learning (Classes’ learning), the model will be learned from these  

    translated texts and will be ready to classify a new text. 

4. Identify the language of the new text to classify. 

5. If the language is supported by the predictive model translator, we translate the text into the model  

    language LLearn. 

6. Apply the prediction model to classify the new text. 
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Figure 3.6. Mix the training sets and use a single learning language [Jalam, 2003] 

 

Finally, we note that we have tested the three schemes seen previously in several works of master, they 

gave good results.  

It remains to note that the performance of the prediction model based on one of the three previous 

schemes is directly influenced by the quality of the language identification of the text and its 

translation to the target language (the prediction model language). 

 

3.13.4. The main phases of multilingual text categorization 
 

3.13.4.1. Language Identification: consists in assigning a text to a language in which it is written. 

This identification has become extremely important as textual data in various languages are growing 

their way in the global network. Several significant elements may be considered during the 

identification of the language, including: the presence of some characters [Mustonen, 1965, Souter et 

al, 1994], the presence of some words [Souter et al, 1994, Giguet, 1998], or even the frequency of n-

grams [Beesly, 1988, Cavnar and Trenkle, 1994, Dunning, 1994, Grefenstette, 1995]. More details 

about this subject are explained in Chapter 6. 

 

3.13.4.2. Automatic Translation: This is an important phase that appears in schemes 2 and 3. We 

note here that it is not necessary to have a perfect translator which never exists in reality, because, the 

goal here is not the strict semantic translation of the text, but only translating keywords that allow a 

good thematic classification of the text. The Systran system developed by the US Army is one of the 

systems adopted for this task. 
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3.13.4.3. Text categorization: it is a very important task that consists in assigning labels 

(categories/classes) to a given text based on a set of previous labeled texts (by learning). The interest 

of such categorization approach is to organize knowledge so that they can perform some specific 

treatments including; information retrieval or efficient information extraction. The need for automatic 

classification were felt both on the internet (search engines) and within companies (classification of 

internal documents, dispatches of news agencies, etc ...). We can distinguish in the field of automatic 

classification two approaches: unsupervised classification for which groups of documents are formed 

automatically by the machine during treatment according to similarity criteria and supervised 

classification (categorization) in which these groups are defined in advance by an expert. 

 

3.14.  Summary 

Text categorization is the process of finding the correct topic (class/category/label) of a text based on a 

given set of predefined categories (topics/subjects) and a collection of labeled texts. It is constituted of 

two big steps: the learning step and the categorization step. Each step is composed of several tasks 

such as: preprocessing, vector representation, terms coding, features selection, predictive model 

building, applying the predictive model on the text to categorize. 

In this chapter, we have treated many important topics related to the TC field including: definition of 

TC problem, its applications, some related difficulties, representation methods, coding models, 

features reduction and features selection, approaches of TC. 

We have also dedicated a large part of this chapter for the multilingual text categorization. For which 

we treated many important elements such as: its importance, the most known approaches of 

multilingual information retrieval, some proposed solutions (schemes), the main phases of multilingual 

text categorization process. 
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4.1. Preface 

     The field of machine learning ML is concerned with the question of how to construct computer 

programs that automatically improve with experience. In the last years, many successful applications 

based on machine learning algorithms have been developed, ranging from data-mining applications 

such as: detection of fraudulent credit card transactions, cross-selling, churn analysis, risk 

management, sales forecast, to text mining applications such as: document categorization, document 

clustering, information retrieval, information extraction, to autonomous vehicles that learn to drive on 

public highways. At the same time, there have been important advances in the theory and algorithms 

that form the foundations of ML field. 

     In the ML approach to text categorization, the classifier is built automatically by learning the 

properties of categories from a set of preclassified training documents (the training set). In the ML 

terminology, the learning process is an instance of supervised learning because the process is guided 

by applying the known true category assignment function on the training set. The unsupervised version 

of the classification task is called clustering. There are many approaches to classifier learning; some of 

them are variants of more general ML algorithms, and others have been created specifically for 

categorization. [Feldman and Sanger, 2007] 

     Our main goal through this chapter is to present an overview of the key ML algorithms that are 

mostly used in the field of text mining, in particular, in text categorization subfield. We will explain 

the principle of each algorithm, giving its advantages and inconvenient, and for some of them we 

present a short pseudo-code and some illustrative examples. 

 

4.2. The text classification problem 

     In text classification, we define a description of a document d∈X, where X is the document space; 

and a fixed set of classes C={c1, c2, . . . , cJ}. Classes are also called categories or labels. Typically, the 

document space X is some type of high-dimensional space, and the classes are human defined for the 

needs of an application 

 Given a training set D of labeled documents (d, c), where (d, c)∈X×C. For example: 

(d, c)=(“Beijing joins the World Trade Organization”, China) for the one-sentence document 

<”Beijing joins the World Trade Organization”> and the class <China>. [Manning et al, 2008] 

Using a learning method or learning algorithm, we then wish to learn a classifier or classification 

function γ that maps documents to classes: 
 �: � → �        (4.1) 
 

This type of learning is called supervised learning because a supervisor (the supervised learning is a  

human who defines the classes and labels of training documents) serves as a teacher directing the 

learning process. We denote the supervised learning method by φ and write φ(D) = γ . The learning 

method φ takes the training set D as input and returns the learned classification function γ. 

The learning method φ can be one of the most known methods (algorithms) in machine learning field 

such as: Naïve Bayes (NB), k-nearest neighbor, SVM, etc. [Sebastiani, 2002] 

How to build a classifier γ? The answer to this question is a key to understand the categorization 

process. The training set provides some typical examples for each class, so that we can learn the 

classification function γ. Once we have learned γ, we can apply it to the test set (or test data).  
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It’s also important to note that in such application of text categorization, a document can be a member 

of exactly one class. It’s the case of one-of problems or a single label classification. Unfortunately, 

this is not the most appropriate case. Another case is when a document can be a member of two or 

more classes. This type of classification problem is referred to as any-of problem or multilabel 

categorization. Whatever the case, our goal in text classification is to obtain high accuracy on test data 

or new data. We know that it is easy to achieve high accuracy on the training set (e.g., we can simply 

memorize the labels). But high accuracy on the training set in general does not mean that the classifier 

will work well on new data in an application. When we use the training set to learn a classifier for test 

data, we make the assumption that training data and test data are similar or from the same distribution. 

 

4.3. Learning algorithms used in text categorization 

4.3.1. Naïve Bayes classifier 

4.3.1.1.The multinomial model 
 

The first supervised learning method we introduce is the multinomial Naive Bayes or multinomial NB 

model [Maron and Kuhns, 1960, Lewis, 1998, Kołcz and Yih, 2007, Manning et al, 2008], a probabilistic 

learning method. The probability of a document d being in class c is computed as: 

 

    ��	|�� ∝ ��	� ∏ ����|	�������          (4.2) 

 

Where: 

 P(tk|c): is the conditional probability of term tk occurring in a document d of class c. We interpret 

P(tk|c) as a measure of how much evidence tk contributes that c is the correct class.  

P(c): is the prior probability of a document d occurring in class c. If a document’s terms do not provide 

clear evidence for one class versus another, we choose the one that has a higher prior probability.  

<t1, t2, . . . , ���>:  are the tokens in d that are part of the vocabulary we use for classification. 

nd: is the number of such tokens in d. For example, <t1, t2, . . . , ���> for the one-sentence document 

<Beijing and Taipei join the WTO> might be <Beijing, Taipei, join, WTO>, with nd = 4, if we treat the 

terms <and, the> as stop words. 

 

As we said previously, our goal in text classification is to find the best class for the document. So, the 

best class in NB classification is the most likely or maximum a posteriori (MAP) class cmap: 

 

  	��� = Argmax�∈C �!�	|�� = "#$%&'�∈C��	� ∏ ����|	�������     (4.3) 

 

We can summarize this equation as follows: 

� We calculate the probabilities��	� , ��	(� of each class c and 	( in the data set D.  

� We calculate the conditional probabilities ����|	� , ����|	(� of each term tk.  

� We calculate the product R1 of all the conditional probabilities ����|	�, and the product *+� of 

all the conditional probabilities ����|	(�. 

� We multiply ��	� by R1 and ��	(� by  *+�  we obtain 	��� and 	(��� 

� We assign the new document to the class having the higher result (for example we assign the 

document d to the class c  if  	���> 	(���). 
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In equation (4.3) we use �! for P because we do not know the true values of the parameters P(c) and 

P(tk |c), but estimate them from the training set. 
 

In Equation (4.3), we must be careful because many conditional probabilities are multiplied, one for 

each position 1 ≤ k ≤ nd . This can result in a floating point underflow (gives a very small result≪ 0�. 

So, it is better to perform the computation by adding logarithms of probabilities instead of multiplying 

probabilities. And in this case, the class with the highest log probability score is still the most 

probable; (based on the property (log(xy) = log(x) + log(y)) and the logarithm function is monotonic. 

Hence, the maximization that is actually done in most implementations of NB is: 

 

   ���� = "#$%&'.∈/[log �!�	� + ∑ log �!���|	�]������      (4.4) 

 

Where: 

The conditional parameter log �!���|	� is a weight that indicates how good an indicator tk is for c.  

The prior log �!�	� is a weight that indicates the relative frequency of c (More frequent classes are 

more likely to be the correct class than infrequent classes).  

The sum of log prior 78$ �!�	� and term weights log P:�t<|c� is then a measure of how much evidence 

there is for the document being in the class, and Equation (4.4) selects the class for which we have the 

most evidence. 

We note also: 
 

      �!�	� = >?>         (4.5) 

Where: 

Nc: is the number of documents in class c. 

N: is the total number of documents. 

 

Similarly, we estimate the conditional probability �!���|	� as the relative frequency of term t in 

documents belonging to class c, and it is calculated as follows: 

 

     �!��|	� = @?A∑ @?ABAB∈C         (4.6) 

Where: 

 Tct: is the number of occurrences of t in training documents belonging to the class c, including 

multiple occurrences of a term in a document. Tct is a count of occurrences in all positions k in the 

documents in the training set.  D.EF: is the number of terms constituting the class c including multiple occurrences of terms. 
 

One problem which can occur when applying the previous equation (4.6) is when we calculate a 

conditional probability of a rare term tr and tr doesn’t occur in the training data for a class cr. In this 

case we have �!��G|	G� = 0 

And consequently, we will have also cmap=0  because we are multiplying the conditional probabilities 

for all terms in equation (4.2). 

To avoid such situation, we must simply add 1 to each count in (4.6) as given in (4.7) 
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    �!��|	� = @?AH�∑ �@?ABH��AB∈C = @?AH��∑ @?AB�HIAB∈C              (4.7) 

   
 

Where:  B = |V| is the number of terms in the vocabulary of the training set. 
 

Now let’s give the complete algorithm of the basic NB: 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

Algorithm 4.1 Naive Bayes algorithm (multinomial model): Training and testing. 

 

Example 4.1: Multinomial model of NB:  we have the following data set: 
 

Table 4.1. Data for parameter estimation examples 
 

 Doc Id Words in document c: d∈class{China} 	(: d∉class {China} 

Training set d1 Chinese Beijing Chinese Yes 

d2 Chinese Chinese Shanghai Yes 

d3 Chinese Macao Yes 

d4 Tokyo Japan Chinese No 

Test set d5 Chinese Chinese Chinese Tokyo Japan ? 

 

 

 

TrainMultinomialNB(C, D) 

    V ← ExtractVocabulary(D)  /* to build the vocabulary of the training data D 

    N ← CountDocs(D)               /* Total number of docs in D 

    for each c ∈ C do                 /* for each class c 

        Nc ← CountDocsInClass(D, c) /* number of docs in class c 

        prior [c] ← Nc/N    /* Calculate the probability of c 

                                        /* in the training data D 

        Text c ← ConcatenateTextOfAllDocsInClass(D, c) 

                   /* Regroup the texts of the class c to find its vocabulary 

         for each t ∈ V  do    /* for each term t of the total vocabulary V 

             Tct ← CountTokensOfTerm(textc, t)  /*calculate the frequency of t∈c in D 

         for each t ∈ V do    /* for each term t of the total vocabulary V 

              condprob[t][c] ← 
@?AH�∑ �@?ÀH��À      /* calculate the probability �!���|	� 

   Return V, prior, condprob 

 

ApplyMultinomialNB(C, V, prior, condprob, d)  /* Apply the bayes classifier on 

                                                                                    /* the test set or a new document 

     W ← ExtractTokensFromDoc(V, d)         /* Find the vocabulary W of the test set  

                                                                           /* or the new document 

     for each c ∈ C do                     /* for each class c 

         score[c] ← log prior [c]        /* calculate the probability of c in D 

         for each t ∈ W do                /* for each term t of the new set 

               score[c] += log condprob[t][c] 

Return arg max c∈C score[c] 
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As it’s shown in table 3.1 we have two classes c and 	( 
c: the document di belongs to the class {China} (mentioned by Yes) 	( : the document di doesn’t belong to the class {China} (mentioned by  No) 

We have also: {d1, d2, d3, d4}∈c 

  {d4}∉c  i.e,. {d4}∈	( 
 

We need to classify the test document d5. So, we must follow the following steps: 
 

1. We calculate :   �!�	� = >?>  = 3/4,   �!�	(� = >?>  = 1/4 

2. We find the vocabulary V of the training data set 

V = {Chinese, Beijing, Shanghai, Macao, Tokyo, Japan} (we take each term one time) 

B = |V|=6 
 

3. We calculate the number of terms tct’ constituting c and 	( 
tct’( c)= 8;   tct’(	()=3 
 

4. We calculate tct the number of occurrences of the term t in the training document that belong to 

the class c and 	(  respectively including multiple occurrences 

Tct(c, Chinese) = 5;  Tct(	(, Chinese) = 1 

Tct(c, Beijing) = 1;  Tct(	(, Beijing) = 0 

Tct(c, Shanghai) = 1;  Tct(	(, Shanghai) = 0 

Tct(c, Macao) = 1;  Tct(	(, Macao) = 0 

Tct(c, Tokyo) = 0;  Tct(	(, Tokyo) = 1 

Tct(c, Japan) = 0;  Tct(	(, Japan) = 1 
 

5. We calculate the conditional probabilities according to the equation (4.7) �!��ℎLMNON|	� = (5+1)/(8+6) = 6/14 = 3/7 �!��ℎLMNON|	(� = (1+1)/(3+6) = 2/9 �!�PNLQLM$|	� = (1+1)/(8+6) = 2/14 = 1/7 �!�PNLQLM$|	(� = (0+1)/(3+6) = 1/9 �!�Rℎ&M$ℎ&L|	� = (1+1)/(8+6) = 2/14 = 1/7 �!�Rℎ&M$ℎ&L|	(� = (0+1)/(3+6) = 1/9 �!�S&	&8|	� = (1+1)/(8+6) = 2/14 = 1/7 �!�S&	&8|	(� = (0+1)/(3+6) = 1/9 �!�D8TU8|	� = (0+1)/(8+6) = 1/14 �!�D8TU8|	(� = (1+1)/(3+6) = 2/9 �!�V&W&M|	� = (0+1)/(8+6) = 1/14 �!�V&W&M|	(� = (1+1)/(3+6) = 2/9 
 

The dominators are (8+6) and (3+6) because the lengths of textc and textc’ are 8 and 3 respectively, 

and because the constant B in (3.7) is 6 as the vocabulary consists of six terms. 
 

6. We calculate then the scores of the test document  �!�	|�X�, �!�	(|�X�: 

d5 = {Chinese Chinese Chinese Tokyo Japan} � 
 �!�	|�X� = W�	� ∏ W���|	�������  = 3/4*[�!��ℎLMNON|	�* �!��ℎLMNON|	�* �!��ℎLMNON|	� 

* �!�D8TU8|	�* �!�V&W&M|	� = 3/4*[(3/7)
3
 * 1/14*1/14] ≈ 0.0003 
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 �!�	(|�X� = W�	(� ∏ W���|	(�������  = 1/4*[�!��ℎLMNON|	(�* �!��ℎLMNON|	(�* �!��ℎLMNON|	(� 

* �!�D8TU8|	(�* �!�V&W&M|	(� = 1/4*[(2/9)
3
 * 2/9*2/9] ≈ 0.0001 

 

Thus, because �!�	|�X� > �!�	(|�X� the NB classifier assigns the test document d5 to the class c 

{China} 

 

4.3.1.2.The Bernoulli model 
 

    Another model of NB classifier is the Bernoulli model [McCallum and Nigam, 1998]. It’s equivalent 

to the binary model which generates an indicator for each term of the vocabulary, either 1 indicating 

presence of the term in the document or 0 indicating absence. The Bernoulli model has the same time 

complexity as the multinomial model. 

The different generation models imply different estimation strategies and different classification rules. 

For example, the Bernoulli model estimates �!��|	� as the fraction of documents of class c that contain 

term t. In contrast, the multinomial model estimates �!��|	� as the fraction of tokens in documents of 

class c that contain term t (Equation (4.7)).  

When classifying a test document, the Bernoulli model uses binary occurrence information, ignoring 

the number of occurrences. Thus, as a result, the Bernoulli model typically makes many mistakes when 

classifying long documents. For example, it may assign an entire book to the class China because of a 

single occurrence of the term China which occurs in it. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

Algorithm 4.2 NB algorithm (Bernoulli model) 
 

 

 

 

 

TrainBernoulliNB(C, D) 

1   V ← ExtractVocabulary(D) 

2   N ← CountDocs(D) 

3   for each c ∈ C do  

     4  Nc ← CountDocsInClass(D, c) 

     5  prior [c] ← Nc/N 

     6  for each t ∈ V do  

         7  Nct ← CountDocsInClassContainingTerm(D, c, t) 

         8  condprob[t][c] ← (Nct + 1)/(Nc + 2) 

9   Return V, prior, condprob 

ApplyBernoulliNB(C, V, prior, condprob, d) 

1   Vd ← ExtractTermsFromDoc(V, d) 

2   for each c ∈ C do  

     3  score[c] ← log prior [c] 

     4  for each t ∈ V do 

         5  if t ∈ Vd  then  

         6  score[c] += log condprob[t][c] 

         7  else  score[c] += log(1 − condprob[t][c]) 

8 Return arg maxc∈C score[c] 
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Example 4.2: Bernoulli model 

Applying the Bernoulli model to the example given in table 3.1, we obtain the following results: 
 

1. We have the same estimates for the priors as before: �!�	� = >?>  = 3/4,   �!�	(� = >?>  = ¼ 

 

2. The conditional probabilities are: �!��ℎLMNON|	� = (3 + 1)/(3 + 2) = 4/5 

 

(1)       (2)  (3)  

 

(1) The term “Chinese” belongs to three documents from the class c. 

(2) Because there are three documents in the class c. 

(3) Because the constant B in (4.7) is 2 (there are two cases to consider for each term, occurrence 

and nonoccurrence. 

 �!��ℎLMNON|	(� = (1 + 1)/(1 + 2) = 2/3 

 

(1)       (2)  (3)  

(1) The term “Chinese” belongs to one document from the class 	(. 
(2) Because there is one document in the class	(. 
(3) Because the constant B in (4.7) is 2 
 �!�PNLQLM$|	� = �!�Rℎ&M$ℎ&L|	� =  �!�S&	&8|	� = (1+1)/(3+2) = 2/5. �!�PNLQLM$|	(� = �!�Rℎ&M$ℎ&L|	(� = �!�S&	&8|	(�  = (0+1)/(1+2) = 1/3. �!�D8TU8|	� = �!�V&W&M|	�  = (0+1)/(3+2) = 1/5. �!�D8TU8|	(� = �!�V&W&M|	(� = (1+1)/(1+2) = 2/3. 

 

3. The scores of the test document for the two classes c, 	( are 

d5 = {Chinese Chinese Chinese Tokyo Japan} 
 �!�	|�X� = W�	�*[ �!��ℎLMNON|	�*�!�D8TU8|	�*�!�V&W&M|	�*(1-�!�PNLQLM$|	�) 

                  ∗(1-�!�S&	&8|	�) = 3/4*[(4/5) * 1/5*1/5*(1-2/5)*(1-2/5)*(1-2/5)] ≈ 0.005 
 

We note that: {Beijing, Shanghai, Macao} are nonoccurrence terms for d5 because they belong 

to the vocabulary V, but don’t belong to d5. 
 

And analogously: �!�	(|�X� = W�	(�*[ �!��ℎLMNON|	(�*�!�D8TU8|	(�*�!�V&W&M|	(�*(1-�!�PNLQLM$|	(�) 

(1-�!�Rℎ&M$ℎ&L|	(�)*(1-�!�S&	&8|	(�)= 1/4*[(2/3) * 2/3*2/3*(1-1/3)*(1-1/3)*(1-1/3)] ≈ 0.022 
 �!�	(|�X� > �!�	|�X� � The classifier assigns the test document to the class 	( = {not-China} which is 

not the same result obtained with the multinomial model. 
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4.3.1.3.Time complexity of NB classifier 

The complexity of computing the parameters is |C|x|V| because the set of parameters consists of 

|C|x|V| conditional probabilities to calculate.  

The preprocessing necessary for computing the parameters (extracting the vocabulary, counting terms, 

etc.) can be done in one pass through the training data. The time complexity of this component is 

therefore |D|xLave. Where |D| is the number of documents in the training data set and Lave is the 

average length of a document. In addition the multinomial model and the model of Bernoulli, other 

models for NB are described by several authors such as [Eyheramendy et al., 2003].  

 

4.3.1.4. Linear classifiers 

In Naive Bayes, classifiers documents are represented as a sequence of terms or a binary vector of the 

form <e1, . . , em>∈ {0, 1}
|V|

. Another representation for text classification is the vector space model. It 

represents each document as a vector with one real-valued component, usually a Tf–Idf weight, for 

each term belonging to the document. Here, we will see many methods that are based on this model, 

for instance; Rocchio and kNN. We note also that a a large number of text classifiers can be viewed as 

linear classifiers which partition the space of features into regions separated by linear decision 

hyperplanes. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

Figure 4.1 Vector space classification into three classes. 

 

Decisions of many vector space classifiers are based on a notion of distance, such as kNN 

classification. There are several distances measures, the most known are: the Euclidean distance, the 

cosine similarity and dot product. 

 

4.3.2. Rocchio classifier 
 

     Rocchio method divides the vector space into regions centered on centroids or prototypes, one for 

each class, computed prototype as the center of mass of all documents in the class. Rocchio 

classification is simple and efficient, but inaccurate if classes are not approximately spheres with 

similar radii. [Rocchio, 1971, Joachims, 1997, Manning et al., 2008] 

If we take the figure 4.1 seen above, it shows three classes, China, USA, and Algeria, in a 2D space. 

Documents are shown as circles, diamonds, and Xs. The decision boundaries in the figure are chosen 

to separate the three classes, but are arbitrary. To classify a new document, depicted as a star (*) in the 

 

USA 

Algeria 
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figure, we determine the region it occurs in and assign it the class of that region – China in this case. 

The main work we must do in vector space classification is to define good boundaries between classes 

because they determine the classification decision. One best way to do this is Rocchio classification, 

which uses centroids to define the boundaries [Han and Karypis, 2000, Tan and Cheng, 2007]. The 

centroid of a class c is computed centroid as the vector average or center of mass of its members: 

 

     Z[�	� = �|\?| ∑ ][���^∈\?        (4.8) 

 

 

Where: 

Dc: is the set of documents in D whose class is c: Dc = {d : <d, c> ∈ D}. ][���: The normalized vector of d. 

 

The boundary between two classes in Rocchio classification is the set of points with equal distance 

from the two centroids. For example, |a1| = |a2|, |b1| = |b2|, and |c1| = |c2| in the figure 4.2. This set 

of points is always a line. The generalization of a line in M-dimensional space is a hyperplane, which 

we define as the set of points '[ that satisfy: 

 

      _̀̀[@ . '[ = b        (4.9) 

 

Where: _̀̀[:  is the M-dimensional normal vector of the hyperplane. 

B: is a normal vector constant.  

 

This definition of hyperplanes includes lines (any line in 2D can be defined by w1x1 + w2x2 = b) and 2-

dimensional planes (any plane in three dimensions (3D) can be defined by w1x1 + w2x2 + w3x3 = b).  

A line divides a plane in two, a plane divides 3D space in two, and hyperplanes divide higher-

dimensional spaces in two. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4.2 Rocchio classification. 

 

 

USA 

Algeria 
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Thus, the boundaries of class regions in Rocchio classification are hyperplanes. The classification rule 

in Rocchio is to classify a point in accordance with the region it falls into. Equivalently, we determine 

the centroid Z[�	� that the point is closest to and then assign it to c. For example, the star in Figure 4.2. 

It is located in the China region of the space and Rocchio therefore assigns it to the class China.  

 

 

 

 

 

 

 

 

 

 

 

Algorithm 4.3 Rocchio classification algorithm: Training and testing. 

 

Example 4.3: Rocchio algorithm 

We take the document data set seen previously (Example 4.1) and we represent each document by the 

TF-IDF vector representation using the formula: 

 

  Dc − efc��, �� = �1 + 78$�h�Dc��, ���� ∗ 78$�h� i^j�E��    if  TF(t, d) > 0    (4.10) 

 

We obtain the following results: 

 

Table 4.2  TF-IDF Vector representation of document data set in Table 4.1. 
 

  

Doc. 

vector 

Term weights 

Chinese Japan Tokyo Macao Beijing Shanghai Class 

Training set �[� 0 0 0 0 1.0 0 c �[k 0 0 0 0 0 1.0 c �[l 0 0 0 1.0 0 0 c �[i 0 0.71 0.71 0 0 0 	( 
Test set �[X 0 0.71 0.71 0 0 0 ? 

Centroids  

of c and m+ 

Z[. ? ? ? ? ? ?  Z[.( ? ? ? ? ? ?  

 

We calculate also the two class centroids as follows: 
 Z[.  = 

�|\?| ∑ ][���^∈\?  = 1/3(�[� + �[k + �[l�=1/3[(0, 0, 0, 0, 1, 0) + [(0, 0, 0, 0, 0, 1) + [(0, 0, 0, 1, 0, 0)] 

                                                                        = (0, 0, 0, 1/3, 1/3, 1/3) = (0, 0, 0, 0.33, 0.33, 0.33) Z[.( = 
�|\?+| ∑ ][���^∈\?+  = 1/1(�[i�= 1(0, 0.71, 0.71, 0, 0, 0)= (0, 0.71, 0.71, 0, 0, 0) 

 

 

 

 

TRAINROCCHIO(C, D) 

1   for each cj ∈ C  do  

2       Dj ← {d : <d, cj> ∈ D} 

3       Z[n ← 
�|\?| ∑ ][���^∈\?  

4   return {Z[�, . . . , Z[n  } 

APPLYROCCHIO({Z[�, . . . , Z[n}, d) 

   1  return Arg minj |Z[n  − ][���| 
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The Euclidean distances of the test document �[X from the centroids are: 
 

|Z[.- �[X| = |(0, 0, 0, 1/3, 1/3, 1/3) – (0, 0.71, 0.71, 0, 0, 0)|=o0k + �−0.71�k  + �−0.71�k  + �q  + �q  + �q 

            = √0.5041 + 0.5041 + 0.3333    ≈ 1.15 

|Z[.(- �[X| = |(0, 0.71, 0.71, 0, 0, 0) - (0, 0.71, 0.71, 0, 0, 0)| = 0.0 

|Z[.(- �[X| < |Z[.- �[X|  � Rocchio classifier assigns d5  to 	( 
 

The separating hyperplane has the following parameters: 

 _̀̀[ = �0, −0.71, −0.71, �l , �l , �l�      It is finally: (Z[.- �[X) 

b = -1/3 
 

Thus documents in class c when _̀̀[@ . �[v > b  (d1, d2, d3) and documents in 	( when _̀̀[@ . �[v < b  (d4) 

 

Time complexity of Rocchio classifier 

Rocchio classification and Naive Bayes have the same linear training time complexity. [Buckley et al., 

1994a, Buckley et al., 1994b, Voorhees and Harman, 2005]. 

 

4.3.3. k nearest neighbor classifier 
 

     kNN or k nearest neighbor classification determines the decision boundary locally. For 1NN we 

assign the new document to the class of its closest neighbor. For kNN (k = 2, 3, …), we assign each 

document to the majority class of its k closest neighbors, where k is a parameter representing the 

number of neighbors. kNN requires no explicit training and can use the unprocessed training set 

directly in classification. It is less efficient than other classification methods in classifying documents. 

If the training set is large, then kNN can handle nonspherical and other complex classes better than 

Rocchio. [Yang and Chute, 1994, Yang and Li, 1999, Hastie et al., 2001] 

    1NN is not very robust. The classification decision of each test document relies on the class of a 

single training document, which may be incorrectly labeled or atypical. kNN for k >1 is more robust. It 

assigns documents to the majority class of their k closest neighbors, with ties broken randomly. 

The parameter k in kNN is often chosen based on experience or knowledge about the classification 

problem at hand. It is desirable for k to be odd to make ties less likely. k = 3 and k = 5 are common 

choices, but much larger values, between 50 and 100, are also used. An alternative way of setting the 

parameter is to select the k that gives best results on a held-out portion of the training set.  

 

 

 

 

 

 

 

 

 

 

 

 

Algorithm 4.4 The basic kNN algorithm 

Basic kNN Algorithm (D, C) 

Input : D, the set of training documents, the test document, dt, which is a 

vector of term weights, and C, the set of classes used to label the documents 

Output : cd∈ C, the class of dt 

foreach document di ∈ D do 

| Compute dist(dt, di), the distance between dt and di; 

end 

Select N ⊆ D, the set (neighborhood) of k closest training objects for dt; 

cdt = argmax v∈C ∑ e�] = 	7&OO�	^v��^v∈> ; 

where I (・) is an indicator function that returns the value 1 if its argument is 

true and 0 otherwise. 
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Example 4.4:  kNN algorithm 

We take always the above example, and try to find the closet class of the test document d5 using kNN 

classifier (k = 1 one neighbor). 
 

We calculate the Euclidean distances of d5 from the four training documents (d1, d2, d3, d4), we obtain: 
 

|�[�- �[X| =|(0, 0, 0, 0, 1, 0) – (0, 0.71, 0.71, 0, 0, 0)|        

             = y�0 − 0�k + �0 − 0.71�k  + �0 − 0.71�k  + �0 − 0�k + �1 − 0�k + �0 − 0�k 

             = y�0.5041� + �0.5041� + 1 = √2.0082 ≈ 1.4171 

 

Analogously: 

|�[k- �[X| = |�[l- �[X| ≈ 1.4171 

|�[i- �[X| = 0.0   it is the minimal distance � the nearest neighbor of d5 is d4 and 1NN assigns d5 to d4’s 

class, 	( 
 

4.3.3.1. Similarity measures used with kNN algorithm 

     Several similarity measures (distances) can be used to find the nearest neighbor, among them we 

can note the following:  
 

1. Inner product (dot product): 
 

     eMMN#|�}`̀ [̀, ��`̀ `̀[~ = �} `̀`̀[ ∙  ��`̀ `̀[ =  ∑ _vn. _v�|�|v��      (4.11) 

 

2. Cosine distance (similarity):  

 

    �8OLMN|�}`̀ [̀, ��`̀`̀[~ = ^� `̀ `̀ [̀∙ ^�`̀`̀ [̀�^� `̀ `̀ [̀��^�`̀`̀ [̀� =  ∑ ���.���|C|���o∑ ������|C|��� o∑ ������|C|���      (4.12) 

3. Dice distance: 
 

   fL	N|�}`̀ [̀, ��`̀`̀[~ = k∗�^� `̀ `̀ [̀∙ ^�`̀`̀ [̀��^� `̀ `̀ [̀���^�`̀`̀ [̀�� =  k∗∑ ���.���|C|���∑ ������|C|��� H∑ ������|C|���     (4.13) 

4. Jaccard distance:  

  V&		&#�|�}`̀ [̀, ��`̀`̀[~ = ^� `̀ `̀ [̀∙ ^�`̀`̀ [̀�^� `̀ `̀ [̀���^�`̀`̀ [̀���^� `̀ `̀ [̀∙ ^�`̀`̀ [̀ =  ∑ ���.���|C|���∑ ������|C|��� H∑ �������∑ ���.���|C|���|C|���     (4.14) 

5. Overlap distance: 

  �]N#7&W|�}`̀ [̀, ��`̀`̀[~ = ^� `̀ `̀ [̀∙ ^�`̀`̀ [̀�v�[�^� `̀ `̀ [̀��,�^�`̀`̀ [̀��] =  ∑ ���.���|C|����v�[∑ ������|C|��� ,∑ ������]|C|���     (4.15) 

Where:  �}`̀ [̀, ��`̀ `̀[: Vectors representing documents dj, dk in vector space. _vn , _v�: weights of the term i in documents dj and dk successively. |�|: size of the term vocabulary. 

||dj||, ||dk||: vectors lengths.  

 

6. Other distances: Minkowski, Manhattan, Chebychev, etc.  
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 4.3.3.2. Probabilistic kNN 

There is a probabilistic version of kNN classification algorithm in which we can estimate the 

probability of membership in class c as the proportion of the k nearest neighbors in c. Figure 4.3 gives 

an example for k = 3. Probability estimates for class membership of the star are: �!�	L#	7N 	7&OO|O�&#� 

= 1/3, �!��	7&OO|O�&#� = 2/3, and �!��L&%8M� 	7&OO|O�&#� = 0 (the denominator 3 is the number of 

neighbors k). Thus, 3NN estimate (�!�	L#	7N 	7&OO|O�&#�=1/3) and the 1NN estimate �!�	L#	7N 	7&OO|O�&#� = 1). i.e., differ with 3NN preferring the X class and 1NN preferring the circle 

class.  [Creecy et al., 1992, Indyk, 2004] 
 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4.3. The probabilistic version of kNN 

 
 

 

 

 

 

 

 

 

 

Algorithm 4.5 A pseudo code of the probabilistic version of kNN (with preprocessing)  
 

 

4.3.3.3. Performance of kNN classifier 
 

kNN classifier has some properties that are quite different from most other classifiers. Training a kNN 

classifier simply consists of determining k and preprocessing documents. If we find a value for k and 

do not preprocess documents, then kNN requires no training at all. In practice, we have to perform 

preprocessing steps like tokenization. In kNN classification, we do not perform any estimation of 

parameters as we do in Rocchio classification (centroids) or in Naive Bayes (priors and conditional 

probabilities). kNN simply memorizes all examples in the training set and then compares the test 

document to them by calculating a distance value. For this reason, kNN is also called memory-based 

learning. It is usually desirable memory-based learning to have a large training data as possible. But 

large training sets come with a severe efficiency penalty in classification. There are fast kNN 

algorithms for small dimensionality M. There are also approximations for large M that give error 

bounds for specific efficiency gains [Andoni et al., 2006]. But, they have not been tested for extensive 

TRAIN-KNN(C, D) 

1   D’ ← Preprocess(D) 

2   k ← Select-k(C, D’) 

3   return D’, k 
 

APPLY-KNN(C, D, k, d) 

1   Sk ← ComputeNearestNeighbors(D’, k, d) 

2   for each cj ∈ C do  

3       pj ← |Sk ∩ cj |/k 

4   return arg maxj  pj 
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text classification applications. So, it is not clear if they can achieve much better efficiency without a 

significant loss of accuracy. kNN’s effectiveness is close to that of the most accurate learning methods 

in text classification. The error of 1NN is asymptotically bounded by twice the Bayes error rate (as the 

training set increases). i.e., if the optimal classifier has an error rate of x, then 1NN has an asymptotic 

error rate of 2x. This is due to the effect of noise which can affect the test document and the closest 

training document. 
 

4.3.4. Support Vector Machine classifier (SVM classifier) 

The support vector machine (SVM) algorithm is very fast and effective for text classification problems 

[Vapnik, 1995, Vapnik, 1998]. In geometrical terms, a binary SVM classifier can be seen as a 

hyperplane in the feature space separating the points that represent the positive instances of the 

category from the points that represent the negative instances. The classifying hyperplane is chosen 

during training as the unique hyperplane that separates the known positive instances from the known 

negative instances with the maximal margin. The margin is the distance from the hyperplane to the 

nearest point from the positive and negative sets. It is interesting to note that SVM hyperplanes are 

fully determined by a relatively small subset of the training instances, which are called the support 

vectors. The rest of the training data have no influence on the trained classifier. In this respect, the 

SVM algorithm appears to be unique among the different categorization algorithms. The SVM 

classifier has an important advantage in its theoretically justified approach to the overfitting problem, 

which allows it to perform well irrespective of the dimensionality of the feature space. Also, it needs 

no parameter adjustment because there is a theoretically motivated “default” choice of parameters that 

has also been shown experimentally to provide the best performance. We will initially motivate and 

develop SVMs for the case of two-class data sets that are separable by a linear classifier, and then 

extend the model to non separable data, multiclass problems, and nonlinear models, and also present 

some additional discussion of SVM performance. [Burges, 1998, Joachims, 1999, Joachims, 2002a] 
 

4.3.4.1. The linearly separable case 

For two-class, separable training data sets, such as the one in Figure 4.4, there are lots of possible 

linear separators. Intuitively, a decision boundary drawn in the middle of the space between data items 

of the two classes seems better than one which approaches very close to examples of one or both 

classes. [Joachims, 1998, Dumais et al., 1998, Joachims, 1999, Joachims, 2000, Joachims, 2001] 

 

  

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4.4. An infinity of hyperplanes that separating two linearly separable classes. 

Optimal 

hyperplane 
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The SVMs look for a decision surface or hyperplane that is maximally far away from any data 

example. This distance from the decision hyperplane to the closest data point is the margin of the 

classifier. And it’s fully specified by a subset of data which is the set of support vectors (the nearest 

points to the separator). 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

Figure 4.5. Principle of SVM method. 

 

Let us formalize an SVM with algebra. Suppose we have a set of training data points D = {('[v, yi)}, 

where each member of D is a pair of point '[v and its class label yi∈{-1, +1}. 

A decision hyperplane separating the data points according to the two classes {-1, +1} can be defined 

by two parameters: a normal vector _̀̀[ also called a weight vector which is perpendicular to the  

hyperplane, and an intercept term b, where b/||_|| is the distance from the hyperplane to the origin, 

and ||_|| is the Euclidean norm of _̀̀[ (�|_|� = _̀̀[@ . _̀̀[). this hyperplane verify the following equation: 

      _̀̀[@ . '[ +  b = 0       (4.16) 

And thus, the linear classifier (classification function) is given by: 

     ��'[� = OL$M�_̀̀[@ . '[ +  b�        (4.17) 

That means, if we want to classify a point  '[ we have the following inequation: 

     �L�  _̀̀[@ . '[ +  b ≥ +1 ⇒ Uv = +1  L�   _̀̀[@ . '[ +  b ≤ −1 ⇒ Uv = −1 �      (4.18) 

Where _̀̀[@ . '[ is the dot product calculated as follows: 

 

     _̀̀[@ . '[ = ∑ _n . 'n�n��         (4.19) 
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We can also calculate the distance between any point 'v  and the separating hyperplane as follows: 

 

     ��'v� = |�̀̀[�.��`̀ [̀H �|�|�̀̀[|�         (4.20) 

And consequently, we have 

 

  

���
� ��'v� > +1 ⇒ 'v ∈ {+1}                                                                      ��'v� < −1 ⇒ 'v ∈ {−1}                                                                      ��'v� =  +1 ⇒ 'v bN78M$O �8 O£WW8#� ]N	�8# 7LMN 8� 	1{+1}��'v� =  −1 ⇒ 'vbN78M$O �8 O£WW8#� ]N	�8# 7LMN 8� 	2{−1}��'v� = 0 ⇒ 'vbN78M$O �8 �ℎN ONW&#&�LM$ ℎUWN#W7&MN          

�    (4.21) 

 

We recall that the goal of SVMs is to find an optimal hyperplane whose distance from all examples is 

maximal. Why? Suppose that we have an example which is not well described. In this case, a small 

variation in the position of the example doesn’t update its classification, if its distance to the 

hyperplane is large. 

Thus, we want to find _̀̀[ and b such that: 

    ¤� = k�|�̀̀[|�  LO %&'L%L¥N�                                &M��8# &77 �'[v , Uv� ∈ f, Uv. �_̀̀[@ . '¦`̀ [̀ +  b�  ≥ 1�    (4.22) 

 

Maximizing 
k�|�̀̀[|� is the same as minimizing �|_̀̀[|�/2 or 1/2�|_̀̀[|�k

 

So, find _̀̀[ and b such that: 

    §1/2 _`̀`̀[@_̀̀[ LO %LML%L¥N�                                &M��8# &77 �'[v , Uv� ∈ f, Uv. �_̀̀[@ . '¦`̀ [̀ +  b�  ≥ 1�    (4.23) 

 

We are now optimizing a quadratic problem QP subject to linear constraints which is a standard, well-

known class of mathematical optimization problems, and many algorithms exist to solve them.  

The solution involves constructing a dual problem where a Lagrange multiplier αi is associated with 

each example xi. Where xi is a support vector point (xi∈SV={ xi} i=1, 2, …, ns ns ≤ n) which are the 

nearest points for the hyperplane. 
 

The problem becomes, find α1, α2 , …, αns  such that: 

 

    §©v − 1/2 ∑ ∑ ©v©nUvUn  '̀̀[v@'n  LO %&'L%L¥N��ªn�ªv©vUv = 0                                                                      ©v  ≥ 0  �8# &77  1 ≤ L ≤ MO                                  �     (4.24) 

The solution is then of the form: 

 

    ¤_«̀̀[ = ∑ ©¬vUv'¦`̀̀ [�ªv��                                                                                        b! = Uª −   ∑ ©¬vUv�ªv�� '¦`̀̀ [@'ª                                                                     ��'� = _«̀̀[@ . ' + b!                                                                                    �(4.25) 
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Where: 

∧: Estimated value. 

ns: number of support vectors. 

(xs , ys): a support vector point. ©v: A Lagrange multiplier associated to the support vector point xi. 

 

Most of the ©v are nonzero. Each nonzero ©v indicates a support vector point xi. 

Consequently, the classification function becomes: 
 

     ��'� = OL$M�∑ ©¬vUv�ªv�� '¦`̀ [̀@' + b!�      (4.26) 

 

So, to classify a new example z, we must calculate: 
 

     ��¥� = _̀̀[@ . ¥[ + b = ∑ ©¬vUv�ªv�� '¦`̀̀ [@¥ + b      (4.27) 
 

Don’t forget that:  

     �L�  ��¥� > 0 ⇒ ¥ ∈ {+1}L�  ��¥� < 0 ⇒ ¥ ∈ {−1}�       (4.28) 

 

 

To summarize, we begin with a training data set. This data set helps to define the best separating 

hyperplane, and we feed data through a quadratic optimization problem to find this hyperplane. 

Given a new point '[ to classify, the classification function f('[) in (4.17) or (4.18) is used to determine 

the class to assign to the point. 

 

Example 4.5: How to build an SVM classifier  

 

Let the data set represented geometrically as follows: 

 

How to build an SVM classifier over this data set? 

For an example with a very small data set like this, we can 

Work geometrically to find the hyperplane separating the 

two classes of points. 

Such hyperplane is defined with 2 parameters: 

The weight vector  _̀̀[ and the intercept b 
 _̀̀[ will be perpendicular to the hyperplane, and so, parallel  

to the shortest line connecting points of the two classes. 

It is the line between p1(1, 1) and p2(2,3) giving a weight 

Vector _̀̀[ (1, 2) 
 

The optimal decision surface (hyperplane) is orthogonal to 

This line, and intersects it at the halfway point p3(1.5, 2) 

So, the SVM decision boundary is: 

     U =  '� + 2'k − 5.5        (4.29) 
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We can also work algebraically, with the standard constraint that: 
 

     OL$M[Uv . �_̀̀[@ . '¦`̀̀ [ +  b�]  ≥ 1       (4.30) 

 

We want to minimize ||_̀̀[||, that happens when the constraint is satisfied with equality by the two 

support vectors points p1(1,1) and p2(2,3). 

Further, we know that the solution is _̀̀[ (a, 2a) for some a 

 

So, we have that: 

     �  & + 2& = −1  �8# R�� �1,1�2& + 6& = +1  �8# R�k �2,3��           (4.31) 

 

By solving (4.31), we obtain:   a=2/5; b=-11/5 

Thus, the optimal hyperplane is given by _̀̀[ (2/5, 4/5) and b=-11/5 

The margin  ρ = k�|�̀̀[|� = 2/y�2/5�k + �4/5�k = 2/y20/25 = 2/[2√5/5] = 5/√5 = √5 ≈ 2.236 

All the obtained results can be confirmed geometrically. 
 

Let us see where we can classify the two points z1(3, 2), z2(1, 1/2) applying the decision function OL$M[Uv. �_̀̀[@ . '¦`̀̀ [ +  b�]. 

  §®kX , iX¯ ∗ �3, 2� − ��X = ®°X + ±X¯ − ��X = lX > 0 ⇒ ¥��3,2� ∈ {+1}               ®kX , iX¯ ∗ �1, 1/2� − ��X = ®kX + kX¯ − ��X = − ²X < 0 ⇒ ¥k�1, 1/2� ∈ {−1}�       (4.32) 

 

4.3.4.2. Nonlinearly separable case and noisy data  

a) Large margin classification for noisy data 

Sometimes the data are linearly separable. But in the general case they are not, and even if they are 

linearly separable, we might prefer finding a good solution that better separates data while ignoring a 

few weird noise documents (examples inside or on the wrong side of margin). To implement this, we 

introduce slack variables ξi (error variables). And the formulation of the SVM optimization problem 

with slack variables becomes:  [Cristianini and Shawe-Taylor, 2000, Schuolkopf and Smola, 2001] 
 

Find  _̀̀[ and b and ξi ≥ 0 such that: 

     § �k �`̀`̀[��̀̀[ + � ∑ ξ´v  LO %LML%L¥N�                                &M��8# &77 �'[v, Uv� ∈ f, Uv . �_̀̀[@ . '¦`̀ [̀ +  b�  ≥ 1 − ξ´
�   (4.33) 

Where: 

C: a constant that limits the margin failure. 

ξi: slack variable that allows a margin failure. 
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Figure 4.7 Large margin classification with slack variables. 

 

As seen before, we have: 

If   ξi = 0  � no error on points xi 

Else: 

      §L�  _̀̀[@ . '[ +  b ≥ 1 − ξi ⇒  Uv = +1    L�   _̀̀[@ . '[ +  b ≤ −1 + ξi ⇒  Uv = −1ξi ≥ 0                                                          �      (4.34) 

The dual problem becomes 

Find α1, α2 , …, αns such that: 

                  ¶∑ ©v −  1/2 ∑ ∑ ©v©nUvUn  '̀̀[v@'n LO %&'L%L¥N� &M�nv∑ ©vUvv = 0; 0 ≤ ©v ≤ �   �8# &77  1 ≤ L ≤ MO             �  (4.35) 

 
 

We see that the slack variables ξi and their correspondents Lagrange multipliers don’t appear in the 

dual problem. But we use the constant C bounding the possible values of Lagrange multipliers for the 

support vector data points. We recall also that the 'v with nonzero ©v will be the support vector points. 

Thus the solution of the dual problem will be of the form: 

 

¤_«̀̀[ = ∑ ©¬vUv'¦`̀̀ [�ªv��                                                                                                                                 b! = U��1 − ξ<� −   _̀̀[@'[�      �8# T =  &#$%&'�   ©�                                                                ��'� = _«̀̀[@ . '� + b!                                                                                                                           � (4.36) 
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b) Multiclass SVM 

SVMs are two-class classifiers. Therefore, to do multiclass classification with SVMs we proceed to 

one of the following methods:  [Crammer and Singer, 2001, Tsochantaridis et al., 2005] 
 

1. One-Versus-All (One-Against-All/OVA) technique:  the most common technique in practice 

and consists in building |C| one-versus-rest classifiers, and to choose the class that classifies 

the test datum with greatest margin. 

2. One-Versus-One (One-Against-One/OVO) technique: consists in building a set of one-versus-

one classifiers, and to choose the class that is selected by the most classifiers. This involves 

building |C|(|C| − 1)/2 classifiers, but the time for training classifiers may decrease, because 

the training data set for each classifier is much smaller. 

 

Example 4.6: One-Versus-One Technique  

Let the classes C1, C2, C3 

To build a multiclass SVM, we must transform our problem to a binary SVM classification. Thus, we 

build 3(3-1)/2 = 3 binary classifiers; SVM1(C1, C2), SVM2(C1, C3), SVM3(C2, C3). And if the obtained 

results of binary classifiers were: SVM1(C1, C2)=C1, SVM2(C1, C3)=C3, SVM3(C2, C3)=C3. To decide 

to which class our point will belong, we use the majority voting (e.g., we choose the class which 

receive more binary decisions as the correct class of the multiclass decision). So the multiclass 

decision in this case is C3 

 

c) Nonlinear SVM 

We have presented so far how we build SVMs for data sets that are linearly separable (even with a few 

exceptions or some noise). But what happen if the given data set doesn’t allow classification using a 

linear classifier? One way to solve this problem is to map the given data onto a higher dimensional 

space and then to use a linear classifier in the new higher dimensional space. Of course, we must 

preserve relevant dimensions of relatedness between data points, so that the resultant classifier should 

still generalize well. [Pilaszy, 2005, Chen et al., 2005, Joachims, 2006a, Joachims, 2006b] 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4.8. How to formulate a nonlinear SVM problem 
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SVMs, and also other linear classifiers, provide an easy technique to establish this mapping to a higher 

dimensional space. This technique is called kernel trick.  [Aizerman et al., 1964, Cristianini and 

Shawe-Taylor, 2000, Shawe-Taylor and Cristianini, 2004] 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4.9. Using a kernel trick to map nonlinearly separable data 

  

Let ('[v, '[n� ) =  '̀̀[v@'n  (dot product) 
 

So,       ��'[� = OL$M�∑ ©vUv�ªv�� T�'¦`̀ [̀, '[� + b�      (4.37) 

 

To map every data point into a high dimensional space via a transformation function Φ such that: 

Φ : '[              Φ('[)      (4.38) 

 

Then the dot product becomes: 

 Φ('¦`̀ [̀�@. Φ('}`̀̀ [)      (4.39) 

 

We could simply compute the quantity: 

      T�'¦`̀̀ [, '[� = Φ('¦`̀ [̀�@. Φ('}`̀̀ [)     (4.40) 

 

And then use the function’s value in equation (4.37) 

A kernel function is a function that corresponds to a dot product in some expanded feature spaces. 

 

Example 4.7: Definition of a kernel function 

Let the function T�£̀[, ][� = �1 +   £`̀̀ [@]�k , with  £̀[ = �£�, £k�,   ][ = �]�, ]k� 
 

We want to demonstrate that T�£̀[, ][� is a kernel function. i.e., T�£̀[, ][� = Φ(£̀[�@.Φ(][) for some Φ 

Φ is a function of transformation defined as follows: 
 

Φ(£̀[) = Φ�£�, £k�= �1   £�k   √2£�£k    £kk   √2£�   √2£k) 

Φ(][) = Φ�]�, ]k�= �1   ]�k   √2]�]k    ]kk   √2]�   √2]k) 
 

We have on one hand T�£̀[, ][� = �1 +   £`̀̀ [@]�k = (1 + £�]�+ £k]k)
2
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On the other hand, we have : 

Φ(£̀[�@.Φ(][)= Φ�£�, £k�. Φ�]�, ]k� = �1  £�k   √2£�£k   £kk  √2£�  √2£k)
T
. �1  ]�k  √2]�]k  ]kk   √2]�  √2]k)    (dot product) 

= (1 + £�]�+ £k]k)
2
 

= T�£̀[, ][� 

Thus, T�£̀[, ][� is a kernel function. 

 

d) What kinds of functions are valid kernel functions? 
 

1. A kernel function must satisfy Mercer’s condition: for any function g('[), such that ¸ $�'�k d'[ 

is finite, we must have ¸ $�'[, U[� g�'[�g�U[�d'[dU[ ≥ 0 

2. A kernel function must be: 

- Symmetric 

- Continuous 

- Have a positive definite matrix 

3. If a kernel function doesn’t satisfy Mercer’s condition, than the corresponding QP may have no 

solution. 

 

e) The new optimizing problem 

The dual problem when using a kernel function becomes: 
 

    § S&' ∑ ©v −  1/2 ∑ ∑ ©v©nUvUnΦ� '̀̀[v�@ . Φ�'[nnv � =∑ ©vUvv = 0;                                                                          0 ≤ ©v ≤ �   �8# &77  1 ≤ L ≤ MO                                   �   (4.41) 

 

We must satisfying the Karush-Kuhn-Tucker KKT condition 

 

    ¤ ©v = 0  ⇒ Uv. �|'[n~ ≥ 1                                                                0 ≤ ©v ≤ �  ⇒    Uv. �|'[n~ = 1                                                      ©v = �   ⇒   Uv. �|'[n~ ≤ 1                                                             � (4.42) 

 

 

The decision function is given by: 

 

    ��'� = OL$M�∑ ©¬vUvΦ��ªv�� '¦�`̀`̀ [̀@ . Φ�'[� + b!�     (4.43) 

The solution is: 

 

   ¤_«̀̀[ = ∑ ©¬vUvΦ�'¦`̀̀ [�ªv��  �                                                                                      b! = Uª −   ∑ ©¬vUv�ªv�� Φ�'¦�`̀`̀ [̀@'ª                                                                     ��'� = _«̀̀[@ . Φ�'[� + b!                                                                                    � (4.44) 
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f) Examples of kernel functions 

1. Polynomial kernels: are of the form: 
 

     T�'[, U[� = �1 +  '`̀[@U�^.        (4.45) 

The case d=1 gives the linear kernel, the case d=2 gives a quadratic kernel which is very used. 

 

2. The radial basis kernel function: is a Gaussian distribution, calculated as: 
 

     T�'[, U[� = N���[�»̀[��/�k¼��       (4.46) 

 

3. The sigmoid kernel with parameters k,     θθθθ 
 

     T�'[, U[� = D&M$ℎ�T +  '̀̀[@U�      (4.47) 

 

Kernel We note that the sigmoid doesn’t satisfy the condition of Mercer ∀ k,  θ 

 

4. The Laplace kernel  
 

     T�'[, U[� = N���[�»̀[�/��/¼�       (4.48) 
 

5. Other kernels  

 

Example 4.8: Some kernel functions 

Let the following data training set: 47 data points (22+, 25-). This data set can be represented by two 

kernel functions: polynomial kernel (with degree d=2, 5, 8 and C=10000) and sigmoid kernel (with 

σ=2, 5, 10, 20 and C=10000). We note that there are some critical points (4+, 3-). 
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(5-, 4+) 
 

 

(5-, 4+) 

(a) polynomial kernel (with degree d=2, 5, 8 and C=10000) 

(10-, 11+) (8-, 6+) (4-, 5+) 

(b) Gaussian kernel (with σ=2, 5, 10, 20 and C=10000) 

 

Figure 4.10. Examples of kernel functions 

 

4.3.4.3. Software Implementations 
 

1. LibSVM [16]: is one of the most famous software about the implementation of SVM algorithms. 

LibSVM provides not only compiler languages used in the Windows system, but also C++ and 

Java source codes which are easy to improve, revise, and apply in other operating systems. 

Specially, LibSVM has relatively fewer tunable parameters involved in SVM algorithms than 

other software and provides lots of default parameters to solve real application problems 

effectively.  [Chang and Lin, 2011] (https://www.csie.ntu.edu.tw/~cjlin/libsvm/) 
 

2. SVMlight [17]:  is another implementation in C language. It adopts an efficient set selection 

technique based on steepest feasible descent, and two effective computational policies “Shrinking” 

and “Caching” of kernel evaluations. SVMlight mainly includes two C programs: SVM learn, 

used for learning training samples and training the corresponding classifier, and SVM classifiy, 

used for classifying testing samples. The software also provides two efficient estimation methods 

for assessing the generalization performance: XiAlpha-estimates, computed at essentially no 

computational expense but conservatively biased, and Leave-one-out testing, almost unbiased. 

[Joachims, 1999a, Joachims, 1999c, Joachims, 2002a, Joachims, 2002b, Joachims, 2002c]. 

      (http://svmlight.joachims.org/). 
 

Furthermore, there are lots of complete machine learning toolboxes, including SVM algorithms, such 

as Torch (in C++), Spider (in MATLAB), and Weka (in Java), which are all available at 

http://www.kernel-machines.org. 

(3-, 4+) 
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4.3.5. Decision Tree classifiers. 

4.3.5.1. Algorithm presentation 

The majority of classifiers seen previously have a common problem that they cannot be easily 

understood by humans. The symbolic classifiers such as the decision tree classifier do not suffer from 

this problem. 

A decision tree (DT) classifier is a tree in which the internal nodes are labeled by the features (words 

or terms in the case of text categorization), the edges leaving a node are labeled by tests on the 

feature’s value, and the leaves are labeled by categories. [Quilan, 1986, Quilan, 1987, Quilan, 1990, 

Quilan, 1993 Fuhr et al, 1991, Quilan, 1996, Lewis and Ringuette, 1994, Apté et al., 1998]. 

A DT classifier categorizes a document by starting at the root of the tree and moving successively 

downward via the branches whose conditions are satisfied by the document until a leaf node is 

reached. The document is then assigned to the category that labels the leaf node.  

Most of the DT classifiers use a binary document representation, and thus the trees are binary. Most of 

the DT-based systems use some form of general procedure for a DT induction such as ID3, C4.5, and 

CART. Typically, the tree is built recursively by picking a feature f at each step and dividing the 

training collection into two sub-collections, one containing f and another not containing f, until only 

documents of a single category remain – at which point a leaf node is generated. The choice of a 

feature at each step is made by some information-theoretic measure such as: information gain or 

entropy. However, the trees generated in such a way are prone to overfit the training collection, and so 

most methods also include pruning – that is, removing the too specific branches.  

Original applications of decision trees were in domains with nominal valued or categorical data but 

today they span a multitude of domains with numeric, symbolic, and mixed-type attributes. Examples 

include clinical decision making, manufacturing, document analysis, bioinformatics, spatial data 

modeling (geographic information systems), and practically any domain where decision boundaries 

between classes can be captured in terms of tree-like decompositions or regions identified by rules. 

The performance of a DT classifier is mixed but is inferior to the top-ranking classifiers. Thus it is 

rarely used alone in tasks for which the human understanding of the classifier is not essential. DT 

classifiers, however, are often used as a baseline for comparison with other classifiers and as members 

of classifier committees. 
 

Example 4.9: How to build a decision tree 

We have the dataset shown in table 4.3. 
 

Table 4.3. Dataset used to create a Decision Tree 

Day Outlook Temperature Humidity Windy Play Golf? 

1 Sunny 85 85 False No 

2 Sunny 80 90 True No 

3 Overcast 83 78 False Yes 

4 Rainy 70 96 False Yes 

5 Rainy 68 80 False Yes 

6 Rainy 65 70 True No 

7 Overcast 64 65 True Yes 

8 Sunny 72 95 False No 

9 Sunny 69 70 False Yes 

10 Rainy 75 80 False Yes 

11 Sunny 75 70 True Yes 

12 Overcast 72 90 True Yes 

13 Overcast 81 75 False Yes 

14 rainy 71 80 True No 
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Where rows denote specific days, attributes denote weather conditions on the given day, and the class 

denotes whether the conditions are conducive to playing golf or no (the last column). Thus, each row 

denotes an instance of the dataset, described by many attributes such as: Outlook (valued random 

variable), Temperature (continuous-valued), Humidity (continuous-valued), Windy (binary), and the 

class is the Boolean variable PlayGolf?. All of the data in Table 4.3 form the “training data,” our goal 

is to build a model using this dataset and apply it on other new instances to predict the value for the 

class variable. [Xu and Kumar, 2009] 

Figure 4.11 illustrates the induced tree using Table 4.3 as training data (and the default options). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4.11 Decision tree induced from the dataset of Table 4.3. 

 

A new instance will be classified by starting at the root node of the tree, testing the attribute specified 

by this node, then moving down the tree branch corresponding to the value of the attribute in the given 

example. This process is then repeated for the sub-tree rooted at the new node.  

For example, the decision tree built in figure 4.11 classifies Friday afternoon according to whether 

they are suitable for playing golf. This instance is described as follows: 
 

Friday <Outlook = Sunny, Temperature = 83, Humidity = 90, Windy = True> 
 

It would be sorted down the leftmost branch of this decision tree and would therefore be classified as a 

negative instance (i.e., the tree predicts that PlayGolf =No). 

In general, decision trees represent a disjunction of conjunctions of constraints on the attribute values 

of instances. For example, the decision tree shown in Figure 4.11 corresponds to the expression: 

 

(Outlook = Sunny  ∧ Humidity ≤ 75) 

 ∨ (Outlook = Overcast) 

∨ (Outlook = Rain ∧ Windy = False) 
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4.3.5.2. When we use decision tree learning? 

Decision tree learning is generally best suited to problems with the following characteristics: 
 

1. Instances are represented by attribute-value pairs. i.e., they are described by a fixed set of 

attributes (e.g., Outlook, Temperature, Humidity,…) and their values (e.g., Sunny, Hot,…). The 

easiest situation for decision tree learning is when each attribute takes on a small number of 

disjoint possible values (e.g., Hot, Mild, Cold). However, extensions to the basic algorithm allow 

handling real-valued attributes as well (e.g., representing Temperature numerically). 

2. The target function has discrete output values (e.g., boolean values: Yes or No for the target 

attribute PlayGolf). Decision tree methods easily extend to learning functions with more than two 

possible output values and even real-valued outputs 

3. Disjunctive descriptions may be required. As noted above, decision trees naturally represent 

disjunctive expressions. 

4. The training data may contain errors. Decision tree learning methods are robust to errors, both 

errors in classifications of the training examples and errors in the attribute values that describe 

these examples. 

5. The training data may contain missing attribute values. Decision tree methods can be used even      

    when some training examples have unknown values (e.g., if the Humidity of the day is known for    

    only some of the training examples).  

 

Most algorithms that have been developed for learning decision trees are variations on the same core 

algorithm that employs a top-down, greedy search through the space of possible decision trees. Among 

these algorithms, we find the ID3 algorithm [Quinlan, 1986] and its successor C4.5 [Quinlan 1993]. 

ID3 is the basic algorithm for decision tree learning. But there is also a number of extensions to this 

basic algorithm, including extensions incorporated into C4.5 and other more recent algorithms. 

 

4.3.5.3.ID3 algorithm 

The basic algorithm for decision tree learning, ID3, learns decision trees by constructing them top-

down, beginning with the question "which attribute should be tested at the root of the tree?'. To 

answer this question, each instance attribute is evaluated using a statistical test (mutual information, 

information gain, etc) to determine how well it alone classifies the training examples. The best 

attribute is selected and used as the test at the root node of the tree. A descendant of the root node is 

then created for each possible value of this attribute, and the training examples are divided and sorted 

to the appropriate descendant. This process is then repeated using the training examples associated 

with each descendant node to select the best attribute to test in the following step (at that point in the 

tree). This builds an acceptable decision tree, in which the algorithm never backtracks to reconsider 

earlier choices. [Mitchell, 1997] 

 

a) Which Attribute Is the Best Classifier? 

The central choice in the ID3 algorithm is selecting which attribute to test at each node in the tree. We 

would like to select the attribute that is most useful for classifying examples. So, what is a good 

quantitative measure of the worth of an attribute? We will define a statistical property, called 

information gain, that measures how well a given attribute separates the training examples according 

to their target classification. ID3 uses this information gain measure to select among the candidate 

attributes at each step while growing the tree. 
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1. The entropy measure E: In order to define information gain precisely, we begin by defining a 

measure commonly used in information theory, called entropy, that characterizes the (im)purity of 

an arbitrary collection of examples. Given a collection S, containing positive and negative 

examples of some target concept, the entropy of S relative to this boolean classification is: 

 

    ½M�#8WU�R� = −WH78$kWH − W�78$kW�       (4.49) 

 

Where: 

P+: is the proportion of positive examples in S. 

p-: is the proportion of negative examples in S.  

We define 0 log 0 to be 0. 

 

Example 4.10: Choice of the best classifier attribute 

     Let S a collection of 14 examples of some Boolean concept, including 9 positive and 5 negative 

examples. We use the notation S = [9+, 5-] to summarize such a sample of data. What is the entropy of 

S relative to this boolean classification? 

 

Entropy([9+, 5-]) = -(9/14)*Log2(9/14) – (5/14)*Log2(5/14) 

                            = - (0.642857)*[ln(0.642857)/ln(2)] – (0.357142857)*[ln(0.357142857)/ln(2)] 

                            = - (0.642857)*[-0.441832/0.693147] – (0.357142857)*[- 1.02961942/0.693147] 

                            = (- 0.642857)* (– 0.637429) - (0.357142857)*[- 1.4854271818] 

                            = + 0.409775695 + 0.5305097 

                            ≈ 0.940  

Remarks 

� The entropy is 0 if all members of S belong to the same class. 

� The entropy is 1 when the collection contains an equal number of positive and negative examples. 

� If the collection contains unequal numbers of positive and negative examples, the entropy is 

between 0 and 1. 

 

 

In equation (4.49), we have discussed entropy in the special case where the target classification is 

boolean. More generally, if the target attribute can take on c different values, then the entropy of S 

relative to this c-wise classification is defined as: 

 

     ½M�#8WU�R� = ∑ �− Wv78$kWv.v��  )      (4.50) 

Where: 

pi : is the proportion of S belonging to class i. 

 

2. Information gain measures IG: Given entropy as a measure of the impurity in a collection of 

training examples, we can define a new measure of the effectiveness of an attribute in classifying 

the training data. This measure is called information gain. It is simply the expected reduction in 

entropy caused by partitioning the examples according to this attribute. More precisely, the 

information gain, Gain(S, A) of an attribute A, relative to a collection of examples S, is defined as: 

 

   ¾&LM�R, "� = ½M�#8WU�R� – ∑ |ÀÁ||À|��.ÂÂ∈��ÃÄÅª�Æ� ½M�#8WU�RÂ�  )    (4.51) 
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Where: 

S: the set of examples in input. 

A: the used attribute. 

Values(A): is the set of all possible values for attribute A. 

Sv: is the subset of S for which attribute A has value v (i.e., Sv = {s∈S / A(s) = v}).  

Entropy(s): is the entropy of the original collection S. ½M�#8WU�RÂ�: is the expected value of the entropy after S is partitioned using attribute A. The 

expected entropy described by this second term is simply the sum of the entropies of each subset Sv 

weighted by the fraction of examples 
|ÀÁ||À|  that belong to Sv.  

Gain(S, A) is therefore the expected reduction in entropy caused by knowing the value of attribute 

A. Or, Gain(S, A) is the information provided about the target function value, given the value of 

some other attribute A.  

 

Example 4.11: The gain information of an attribute. 
 

Suppose S is a collection of training-example days described by attributes, Wind is one of these 

attributes, having two values False or True.  

As it was seen before, S is a collection containing 14 examples, [9+, 5-]. Among these 14 examples, 

suppose 6 of the positive and 2 of the negative examples have Wind = False, and the remainder have 

Wind = True.  

The information gain due to sorting the original 14 examples by the attribute Wind may then be 

calculated as: 

S=[9+, 5-];    A=Wind; Values(A=Windy)={False, True};  SFalse =[6+, 2-];   STrue=[3+, 3-] 

 

 

 

 

 

 

 

 

 

 

 

  

 

Figure 4.12. Calculation of the gain Information of Windy attribute. 

 

� Gain(S, A=Wind) =Entropy(S)- ∑ |ÀÁ||À|Â∈{Ç�ÃªÅ,   @GÄÅ} ½M�#8WU�RÂ� 

                    = Entropy(S) – [
|ÀÁ�ÈÉÊËÌ||À| ½M�#8WU�RÂ�Ç�ÃªÅ�+ |ÀÁ��ÍÎÌ||À| ½M�#8WU�RÂ�@GÄÅ�] 

 

 

 

 

Outlook [9+, 5-] 

Wind 

[6+, 2-] True False 

No Yes 

[3+, 3-] 
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We calculate first: ½M�#8WU�RÂ�Ç�ÃªÅ� = −WH78$kWH − W�78$kW� = - 6/8 * [ln(6/8)/ln(2)] – 2/8*[ ln(2/8)/ln(2)]  

                                 = -6/8*(-0.4150) – 2/8*(-2)= +0.31125+0.5 = 0.81125 ½M�#8WU�RÂ�@GÄÅ� = −WH78$kWH − W�78$kW� = -3/6*[ln(3/6)/ln(2)] – 3/6*[ln(3/6)/ln(2)] 

           = -0.5*(-1) – 0.5*(-1) = +0.5+0.5 = 1.00 

� Gain(S, A=Wind) =0.940 – [(8/14*0.81125) +  (6/14*1.00)] 

                             =0.940 – [0.46357 + 0.42857] = 0.940 – 0.89214 = 0.04786 ≈ 0.048 

 

Thus, Information gain IG is precisely the measure used by ID3 to select the best attribute at each step 

in growing the tree. The use of IG to evaluate the relevance of attributes is summarized in Figure 4.13. 

In this figure the information gain of two different attributes, Humidity and Wind, is computed in order 

to determine which is the better attribute for classifying the training examples shown in Table 4.4. of 

example 4.11 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4.13. Selection of the best attribute using Gain Information (Humidity is the best) 

 

Example 4.12: Creation of DT with ID3 algorithm  

Consider the learning task represented by the training examples of Table 4.4. The target attribute 

PlayTennis, which can have values (Yes or No) for different Saturday mornings, is to be predicted 

based on other attributes of the morning in question. 
 

Table 4.4. Training examples for the target concept PlayTennis. 

 

Day Outlook Temperature Humidity Windy PlayTennis? 

1 Sunny Hot High Weak No 

2 Sunny Hot High Strong No 

3 Overcast Hot High Weak Yes 

4 Rainy Mild High Weak Yes 

5 Rainy Cool Normal Weak Yes 

6 Rainy Cool Normal Strong No 

7 Overcast Cool Normal Strong Yes 

8 Sunny Mild High Weak No 

9 Sunny Cool Normal Weak Yes 

10 Rainy Mild Normal Weak Yes 

11 Sunny Mild Normal Strong Yes 

12 Overcast Mild High Strong Yes 

13 Overcast Hot Normal Weak Yes 

14 rainy Mild High Strong No 

Wind 

[6+, 2-] 

E=0.811 

True False 

[3+, 3-] 

E = 1.00 

S : [9+, 5-] 

E = 0.940 

Gain (S, Wind) 

=0.940 - (8/14)*0.811 - (6/14)l.O 

= 0.048 

 

Humidity 

High Normal 

S : [9+, 5-] 

E = 0.940 

[6+, 1-] 

E=0.592 

[3+, 4-] 

E=0.985 

Gain (S, Humidity) 

= 0.940 - (7/14)*0.985 - (7/14)*0.592 

= 0.151 
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b) How to create the decision tree using ID3 algorithm? [Mitchell, 1997] 

To create the DT using ID3 algorithm, we must know which attribute should be tested first in the tree? 

For this purpose, we calculate the IG for each candidate attribute (i.e., Outlook, Temperature, 

Humidity, Wind) as it was shown before, then selects the one with highest IG. After calculation, we 

obtained the following values: 

Gain(S, Outlook) = 0.246 

Gain(S, Humidity) = 0.151 

Gain(S, Wind) = 0.048 

Gain(S, Temperature) = 0.029 
 

So, the Outlook is the selected attribute, because it provides the best prediction of the target attribute 

PlayTennis, over the training examples. It’s selected as the decision attribute for the root node, and 

branches are created below the root for each of its possible values (i.e., Sunny, Overcast, and Rain). 

(See Figure 4.13). At this point, the training examples are sorted (partitioned) to each new descendant 

node. We note also that every example for which Outlook = Overcast is a positive example of 

PlayTennis. So, this node of the tree becomes a leaf node with the classification PlayTennis = Yes. In 

contrast, the descendants corresponding to Outlook = Sunny and Outlook = Rain have nonzero 

entropy, and the decision tree will be further induced below these nodes. 

The process of selecting a new attribute and partitioning the training examples is now repeated for 

each nonterminal descendant node, but, this time using only the training examples associated with that 

node. Attributes that have been incorporated higher in the tree are excluded in the current step, so that 

any given attribute can appear at most once along any path through the tree. This process continues for 

each new leaf node until either of two conditions is met:  

(1) Every attribute has already been included along this path through the tree, or  

(2) The training examples associated with this leaf node all have the same target attribute value 

(i.e., their entropy is zero). Figure 4.14 illustrates the computations of information gain for the 

next step in growing the decision tree. The final decision tree learned by ID3 from the 14 

training examples of Table 4.4 is shown in Figure 4.15 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

Figure 4.14. The partially learned decision tree resulting from the first step of ID3. 

Outlook 

Sunny Rain 

S : [9+, 5-] 

[D1, D2, …, D14] 

[3+, 2-] 

[D4, D5, D6, D10, D14] 

[2+, 3-] 

[D1, D2, D8, D9, D11] 

Which attribute should be tested here? 

 

Overcast 

[4+, 0-] 

[D3, D7, D12, D13] 

? 

SSunny = { D1, D2, D8, D9, D11} 

Gain (SSunny, Humidity) = 0.970 - (3/5)*0.0 - (2/5*0.0) = 0.970 

Gain (SSunny, Temperature) = 0.970 - (2/5)*1.0 - (3/5*0.918) = 0.019 
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Figure 4.15. A full decision tree for the target attribute PlayTennis induced using ID3 algorithm. 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Algorithm 4.6. ID3 algorithm 

 

 

 

 

ID3(Examples, Targetattribute, Attributes) 

           //Examples are the training examples.  

           // Targetattribute is the attribute whose value is to be predicted by the tree.  

           //Attributes is a list of other attributes that may be tested by the learned decision tree. Returns a  

           //decision tree that correctly classiJies the given Examples. 

 

Create a Root node for the tree 

I f  all Examples are positive Then Return the single-node tree Root, with label = + 

I f  all Examples are negative Then Return the single-node tree Root, with label = - 

If  Attributes is empty Then Return the single-node tree Root, with label = most common value of 

                                                  Targetattribute in Examples 

Otherwise  

  Begin 

     A ← the attribute from Attributes that best* classifies Examples 

               //The best attribute is the one with highest information gain    

     The decision attribute for Root ← A 

     

      For each possible value, vi, of A do 

            Add a new tree branch below Root, corresponding to the test A = vi 

            Let Examplesvi be the subset of Examples that have value vi for A 

           If  Examplesvi is empty Then 

               Below this new branch add a leaf node with label = most common value of Target attribute in  

               Examples 

          Else  

               Below this new branch add the subtree 

               ID3(Examplesvi , Targetattribute, Attributes – {A})) 

    End 

Return Root 
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4.3.5.4. C4.5 algorithm 

C4.5 [Quilan, 1996] is a suite of algorithms (C4.5, C4.5-no-pruning, C4.5-rules) for classification 

problems in machine learning and data mining. It was designed by J. Ross Quinlan, and named like 

this because it is a descendant of the ID3 approach [Quilan, 1986]. It is considered as a supervised 

learning method. That means, given an attribute-valued dataset in where instances are described by 

collections of attributes and belong to one of a set of mutually exclusive classes, C4.5 learns a model 

(a mapping) from attribute values to classes that can be applied to classify new, unseen instances. 

Today, C4.5 is superseded by the C5.0 system, a commercial product offered by Rulequest Research, 

Inc. 

 

Example 4.13: Creation of DT with C 4.5 algorithm 

Here, we take the dataset described in Table 4.3, and try to create a DT using C4.5 algorithm. 
 

a) How C4.5 works?  

All tree induction methods begin with a root node that represents the entire, given dataset and 

recursively split the data into smaller subsets by testing for a given attribute at each node. The subtrees 

denote the partitions of the original dataset that satisfy specified attribute value tests. This process 

typically continues until the subsets are “pure,” that is, all instances in the subset fall in the same class, 

at which time the tree growing is terminated. The detailed algorithm of C4.5 is given as follows: 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Algorithm 4.7. C4.5 algorithm 

 

 

 

 

 

 

 

 

 

Algorithm 1.1 C4.5(D) 

Input: an attribute-valued dataset D 

1: Tree = {} 

2: if D is “pure” OR other stopping criteria met then 

3:      terminate 

4: end if 

5: for all attribute a ∈ D do 

6:      Compute information-theoretic criteria if we split on a 

7: end for 

8: abest = Best attribute according to above computed criteria 

9: Tree = Create a decision node that tests abest in the root 

10: Dv = Induced sub-datasets from D based on abest 

11: for all Dv do 

12:     Treev = C4.5(Dv) 

13:     Attach Treev to the corresponding branch of Tree 

14: end for 

15: return Tree 
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Figure 4.16 illustrates the tree induced by C4.5  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4.16 Decision tree induced by C4.5 for the dataset of table 4.3. 

 

b) How are tests chosen?  

C4.5 uses information-theoretic criteria such as gain (reduction in entropy of the class distribution due 

to applying a test) and gain ratio (a way to correct for the tendency of gain to favor tests with many 

outcomes). The default criterion is gain ratio. At each point in the tree-growing, the test with the best 

criteria is greedily chosen. 
 

c) How is tree-growing terminated?  

A branch from a node is declared to lead to a leaf if all instances that are covered by that branch are 

pure. Another way in which tree-growing is terminated is if the number of instances falls below a 

specified threshold. 
 

d) How are class labels assigned to the leaves?  

The majority class of the instances assigned to the leaf is taken to be the class prediction of that 

subbranch of the tree. 

 

4.3.6. Decision Rule Classifiers 

Decision rule (DR) classifiers are also symbolic method like decision trees. The rules used here are 

like the disjunctive normal form (DNF) rules but are built from the training collection using inductive 

rule learning. Typically, the rule learning methods attempt to select the best rule from the set of all 

possible covering rules (i.e., rules that correctly classify all training examples) according to some 

optimality criterion. DNF rules are often built in a bottom-up fashion. The initial most specific 

classifier is built from the training set by viewing each training document as a clause of the form: 

 

t1 ∧ t2 ∧ . . . ∧ tn → c       (4.52) 

 

Where:  ti: are the features of the document and c its category.  
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The learner then applies a series of generalizations (e.g., by removing terms from the clauses and thus 

maximizing the compactness of the rules while keeping the covering property. At the end of the 

process, a pruning step similar to the DT pruning is applied that trades covering for more generality. 

One of the prominent examples of this family of algorithms is RIPPER (Repeated Incremental Pruning 

to Produce Error Reduction) [Cohen, 1995a; Cohen, 1995b; Cohen and Singer, 1996]. Ripper builds a 

rule set by first adding new rules until all positive category instances are covered and then adding 

conditions to the rules until no negative instance is covered. One of the attractive features of RIPPER 

is its ability to bias the performance toward higher precision or higher recall as determined by the 

setting of the loss ratio parameter, which measures the relative cost of “false negative” and “false 

positive” errors. 

 

4.3.7. Regression Methods 

Regression is a technique for approximating a real-valued function using the knowledge of its values 

on a set of points. It can be applied to TC, which is the problem of approximating the category 

assignment function. For this method to work, the assignment function must be considered a member 

of a suitable family of continuous real-valued functions. Then the regression techniques can be applied 

to generate the (real-valued) classifier. 

One regression method is the linear least-square fit (LLSF), which was first applied to TC in [Yang 

and Chute, 1994]. In this method, the category assignment function is viewed as a |C| × |F| matrix, 

which describes some linear transformation from the feature space to the space of all possible category 

assignments. To build a classifier, we create a matrix that best accounts for the training data. The 

LLSF model computes the matrix by minimizing the error on the training collection according to the 

formula: 

 

M = arg minM ||MD− O||F      (4.53) 

Where: 

D:  is the |F| × |TrainingCollection| matrix of the training document representations. 

O:  is the |C| × |TrainingCollection| matrix of the true category assignments. 

|| ·  ||F : is the Frobenius norm. 

 

     ||"||Ç = o∑ "vnk
        (4.54) 

The matrix M can be computed by performing singular value decomposition on the training data. The 

matrix element mij represents the degree of association between the i th feature and the j th category. 

 

4.3.8. Artificial Neural Networks 

Artificial neural network (ANN) can be built to perform text categorization. Usually, the input nodes 

of the network receive the feature values, the output nodes produce the categorization status values, 

and the link weights represent dependence relations. For classifying a document, its feature weights are 

loaded into the input nodes; the activation of the nodes is propagated forward through the network, and 

the final values on output nodes determine the categorization decisions. 

The neural networks are trained by back propagation, whereby the training documents are loaded into 

the input nodes. If a misclassification occurs, the error is propagated back through the network, 

modifying the link weights in order to minimize the error. 
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The simplest kind of a neural network is a perceptron. It has only two layers – the input and the output 

nodes. Such network is equivalent to a linear classifier. More complex networks contain one or more 

hidden layers between the input and output layers. However, the experiments have shown very small – 

or no – improvement of nonlinear networks over their linear counterparts in the text categorization task 

[Schutze et al., 1995,;Wiener et al., 1995, Ng et al., 2000]. 

 

 

 

 

 

 

 

 

 

 

 

(a) ANN with threshold T      (b) Multilayer ANN  

 

Figure 4.17 Examples of neuronal networks used in text categorization   

   

4.3.9. Classifier Committees: Bagging and Boosting 

The idea behind the use of committees of classifiers is issued from the intuition that a team of experts, 

when combining their knowledge, may produce better results than a single expert alone. In the bagging 

method of building committees, the individual classifiers are trained in parallel on the same training 

collection. These classifiers must differ significantly from each other – either in their document 

representation or in their learning methods. The bagging method is usually chosen in TC. 

For instance, if there are k different classifiers. To build a single committee classifier, one method 

consists in combining their results. The simplest way in this case is the majority vote in which a 

category is assigned to a document if at least (k+1)/2 classifiers classify it in this category (k must be 

an odd number). Another way suited for continuous output, is the weighted linear combination, in 

which the final CSV is given by a weighted sum of the CSVs of the k classifiers. The weights can be 

estimated on a validation dataset. Other ways of combining classifiers are also possible. 

Boosting is another method of building classifier committees and improving the quality of 

categorization by combining several classifiers (decision tree, neuronal network, kNN, other kind of 

machine learning algorithms). Unlike the bagging method, in boosting the classifiers are trained 

sequentially (one after the other). Before training the ith classifier, the training set is reweighed with 

greater weight given to the documents that were misclassified (badly classified) by the previous 

classifiers. The AdaBoost algorithm [Freund and Shapire, 1997, Freund and Shapire, 1999] is the best 

known example of this approach. It answers to an interesting question that is, whether two complexity 

classes, weakly learnable and strongly learnable problems, are equal. If the answer to the question is 

positive, a weak learner that performs just slightly better than random guess can be “boosted” into an 

arbitrarily accurate strong learner. [Schapire, 1999] found that the answer to the question is “yes,” and 

gave a proof by construction, which is the first boosting algorithm. Freund and Schapire [Freund and 

Shapire, 1997] then proposed an adaptive boosting algorithm, named AdaBoost, for which they won 

the Godel Prize. AdaBoost and its variants have been applied to diverse domains with great success, 

owing to their solid theoretical foundation, accurate prediction, and great simplicity (Schapire said: “it 
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needs only “just 10 lines of code”). It has become a buzzword in computer vision and many other 

application areas. Formally, It is defined as follows: 
 

Let X be the feature space, and let D= {(d1, c1), (d2, c3), . . ., (dm, cm)} be the training labeled data, 

where di∈X are the training document representations and ci∈{+1,−1}the category assignment 

(binary). We note also that the label of a test instance is unknown and thus to be predicted. We assume 

both training and test instances are drawn independently and identically from an underlying 

distribution D. After training on a training data set D, a learning algorithm L will output a hypothesis 

h, which is a mapping from X to Y, or called as a classifier. The learning process can be regarded as 

picking the best hypothesis from a hypothesis space.  

 

A General Boosting Procedure 

As we have explained previously, boosting is actually a family of algorithms, among which the 

AdaBoost algorithm is the most influential one. So, it may be easier to explain the general boosting 

procedure. [Schapire et al., 1998, Shapire and Singer, 2000, Schapire, 2002, Liu et al, 2002]. 

Suppose we have a binary classification problem, i.e., we are trying to classify instances as positive 

and negative. Usually we assume that there exists an unknown target concept (a classifier), which 

correctly does this task of binary classification. Suppose we are unlucky and only have a weak 

classifier at hand, which is only slightly better than random guess on the underlying instance 

distribution D, say, it has an accuracy of 49% . Let’s denote this weak classifier as h1. It is obvious that 

h1 is not what we want, and we will try to improve it. A natural idea is to correct the mistakes made by 

h1. For this purpose, we can try to derive a new distribution fF from D, which makes the mistakes of h1 

more evident, for example, it focuses more on the instances wrongly classified by h1. We can train a 

classifier h2 from fF. Again, suppose we are unlucky and h2 is also a weak classifier. Since fF was 

derived from D, if fF satisfies some condition, h2 will be able to achieve a better performance than h1 

on some places in D where h1 does not work well, without scarifying the places where h1 performs 

well. Thus, by combining h1 and h2 in an appropriate way, the combined classifier will be able to 

achieve better performance than that achieved by h1. By repeating the above process, we can expect to 

get a combined classifier which has very small (ideally, zero) 0/1-loss on D (small error rate). 

 

 

 

 

 

 

 

 

 

 

 

 

Algorithm 4.8 A general boosting procedure. 

 

Briefly, boosting works by training a set of classifiers sequentially and combining them for prediction, 

where the later classifiers focus more on the mistakes of the earlier classifiers. 

 

 

Input:  Instance distribution D; 

             Base learning algorithm L; 

             Number of learning rounds T (iterations). 

Process: 

1. D1 = D.        % Initialize distribution 

2. for t = 1, ··· ,T: 

3.      ht = L(Dt);          % Train a weak learner from  distribution Dt 

4.      εt = Prx  ∼Dt ,y I[ht (x)≠ y];         % Measure the error of ht 

5.      Dt+1 = AdjustDistribution (Dt , єt) 

6. end 

Output:   H(x) = CombineOutputs({ht(x)}) 
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Algorithm 4.9 The AdaBoost algorithm. 

 

Another thing must be mentioned here, that a weak learner is some algorithm that is able to produce a 

weak hypothesis (classifier) h : X→ {±1} given the training data D together with a weight distribution 

W upon it. The “goodness” of a hypothesis is measured by its error. 

 

4.4. Improving classifier performance 

A general result in machine learning is that you can always get a small jump in classification accuracy 

by combining multiple classifiers. There is now a large literature on techniques such as voting, 

bagging, and boosting multiple classifiers. Nevertheless, ultimately a hybrid (automatic/manual) 

solution may be needed to achieve sufficient classification accuracy. A well-known approach in such 

situations is to run a classifier first, and to accept all its high-confidence decisions, in parallel to put 

low confidence decisions in a queue for manual review. This process also automatically leads to the 

production of new training data that can be used in future versions of classifiers. 

 

Input:   Data set D = {(x1, y1), (x2, y2), . . . , (xm, ym)};  with  yi∈{-1, +1} 

Base learning algorithm L; 

Number of learning rounds T. 

The set of hypothesis H={h1, h2, …, hk} 

Process: 

 1. for i=1, …m 

 2.      D1(xi) = 1/m.               % Initialize the weight distribution associated to each    

                                            Sample in the data set 

3. Set a number of iteration T 

4. for t = 1, ··· ,T: (OR  E > εt) 

5.     ht = L(D, Dt);           % Train a weak learner ht over D using distribution Dt 

                                        % ht : D={(x1, y1), (x2, y2), . . .} ----� y{-1, +1} 

6.      εt = PD[ht (xi)≠ yi] = ∑ DÒ�i�ÓE ��Ô�Õ »v ;         % Measure the error  εt  of each  

                                                                                  % weak hypothesis ht 

7.     if εt > 0.5 then break 

8.     αt = 
�k ∗ ln ���εA

εA � ;               % For each ht Determine the weight αt  which  

                                                   %  represents the importance given to this hypothesis  

                                                   % in the final combination (αt >0 if   εt < 0.5) 

                                                   % more εt is weak more αt have an important value 

9.     for i=0, m       

              fEH��'v� = \A��v�×A ∗ � exp�−©E�   L� ℎE��Ô� = y correctly classified by ℎE���  exp�+©E�   L� ℎE��Ô� ≠ y incorrectly classified by ℎE���� 
               

\A�v�∗Å��|�ßA»�ÓA��Ô�~×A        % Update the distribution, where Zt is a normalization  

                                                            % factor which enables Dt+1 to be distribution.  

                                                % we assign the strong weights to the misclassified examples 

 

10. End 

Output:   find a final strong hypothesis (classifier)   H(x) = sign (∑ ©E@E�� ℎE��Ô�� 

               And its error Err(H(x)) ≤ [2*y�εE�1 − εE� 
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4.5. Evaluation of text classifiers 

Because the text categorization problem is not sufficiently well-defined, the performance of classifiers 

can be evaluated only experimentally. Any TC experiment requires a document collection labeled with 

a set of categories. This collection is divided into two parts: the training and the test document sets. 

The training set, as the name suggests, is used for training the classifier, and the test set is the one on 

which the performance measures are calculated. Usually, the test set is the smaller of the two (10% – 

30%). It is very important not to use the test set in any way during the classifier training and fine-

tuning. When there is a need to optimize some classifier parameters experimentally, the training set is 

further divided into two parts – the training set proper and a validation set, which is used for the 

parameter optimizations. 

A commonly used method to smooth out the variations in the corpus is the n-fold cross-validation. In 

this method, the whole document collection is divided into n equal parts, and then the training-and-

testing process is run n times, each time using a different part of the collection as the test set. Then the 

results for n folds are averaged. 

 

4.6. Performance Measures 

4.6.1. Recall, Precision and F-measure 

The most common performance measures are the classic IR measures of recall and precision. A recall 

for a category is defined as the percentage of correctly classified documents among all documents 

belonging to that category, and precision is the percentage of correctly classified documents among all 

documents that were assigned to the category by the classifier. 

Many classifiers allow trading recall for precision or vice versa by raising or lowering parameter 

settings or the output threshold. For such classifiers there is a convenient measure, called the 

breakeven point, which is the value of recall and precision at the point on the recall-versus-precision 

curve where they are equal. 

Alternatively, there is the F1 measure, equal to 2/(1/recall + 1/precision), which combines the two 

measures in an ad hoc way. 

To illustrate these measures, we refer to the table of contingence defined as bellow: 

 

Table 4.5. Table of contingence used to evaluate classifier performance 
 

 Expert 

 
 

Classifier 

 Docs belonging 

to ci (a+c) 

Docs don’t 

belong to ci (b+d) 

Docs assigned by the 

classifier to ci (a+b) 

a b 

Docs rejected by the 

classifier from ci (c+d) 

c d 

 

Where: 

a: the number of documents correctly assigned by the classifier to the classe ci (∈ci) 

b: the number of documents incorrectly assigned by the classifier to the classe ci (∈	(v) 
c: the number of documents incorrectly rejected by the classfier from the class ci (∈ci) 

d: the number of documents correctly rejected by the classfier from the class ci (∈	(v.). 
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  *N	&77 * =  ��.\à.ª./àGGÅ.EÃ» �ªªvá�Å^ �» .Ã�ªªvjvÅG Eà .�  ÆÃÃ.\à.ª.�ÅÃà�áv�á Eà .� �EàE�Ã àj .àGGÅ.E �ªªvá��Evà�ª Eà .�� =  ��H.    (4.55) 

 �#N	LOL8M � =  ��.\à.ª./àGGÅ.EÃ» �ªªvá�Å^ �» .Ã�ªªvjvÅG Eà .�  ÆÃÃ.\à.ª.Æªªvá�Å^ �» EÓÅ .Ã�ªªvjvÅG Eà .� �EàE�Ã àj �ªªvá�.^à�Å �» EÓÅ .Ã�ªªvjvÅG Eà .�� =  ��H�          (4.56) 

 

 "		£##&	U_*&�N =  ��.\à.ª./àGGÅ.EÃ» �ªªvá�Å^ �» EÓÅ .Ã�ªªvjvÅG Eà .�  ��^ .(�@àE�Ã �Ä��ÅG àj ^à.Ä�Å�Eª =  �H^�H�H.H^   (4.57) 

 

 ½##8#_*&�N =  ��.\à.ª.v�/àGGÅ.EÃ» �ªªvá�Å^ �» EÓÅ .Ã�ªªvjvÅG Eà .�  ��^ .(�@àE�Ã �Ä��ÅG àj ^à.Ä�Å�Eª =  �H.�H�H.H^    (4.58) 

= 1 - "		£##&	U_#&�N 

 

     ½##8#_*&�N = 1 −  "		£##&	U_#&�N     (4.59) 

 

    c_%NO£#N =  [��Hã��∗�äGÅ.vªvà�∗å���ÅÃ�] [ã�∗�äGÅ.vªvà�Hå���ÅÃ�]         (4.60) 

 

With (æk = 1) (in the most of case) 

    c_%NO£#N =  [k∗�äGÅ.vªvà�∗å���ÅÃ�] [�äGÅ.vªvà�Hå���ÅÃ�]        (4.61) 

 

N.B: Given a set of groups C and a collection of documents D 

1. To compute the recall R and the precision P we need to answer two questions: 

• Are all documents assigned to a group relevant to this group?  � Precision of categorization 

• Are all relevant documents to a group have been assigned to this group? � Recall 

(completeness) 

2. If the precision is low, users will be dissatisfied; as it will waste time reading information that do 

not interest him. If the recall is low, users will not have access to information that he wished to 

have. 

3. A perfect classifier must have P=1 and R=1, but these two requirements are often contradictory and 

very high Precision can be achieved with a recall and vice versa. 

4. Two exceptional cases for P and R are possible: If no document is selected, the precision P=1 and 

the rappel P=0. if all the documents are selected, the rappel R=1 and the precision P= 

(a+c)/(a+b+c+d) which  is a low  value called group density. 

 

4.6.2. Noise and Silence 

a) Noise: is a ratio of the number of documents assigned by the classifier to a group, but which are not 

relevant to this group and the total number of documents. 

 

     ç8LON = 1 − �#N	LOL8M        (4.62) 

 

b) Silence: is a ratio of relevant documents not assigned by the classifier and the total number of 

documents. 

     RL7NM	N = 1 − *N	&77         (4.63) 
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4.6.3. Micro and Macro Average 

a) Micro-average: consists in calculating performance measures (recall, precision, F-measure) 

globally. i.e., do the sum of contingency tables associated to different categories to obtain an overall 

table. Then calculate measures for this new table. 

 

      �∗ =  ∑ ��|è|���∑ ���H���|è|���         (4.64) 

 

      *∗ =  ∑ ��|è|���∑ ���H.��|è|���        (4.65) 

 

b) Macro-average: consists in calculating performance (precision, Recall, F-measure) for each 

category. And then calculate the overall performance of the classifier by averaging the various 

individual measures. 

 

      �+ =  ∑ ä�|è|���|/|            (4.66) 

 

      *+ =  ∑ å�|è|���|/|         (4.67) 

 

 

Example 4.14: Precision-Recall curve 

In this example, we draw the precision-recall curve for 11 recall levels. 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4.18. The precision-recall curve 
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0 100 0 

1 100 10 

2 100 20 

3 100 30 

4 80 40 

5 80 50 

6 71 60 

7 70 70 
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Figure 4.19. Comparison of two learning algorithms based on their Precision-Recall 

 
 

4.7. Benchmark Collections 
 

The most known publicly available collection is the Reuters set of news stories (Reuters21578, 90 

categories), classified under economics-related categories. This collection accounts for most of the 

experimental work in TC so far. Unfortunately, this does not mean that the results produced by 

different researchers are directly comparable because of subtle differences in the experimental 

conditions. 

In order for the results of two experiments to be directly comparable, the following conditions must be 

met: 

1. The experiments must be performed on exactly the same collection (the same documents and same 

categories) using the same split between training and test sets. 

2. The same performance measure must be chosen. 

3. If a particular part of a system is compared, all other parts must be exactly the same. For instance, 

when comparing learning algorithms, the document representations must be the same, and when 

comparing the dimension reduction methods, the learning algorithms must be fixed together with 

their parameters. 

These conditions are very difficult to meet – especially the last one. Thus, in practice, the only reliable 

comparisons are those done by the same researcher. Other frequently used benchmark collections are 

the OHSUMED collection of titles and abstracts of papers from medical journals categorized with 

MESH thesaurus terms, 20Newsgroups collection of messages posted to newsgroups with the 

newsgroups themselves as categories, and the TREC-AP collection of newswire stories. 

 

4.8. Comparison among Classifiers 

Given the lack of a reliable way to compare classifiers across researchers, it is possible to draw only 

very general conclusions in reference to the question. Which classifier is the best? [Feldman and 

Sanger, 2007] 

• According to most researchers, the top performers are SVM, AdaBoost, kNN, and Regression 

methods. Insufficient statistical evidence has been compiled to determine the best of these 
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methods. Efficiency considerations, implementation complexity, and other application-related 

issues may assist in selecting from among these classifiers for specific problems. 

• Rocchio and Naive Bayes have the worst performance among the ML classifiers, but both are 

often used as baseline classifiers. Also, NB is very useful as a member of classifier committees. 

• There are mixed results regarding the neural networks and decision tree classifiers. Some of the 

experiments have demonstrated rather poor performance, whereas in other experiments they 

performed nearly as well as SVM. 

 

4.9. Summary 

As we have seen in chapter 3 in knowledge engineering approach to TC, classification rules are 

developed manually by a domain expert who defines sufficient conditions for a document to be 

labeled with a given category. In machine learning approach, the classifier is built automatically by 

learning the properties of categories from a set of preclassified documents called training set. We 

talk here about a supervised learning because the process is completely guided by applying the 

known correct category assignment function on the training set. There are several ML algorithms 

which are used in classification task. In this chapter, we presented the most known ones, especially 

those used in TC field such as: Naïve Bayes algorithm, Rocchio, kNN, SVM, Decision trees, 

neuronal networks, regression methods, decision rules, Adaboost algorithm. We tried to explain the 

principle of each algorithm, its basic concepts, its pseudo-code, and the limits of its use. For some 

algorithms we gave examples for more clarity. 
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5.1. Introduction 

The development of web, as well as the electronic document gave birth of new formats of 

documents called semi-structured documents, such as HTML and XML documents. The 

advantage of these new formats, that they are able to describe both the structure of the 

document and its contents. This makes the information related to the document richer than a 

simple description of content. This rich description is very useful to: access the document, 

optimize its storage, or even query its content [Wisniewski et al., 2005] 

Adding to all this, conventional methods of information research and document classification 

were primarily designed and developed to handle flat documents, i.e., they don’t take into 

account the information about the structure of the document, hence, this structure can play a 

particular role in any kind of processing performed on the document. 

This chapter briefly presents semi-structured documents  XML, giving a global overview on 

XML language and the semantic of its tag, the notion of XML mining and its relation with 

other types of mining (data mining, text mining, Web Mining), presenting some approaches of 

XML documents categorization. 

5.2. The web and HTML documents 

The Web provides a set of structured multimedia documents. These documents are structured 

in two ways: 
 

� Through the use of HTML format, which organizes the information elements of the 

same page. 

� Through the use of hyperlinks  which organize pages, each one with the other. 

 

Several specific methods have been developed for the web processing, as well as in the field 

of document search [Cutler, 1997, Huang, 2000]. For example, a summary is available, for 

classification or extraction [Cohen, 1998, Cohen, 1999, Hsu, 1998, Muslea, 1999]. We note 

also, that the search engine Google was the first industrial application which takes into 

account the information contained in the links of web pages.  

5.3. XML Semistructured documents 

5.3.1. From a flat document to a structured document: a flat document is any text with one 

of the two types of marking: punctuation (‘,’, ‘;’, ‘.’, ‘?’, ‘!’, …), and presentation marking 

(spacing, line break, page break, notes, etc...). These two types of marking are required to 

bring meaning to read or written text. It is also called an unstructured document. Unlike the 

flat documents, structured documents have a strict structure based on descriptive tagging. i.e., 

they resemble to the structure of a database, where the data is organized in tables consisting of 

columns and rows containing typical data.  

A semistructured document can be placed between flat and structured documents, because it 

is not totally structured, so it is not considered as a strictly structured document, and it is not 

totally free as it is the case of a word document, but it is partially structured. This is the case 

of HTML, XML, XHTML, etc.  
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XML language allows us to produce documents in both structured and semi-structured format. 

It has become a standard tool of representation in the field of electronic documents. First, 

because it has a specific marking to be inserted in the text. This provides additional semantic 

elements concerning the structure and the format of the document. On the other hand, because 

it has a flexible, irregular and incomplete nature in its structure and its format. In addition, it 

allows to store and exchange data more easily than databases. [Ledmi, 2010] 
 

5.3.2. XML language 

XML (eXtensible Markup Language) is a standard developed by W3C. It defines a generic 

syntax used to mark data with a simple markup readable by users. The structure of an XML 

document is defined by elements containing attributes, as well as text and other information. 

These elements cannot overlap. The choice of element names as well as the attribute names 

and the organization of these elements is left to the author. This is why XML is considered 

generic. 

 

5.3.3. XML Document 

XML documents are the successors of HTML documents. They appeared together in the areas 

of RI and databases. An XML document may be represented as a tree of elements consisting 

of a root (a single root), branches and leaves. This tree gives the document a more strict 

structure. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5.1 An example of XML document 

 

 

 

<Library> 

     <Book, id=”1”> 

          <Title>The old man and the sea</Title> 

          <Author>Ernest Hemingway</Author> 

          <Kind>a novel</Kind> 

          <PubDate>1952</PubDate> 

          <Editor>Charles Scribner’s Sons</Editor> 

          <EditInfo> 

               <OriginalTitle> The old man and the sea<OriginalTitle>         

               <Language>American English</Language> 

               <PageNum>191</PageNum>                 

               <Charcters>Santiago, Manolin</Charcters> 

               <Setting>Cuba</Setting> 

               <Awards>Pulitzer Prize for Fiction (1953), Premio Bancarella (1953), National Book Award Finalist  

                                  for Fiction (1953), Nobel Price (1954) </Awards> 

        </EditInfo>   

    </Book> 

    <Book, id=”2”> 

       …………………………………………….. 

    </Book> 

</Library> 



 Chapter 5 Categorization of XML Semistructured Documents 

 

144 

We note the following terminology: 

• <Library> and </Library> are tags (mark respectively: the beginning and the end of 

an element). 

• Id=”1” is an attribute having the value 1 

• “The old man and the sea”, “1952”, … are textual elements. 

• The element <EditInfo> is the parent of elements: <OriginalTitle>, <Language>, 

<PageNum>, … which are children. 

• <Book> is the ancestor of elements: <Title>, <Author>, <Kind>, …which are 

considered as descendants. 

• The element <Library> is the root because it represents the ancestor of all the other 

elements. 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

                                                  Figure 5.2 A tree representation of an XML document  

                                           (A simplified DOM representation) 

 
 

5.3.3.1. The DTD (Document Type Definition) 

The DTD (Document Type Definition) is a generic description of a class of XML documents. 

It imposes constraints regarding: the used tags, relations between these tags (inclusion, order, 

etc....). Two documents with the same DTD generally have the same structure, as they can 

have significant differences in their structure. We also said that a document respecting a given 

DTD is valid according to this DTD, and to be well represented, it must respect some simple 

rules: 
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� There must be only one root tag. 

� Any open tag must be closed (the <tag> must be associated to <\tag>) 

� Tag names must start with a letter or '_', the other characters can be: numbers, letters, 

"_", "." or "-". 

� Tag names must not start with the string “xml” by convention, 

� All tags are lowercase. 

� When an item is empty, the tags can be simplified <tag> <tag> is identical to <tag> 

 

 

 

 

 

 

 

 

 

 

 

 
 

Figure 5.3. An example of DTD 

 

5.3.3.2. XML DOM (XML Document Object Model): is the standard for accessing and 

processing XML documents. The DOM represents elements, attributes, and text within 

elements as nodes in a tree as it was in shown Figure 5.1. With a DOM API, we can process 

an XML document by starting at the root element and then descending down the tree from 

parents to children. 
 

5.3.3.3. XPATH:  XPath context is a standard for enumerating paths in an XML document 

collection. The XPath expression node selects all nodes related to that node. Successive 

elements of a path are separated by slashes. For instance, <Book/EditInfo> selects all 

<EditInfo> elements whose parent is <Book>. Double slashes indicate that an arbitrary 

number of elements can intervene on a path. For example, <Library//EditInfo>  selects all 

<EditInfo> elements attached to <Library> element. An initial slash starts the path at the root 

element: <Library/Book/Author> selects the book author. </Language/Kind> selects no 

element. <Title#”old”> selects all the titles containing the string “old”. 

 

5.3.3.4. Types of XML documents 

There are two types of XML documents corresponding to two different needs, used especially 

for information retrieval and information extraction [Fuhr and Großjohann, 2001]: 
 

a) XML documents oriented texts: like flat documents. i.e., the main purpose is to represent a 

text for reading. The markup is used here to provide information about the document 

<! ELEMENT Library ( Book *) > 

<! ELEMENT Book (title , Author , PubDate ?, Editor ?, EditInfo ?, Kind?) > 

<! ATTLIST Book id CDATA # REQUIRED > 

<! ELEMENT Title (# PCDATA )> 

<! ELEMENT Author (# PCDATA )> 

<! ELEMENT PubDate (# PCDATA )> 

<! ELEMENT Editor(# PCDATA )> 

<! ELEMENT Kind (# PCDATA )> 

<! ELEMENT EditInfo (OriginalTitle, language, PageNum, Characters, Setting, Awards) > 

<! ELEMENT OriginalTitle (# PCDATA )> 

<! ELEMENT Language (# PCDATA )> 
<! ELEMENT PageNum (# PCDATA )> 
<! ELEMENT Characters (# PCDATA )> 
<! ELEMENT Setting (# PCDATA )> 

<! ELEMENT Awards (# PCDATA )> 
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structure (chapters, sections, paragraphs, etc.) or about the form (bold, italic,... etc). As 

example of such documents, we can note: articles, manuals, books, static web pages. 
 

 

 

 

 

 

 

 

 

 
 

 
 

Figure 5.4. An example of textual XML document representing a novel 

 

b) XML documents oriented data: are closer to databases used for representing and 

exchanging structured data sets (flight schedules, product catalogs, bibliographies, etc). 

 

 

 

 

 

 

 

 

 

 
 

Figure 5.5. Representation of bibliographic element using an XML document 

 

5.3.4. Semantic of tags 

The adding of structure to an XML document offers some freedom in the organization of the 

text, including: the physical order of XML document elements may differ from the actual 

order of the text read by humans. [Lini et al., 2001] proposed three types of tags which can be 

used in the classification of XML structured documents. These types are: 
 

5.3.4.1. Hard tags: are the most common in an XML document. They contribute to the 

structure of the document. As example of these tags, we can find: titles, chapters, subsections. 

 

 

 

 
 

Figure 5.6. An example of hard tags 

<Book type = " Novel "> 

     <title > Around the world in 80 days </ title > 

     <author > Jules Verne </ author > 

     <Editor >Hatzel</Editor > 

     <chapter n="I"> 

          <chapter_Title > 

In which Phileas Fogg and Passepartout accept each other, one as master, the other as a maid. 

          </ chapter_Title > 

In 1872, the house numbered 7 in Saville-Row, Burlington Gardens -House in which Sheridan  

died in 18th century - was lived by Phileas Fogg, Esq, one of the most singular and the most      

noticed member of the Reform-Club in London, …etc. 

                ... 

     </chapter > 

</Book > 

<bibitem type =" article " key =" SEB_02 "> 

<title > Machine learning in automated text categorization </ title > 

<author > Fabrizio Sebastiani </ author > 

<year >2002 </ year > 

<journal > ACM Computing Surveys </ address > 

<pages > 1-47 </ pages > 

<keywords > 

     <item > Machine learning </ item > 

     <item > text categorization </ item > 

     <item > Fabrizio Sebastiani </ item > 

</ keywords > 

</ bibitem > 

... 

<title > Machine learning in automated text categorization </ title > 

<author > Fabrizio Sebastiani </author > 

... 
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5.3.4.2. Soft tags: define significant parts of the text, as the effects of form or corrections, but 

they are soft when we read the text. 

 

 

 

 
 

Figure 5.7. An example of soft tags 

 

5.3.4.3.Jump tags: are used to represent specific elements such as: notes margins, 

bibliographic references. They are detached from the text. 

 

 

 

 
 

Figure 5.8. An example of jump tags 

 

5.4. XML Mining 

Firstly appeared in [Lee et al., 2001], it is an extension of the data mining concept but 

oriented to XML documents. It was the result of cumulative efforts made in various 

disciplines such as: data mining, text mining, web mining, etc. 

However, the old techniques of these disciplines are not valid, which requires the 

development of new approaches that are appropriate to XML documents [Jeang et al., 2004]. 

 

Table 5.1. Comparison between Data Mining, Text Mining, Web Mining and XML Mining 

Discipline Type of data Type of problems Applications 

Data Mining Vector/Numerical/categorical  

data 

Clustering, classification, 

regression, prediction 

- Pattern recognition. 

- Fraud detection. 

- Bioinformatics. 

Text mining Textual data -Vector Space Model VSM  

- NLP 

- Text Categorization 

- Clustering 

- Information retrieval 

- Information extraction 

- Text Summarization 

- NLP 

-LangI identification 

- Author identification 

Web Mining Texts – Multimedia - Web content mining 

- Web structure mining 

- Web usage mining 

- RI 

- Topology analysis 

- Usage forms analysis 

XML Mining Structured/Semistructured  

texts 

- Knowledge formalisms 

- Structural similarity 

- Structured retrieval 

- Structured text 

categorization 

- Ontology mapping. 

- Schema matching. 

- Composition of web 

services. 

... 

The Title of the novel of <Bold > Ernest Hemingway </Bold > is <Italic>The old man and 

the sea</italic> 

... 

... 

The XML language <note > eXtensible Markup Language <\ note > has become a standard 

mode of representation for electronic documents . 

... 
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5.5. Structured information retrieval  

The field of Structured Information Retrieval (SIR) is the extension of the classical field RI 

oriented to structured documents and particularly to semi-structured documents XML. This is 

an emerging field that has developed during the last years, particularly with the appearance of 

the INEX initiative and several Workshops in different conferences of RI (e.g., SIGIR 

conference). It is interested in adapting the classical RI models for simultaneous consideration 

of the structure and the content as well as, the definition and the evaluation of new problems 

specific to semistructured data. Studies done on this subject show that the usual methods of 

representation particularly vector methods are not suitable for XML data representation. 

Hence, the need to adapt the classic models of RI with the new formats. It is also important to 

note how these new problems are emerged simultaneously with the emergence of this type of 

data. Among these problems, we find the problems that arise from the phenomenon of 

structural heterogeneity [Denoyer, 2004]. 

 

5.5.1. Problems related to the representation: we have seen in Chapters 2 and 3 several 

representation methods for flat documents. These representations are not transferable to 

structured documents: in fact, the problem of representation and indexing structured 

documents for IR remains an open problem, particularly for the construction of fast retrieval 

systems. [Grust, 2002] proposes indexing XML documents to speed up the system response 

time for XPath queries. This approach was later extended to the specific problem of structured 

information retrieval in [Olteanu, 2002]. Several other solutions will be presented throughout 

this chapter. 

 

5.5.2. The need to adapt the old models: As we noted in the previous section, information 

related to the document structure is not considered in classical models of RI and TC. 

However, it is a very important information having a strong semantics. E.g., for document 

categorization task, the title words can tell us on the subject of the document which is not the 

case for the page number or the name of the author, which are less informative for identifying 

the topic. So, it is very beneficial to consider the information of structure by RI and TC 

models because it provides additional information available directly through the new formats. 

The adaptation of current models with new document formats is justified by: [Denoyer, 2004] 
 

1. The conventional models of RI and TC are not able to process semi-structured documents,  

    but only short and uniform documents. 

2. Semi-structured documents are often larger because the need for structuring occurs when  

    the volume of data increases as in the case of web documents. 

3. Suitable models must bear: the size, the complexity, and the heterogeneity of content. 

4. The notion of document is totally different in the structured case. For example, the assum- 

    -ption of independence between documents became wrong with the appearance of hyper- 

    -links. 

5. The structural information can help in improving the performance of models. Because it  

    is informative for the following tasks: classification, information retrieval, information  

    extraction, clustering. 
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6. The vector model used by conventional models is not flexible for consideration of  

    tree structures (XML documents) which requires redefining new model families able to  

    consider these new representations of documents (trees, graphs, sequences, etc.) . 

7. The appearance of semi-structured data leads to the appearance of new problems and new  

    needs for which conventional models don’t bring any response. 

8. The introduction of structural information in document coding gives new information units  

     (Websites, web pages, hyperlinks). 

 

5.5.3. The INEX initiative and proposed solutions: this initiative initially allowed the 

creation of the first corpus of XML documents, queries interrogating these documents and a 

specific procedure for the evaluation of information retrieval systems (INEX 2002). For 

queries, INEX proposes two types: 
 

5.5.3.1. The CO Queries (Content Only): have the same form as normal queries of RI based 

on key words, and eventually united by Boolean operators (e.g., "computer science web 

categorization”, "hardwareANDsoftwareORsystemANDinformation”. The essential difference 

with flat corpora lies in the definition of the information that we want to return. INEX defines 

a relevant information unit as the structural unit which covers both the application and that is 

as concise as possible. 

 

5.5.3.2. CAS queries (Content and Structure): are specific queries of structured documents 

that express an information request combining information content and structure at the same 

time (e.g., "I want documents that a paragraph talking about computers, whose title contains 

the word "Computer graphics", and which was published between 2000 and 2004 "). 

 

5.5.3.3. Evaluation of structured RI system: is not simple as in RI system on flat documents. 

Because structured documents are large and can treat various topics. Therefore, it is not easy 

to know whether a document that only one of its pieces responds to the request must be 

considered relevant. It may make more sense in this case to say that only a part of the 

document is relevant (a paragraph) and not the entire document (total relevance Vs partial 

relevance). For this, INEX Company offers a new measure of relevance which is firstly 

defined in two dimensions, unlike the case of simple RI where the evaluation is done on one 

dimension:  "relevant or irrelevant." 

 

a) The component coverage dimension: dimension evaluates whether the element retrieved 

is structurally correct, that is neither too low nor too high in the tree. We distinguish four 

cases: exacte coverage (E), too small coverage (S), too large coverage (L), no coverage 

(N). 

 

b) The topical relevance dimension: also has four levels: highly relevant (3), fairly relevant   

     (1),  relevant (2), not relevant (0). 
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The following table summarizes the possible values taken by each raised dimensions. 
 

Table 5.2.  Possible values taken by the two dimensions of the new measure of relevance  

                   proposed by INEX 
 

Dimension Possible values 

 

Topical 

Relevance  

dimension 

0: not relevant 

1: fairly relevant 

2: relevant 

3: highly relevant 

 

 

Component 

Coverage 

dimension  

N: “no coverage”: the information sought is not a topic of the component. 

L: “too large”: the information sought is present in the component but is not the 

main topic.  

S: “too small”: the information sought is the main topic of the component, but the 

component is not a meaningful (self-contained) unit of information. 

E: “Exact”: the information sought is the main topic of the content and the 

component is a meaningful unit of information. 

 

That means that the evaluation criteria: recall, precision are not valid to evaluate the relevance 

of structured documents. For this purpose, the INEX community shows that the problems and 

their evaluation methods evolve along with the data and structure evolve. 

 

 

 

 

 

 

 

 

 

 

Figure 5. 9. Evaluation of relevance of an XML document using the INEX measures. 
 

Figure 5.9 shows that the node which should ideally be returned by the system is the node 

N121 which corresponds to a relevant and accurate information (E, 2).  

The nodes N1211, N1212 are too specific ((S, 3), (S, 3)) despite their relevance. 

The nodes N1, N12 are too large with low relevance (L, 1). 

The nodes N11, N13, N131, N132 are completely irrelevant (N, 0). 
 

In theory, there are sixteen combinations of coverage and relevance, but many cannot occur. 

For example, a non relevant component cannot have exact coverage. So, the combination (N, 

3) is not possible. 
 

5.5.4. Problem of semi-structured documents heterogeneity  

The Access to structured documents raises the problem of semantic heterogeneity of structure. 

For example, two editors of scientific journals do not use the same description while these 

same journals can treat the same area. This creates a great diversity and variability in the 

N1 

N11

 

N12 N13 

N131 N132 

N1211 N1212 

(L, 1) 

(N, 0) (L, 1) (N, 0) 

(E, 2) (N, 0) (N, 0) 

(S, 2) (S, 3) 

N121 
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structure of documents. This phenomenon comes from the fact that XML format allows the 

user the freedom to design its own representation model. For example, the address of a person 

can be represented either in a highly structured way or unstructured way as it’s shown in the 

figure below. 
 

 

 

 

 

 

 

 

 

 

 

Figure 5.10. Two structural representations for the same information "Address" 

 

A second problem is that the structure of a document is not always informative (partially or 

fully) to a defined task as the thematic classification or printing. 

 

 

 

 

 

 

 

 

 

 

 

 

(a) Informative for classification  task   (b) Informative for printing task 
 

Figure 5.11. two structural representation for the same XML document 
 

5.5.5. Querying and heterogeneity. 

Suppose that a user wants to query a corpus of structured documents. He will use a CAS 

query (Content and Structure). For example, he writes the following query: "I want a 

restaurant located in the city of M'sila, in the 5th region where I can eat fish." 

Consider that there are three XML documents D1, D2, D3 describing restaurants. Find the 

answer to the query seems trivial for D1 which has a structure where the needed information is 

perfectly located. Here, we must only translate our query to an XPath query to get the right 

result. For D2, D3 the task is more difficult because we must locate the desired information in 

parts where the content is unstructured. 

<Address> 

     <Street>115 1
st

 November Street</Street> 

     <City>M’sila</City> 

     <PostalCode>28000</PostalCode> 

</Address> 

<Address> 

     <Number>115</Number>      

     <Way>1
st

 November</Way> 

     <Department>28</Department> 

     <Province>6</Province> 

     <City>M’sila</City> 

     <PostalCode>28000</PostalCode> 

     <Country>Algeria</Country> 

</Address> 

 

<Document> 

     <Title>PHD Thesis</Title> 

     <Keywords>Learning, RI</Keywords> 

     <Abstract> 

          This thesis treats the problem of  … 

     </Abstract> 

</Document> 

<Page> 

     <Centered> 

         <Bold> 

              PHD Thesis 

         </Bold> 

     </Centered> 

     <Line> 

         <Italic> 

              Apprentissage, RI 

         </Italic> 

     </Line> 

     <Paragraph> 

           This thesis treats the problem of  … 

     </Paragraphe> 

</Page> 
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Figure 5.12. Three XML documents describing restaurants with different structures. 
 

To overcome this kind of problems, two types of solutions are possible: 
 

1. Transform the set of documents in the corpus in a unified format called mediation format      

    readable by the user making the query, for example the format of the document D1. The      

    documents D2, D3 will be transformed and queries will also be defined using this format. 

2. Transform the query so that it "fits" with each examined document. This solution is      

    possible when information is decentralized (distributed) and when it is not possible to      

    convert documents into a unified format of mediation. Both strategies were used in  

    databases. 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 5.13.  Restructuring of XML documents in a unified format (mediation format) 

 

<Restaurant> 

   <Name>BaniHammed </Name> 

   <Adresse> 

       <City>M’sila</City> 

       <Region>5</Region> 

     <Street>Col. Chaabani</Street> 

       <Num>127</Num> 

   </Address> 

   <Plate>Couscous</Plate> 

   <Plate>Fish</Plate> 

</Restaurant> 

<Restaurant> 

<Name>Royal</Name> 

<Address> 

    65 Martyrs Street, Msila, 5th   

    region, Algeria 

</Address> 

<Plates> 

     Fish soup, Chicken plate,    

     Rabbit plate. 

</Plates> 

</Restaurant> 

<Restaurant> 

<Name>The desert</Name> 

<Description> 

  This pretty restaurant located   

  Near the house of   

  culture, 19
th

 Independence  

  Boulevard, lost in the 5
th

  

  region of M’sila, propose a  

  traditional kitchen, notably of  

  fresh pasta with 3 cheeses 

</Description> 

</Restaurant> 

<Restaurant> 

<Name>Royal</Name> 

<Address> 

    65 Martyrs Street, Msila, 5th   

    region, Algeria 

</Address> 

<Plates> 

     Fish soup, Chicken plate,    

     Rabbit plate. 

</Plates> 

</Restaurant> 

<Restaurant> 

<Name>Royal</Name> 

<Address> 

     <City>M’sila</City> 

     <Region>5</Region> 

     <Street>Martyrs</Street>      

     <Number>65</Number>      

</Address> 

<Plate> Fish Soup</Plate> 

<Plate> Chicken</Plate> 

<Plate> Rabbit</Plate> 

</Restaurant> 

<Restaurant> 

<Name>The desert</Name> 

<Description> 

  This pretty restaurant located   

  Near the house of   

  culture, 19
th

 Independence  

  Boulevard, lost in the 5
th

  

  region of M’sila, propose a  

  traditional kitchen, notably of  

  fresh pasta with 3 cheeses 

</Description> 

</Restaurant> 

<Restaurant> 

<Name>The desert</Name> 

<Address> 

     <City>M’sila</City> 

     <Region>5</Region> 

     <Street>Independence</Street>     

     <Number>19</Number>      

</Address> 

<Plate> Fresh pasta</Plate> 

</Restaurant> 

 



 Chapter 5 Categorization of XML Semistructured Documents 

 

153 

5.5.6. Conversion of document formats 

Sometimes a company's documents are stored in different digital formats (.Doc, .pdf, .xls, 

etc.). Therefore, it would be necessary in this case to have a single format by performing a 

format conversion.  This problem is very wide. It also includes the notion of mediation format 

seen previously. 

 

5.6. Categorization of XML Semistructured documents 

As we have seen with flat documents, XML semi-structured documents can be the subject of 

a categorization task depending on their topic. There exist two classes of approaches: 

approaches that take into account the content and the structure simultaneously and approaches 

based on the analysis of the structure. 

 

5.6.1. Approaches based on the structure and the content 

5.6.1.1.[Yang and Zhang, 2007] approach: [Yang and Zhang, 2007] proposed a new vector 

representation more suited to structured case. It is an extension of the VSM model (Vector 

Space Model). This new representation is called SLVM (Structured Links Vector Model). The 

basic idea is to incorporate in the classic vector model the structure of XML documents and 

then apply a learning algorithm often SVM on these vectors in the classification phase. The 

new model was first tested on Wikipedia 2007 corpus. 

SLVM represents an XML document as VSM vector matrix, where each VSM vector is 

specific to an XML element (a tag). 

Thus, the matrix Md  corresponding to document d has the following form: 

 

  �� = � ��(1,1) ��(2,1) ⋯ ��(�, 1)��(1,2) ��(2,2) ��(�, 2)⋮ ⋱ ⋮��(1, �) ��(2, �) ⋯ ��(�, �)�          (5.1) 

 

Where: 

m: the number of elements (tags) of the document d. 

n: the number of terms appear within the current tag. 

 

Md(i, j) is given by: 

 

   ��(�, �) = ����� , ��|�����. �� (��)     (5.2) 

Where: �����, ��|�����: is the term frequency wj within the element ei of the document d. 

 

This can be normalized by: 

 

    �!�(�, �) = "#(�,�)∑ "#(�,�)%&'(       (5.3) 
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Example 5.1:  SLVM Model 

Let the following XML document: 

 

 

 

 

 

 

 

 

 

)**
**+

,�-�.�/01�23.��4�35�26�ℎ8�ℎ���-�..�/����9::
::;                     

)**
**+
1121119::

::;                      ��
)**
**+
1          0          01          0          01          0         11          0         00          1         00          0         1 9::

::; 
 

(a)  Vocabulary    (b) Associated frequency         (c) Document matrix 

  vector    

 

Then, the normalized matrix is: 

 

 

�!�
)*
***
+1/7          0          01/7          0          01/7          0         1/21/7          0         00          1         00          0         1/29:

:::
;
 

 

(d) The normalized matrix of an XML document 

 

Figure 5.14. Representation of an XML document using SLVM model 

 

After representing the XML document, the classification is made by applying the SVM 

method between two XML documents as follows: 

 

    @�AB, AC� = 5���DB, DC� =  ∑ �B&E F ∗ �H ∗E�IJ �C&E     (5.4) 

Where: 

Ms:  an m x m matrix called similarity matrix of  XML elements. 

 

5.6.1.2. [de compos et al, 2007] approach: is based on the probabilistic model. It considers 

that certain structural attributes of an XML document can be translated into flat text. Several 

solutions are proposed to add structural information, as well as two probabilistic models: 

Naive Bayes model, Gate model. 

<article > 

<title > Ontology Enabled Web Search </ title > 
<author > John </ author > 

<conference > Web I n t e l l i g e n c e </ conference > 

</ article > 

1st            2nd         3rd 

  element    element    element 

Title    Author    Conference ,�-�.�/01�23.��4�35�26�ℎ8�ℎ���-�..�/����
 

Title         Author       Conference 
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These two models were validated on Wikipedia 2007 corpus. Recall that the classical 

probabilistic approach to categorize flat texts can be presented as follows: 
 

- Given a set of classes C = {c1, c2, …, cn} 

- A document dj to classify 
 

The conditional probability of each class p(ci |dj) or the probability that the document dj 

belongs to the the class ci is calculated using Bayes theorem as follows: 

 

  K���L��� =  M(N&).M(�O|N&)M(�O) ∝ K(��). Q���L��� = K(��) ∏ K(-S|��)JTSTE#     (5.5) 

 

And the document dj is assigned to the class having the highest probability 

 

 �∗(��) = Argmax[\∈C  {K(��). Q���L���} = a6/�2b[\∈CK(��) ∏ K(-S|��)JTSTE#            (5.6) 

 

So, the problem comes back to estimate two probabilities: K(��), Q���L��� 

For this, we can use one of the models proposed previously, which is the model Naïve Bayes 

or Naïve Bayes classifier. 

In this model, a document is considered as an ordered sequence of words/terms extracted from 

the same vocabulary. We assume that the occurrences and the positions of these terms in a 

document are conditionally independent for a given class. 

 

So, Q���L��� is calculated according to the following equation: 

 

    K���L��� = Q(|��|) L�OL!∏ EOd!ed∈#O ∏ K(-S|��)EOdfd∈�O       (5.7) 

Where: 

tk: is a term in dj 

nkj: the frequence of the term k in the document dj. L��L: the total number of terms in the document dj. 
 

You can see that:     Q(|��|) L�OL!∏ EOd!ed∈#O  doesn’t depend of the class ci 

Then:  

    K���L��� ∝ ∏ K(-S|��)EOdfd∈�O         (5.8) 

The estimation of the probability  K(-S|��) is given by Laplace equation: 
 

     K(-S|��) =  g&dhJ g&h|i|        (5.9) 

Where: j�S: The frequency of the term tk in the documents of the class ci. j�: The total number of terms in the documents of the class ci. |k|: The size of term vocabulary. 
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The estimation of the prior probability of the class ci is given by: 
 

     K(��) =  g&,#lm g#lm                    (5.10) 

Where: j�,�nN: The total number of documents in the class ci. j�nN: The total number of documents in the corpus. 

 

Adding structural properties 

 

 

 

 

 

 

 

 

 

Figure 5.15. A fragment of an XML document 

 

To represent XML documents taking into account the structural information, several methods 

have been proposed by authors.  These methods can be summarized as follows: 

 

1. "Text Only" Method:  is the simplest method,  consists in taking only the text (i.e., 

ignoring any tags). 

 

 

 

 

Figure 5.16.  Representation of the previous XML document with the “Only Text” method 

 

2. "Adding" Method: consists in considering tags of an atomic manner, or in other tags where 

they are included (i.e., to consider a part of the way from the root element to a certain level of 

depth). 

 

 

 

 
 

Figure 5.17. Representation of the previous XML document with the “Adding” method 

 

 

3. "Tagging" Method:  the text elements (terms) are prefixed with tags (Up to a certain depth 

level). 

 

 

<Book > 

<Title > Introduction to information retrieval </ title > 

<author > Manning et al </ author > 

<content > 

     <Chapter>One </ Chapter > 

     <Text>The meaning of the term information retrieval (IR) can be …</Text> 

Content > 

</Book> 

Introduction to information retrieval 

Manning et al One The meaning of the term information retrieval (IR) can be 

 

_Book_Title Introduction to information retrieval 

 _Book_Author Manning et al <_Book_Content_Chapter One _Chapter _Text The 

meaning of the term information retrieval (IR) can be … 
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Figure 5.18. Representation of the previous XML document with the “Tagging” method 

 

4. "No Text" Method: This method considers only the tags, so it is equivalent to the 

"Adding" method while eliminating the textual terms. 

 

 

 

 

 

Figure 5.19. Representation of the previous XML document with the “No Text” method 

 

5. "Text Replication" Method: consists in assigning an integer value to each tag, depending 

on the importance of its informative content for categorization (i.e., more the value is high, 

more the content is informative). For example: (title 1) (author 0) (chapter 0) (text 2) 

 

 

 

 
 

Figure 5.20. Representation of the previous XML document with the “Text Replication” method 

 
 

5.6.2. Approaches based on the structure only 

5.6.2.1. [Zaki and  Aggarwal, 2003] approach: This approach proposes a structural classifier 

that use rules called "XRules". This classifier is based on the search of structural rules that can 

help to perform the classification task, starting from the idea that the presence of a particular 

type of structural model in an XML document is related to its membership to a particular 

class.  

Initially, the approach proposes the representation of each XML document with a labeled and 

ordered tree, having a root and denoted by: T = (V, B), Where:   

 

V: is the set of labeled nodes. 

B: is the set of branches, knowing that a branch b = (x, y) is a pair of ordered nodes where x is 

a parent of y.  

 

The classification task is performed in two main phases:  

 

1. The learning phase: its role is to find the set of structural rules associated with different 

categories (a model for each category). 

 

Title_ Introduction Title_to Title_information Title_retrieval  

author_ Manning author_ et  author_ al 

Chapter_ One  Text_The Text_meaning Text_of Text_the Text_term 

Text_information Text_retrieval Text_ (IR) Text_can Text_be 

Book_Book_Title  

Book_Author_ Book_Content 

Book_Content_Chapter 

Book_Chapter_ Text_ 

Introduction to information retrieval 

The meaning of the term information retrieval (IR) can be … 
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Formally, we can define this phase as follows:  

Given a set of documents  

  

D = D = o D�S�IJ                      (5.11) 
 

Where:  Di : is the set of documents belonging to the class ci∈C = {c1, c2, …, cn}.  

 

As it was mentioned before, The objective is to find a set of structural rules: p = {pJ, pq, … , ps}  

Where: every rule is of the form:  �� t,uvw x��  with y ≥ y�s�E �- { ≥  {s�E 

 

This phase is in turn divided into three steps: 

a. Discover the frequent structural models associated to each class ci, then produce rules that 

meet a minimum support level of media y�s�E  of the class ci and a global minimum 

threshold of confidence {s�E. 

b. Order the classification rules obtained in the previous phase according to a priority 

relationship. i.e., give priority to the set of rules in descending order to remove non-

predictive  rules. 

c. Determine a special class called "default class". This class will be the label of the 

document if any of the rules have been able to predict the class of  this document. 

 

2. Test phase:  to predict the category of a new document using the classification model built 

in the learning phase (all the structural rules). So, it takes as input, the classification model 

(the set of predictive rules Ri + default class), and all XML documents D̀ whose classes are 

unknown.  This phase is in turn made in two main steps: 
 

a. Search of rules: for each document di∈ D̀, we seek the set of all rules corresponding to 

this document. This set is called matching rule-set, and denoted by: 

 

          p(5) = {p�: �� u&~ �� |��}               (5.12) 

 

b. Class prediction: Combining statistics for all matching rules R(S) in order to predict the 

appropriate class for a given document. if R(S) =  φ,  then the document belongs to the 

default class.  

 

5.6.2.2. [Garboni et al., 2005] approach: this approach is based on the calculation of a 

similarity measure between an XML document and each category. For this, each document is 

converted into labels sequences of its nodes. Similarly, each class is transformed into a set of 

sequences. The measure of similarity between an XML document dj and a category ci is thus 

calculated as the longest common subsequence between the sequence of the document and the 

sequences of different categories. The approach has been validated on the corpus “Movie”. 
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Before making such transformation, the tree nodes associated to the XML document must 

first be labeled. Each label is associated to its depth in the tree. An exploration of the tree in 

depth gives the corresponding order. This phase is called the "reduction" phase (see figure 

below). 

 

 

 

 

 

 

 

 

 

  
 

Reduction Result:   <(A1)(B2)(D3)(C2)(E3)(F3)(G4)> 
 

Figure 5.21. Transformation of an XML document tree into sequence 

 

Once the necessary transformations are made and the sought sequences are extracted, we 

proceed to the extraction of the model that helps to extract frequent sequences. The model 

extraction involves three basic steps: 
 

1. Cleaning step: consists in the removal of labels (tags) which are irrelevant for classification 

operations. For example, a label which is very common in the entire collection can be 

considered irrelevant, since it does not help in the separation between documents (non-

distinctive label). 
 

2. Data mining step: After eliminating frequent labels in step (1), we try for each category, to 

transform all XML documents in sequence as it was explained above. Then for each set of 

sequences corresponding to the different categories, some data mining tasks are executed to 

extract sequential patterns. This give us for each category ci , a set of frequent sequences SPi 

which characterize The associated category ci. 
 

3. Attribution of the document to an appropriate class:  consists in calculating the similarity 

based on the longest common subsequence between a document di and the different categories 

cj . 

    ������ , ��� = ∑ |���(�&,���O(d))|���O(d)|mO|d'( |NO|        (5.13) 

Where: |�x5(D� , 5K�O(�))|:  is the length of the longest common subsequence between the document    

                                  di and the k
th

 sequential model of cj. 
 

The document di is then assigned to the class with which the similarity value is maximum. 
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5.7. Summary  

XML is an extensible markup language which is not limited to a predefined markup as it is 

the case of its predecessors HTML and SGML. an XML document is an universal file 

encoded in Unicode, self-descriptive, scalable, self-checking, and semantically rich containing 

semi-structured information that can be described using a graph or tree (a DTD schema, XML 

schema, etc.) making them easier to access and handling. 

With an XML document, we can store documents having generally large sizes such as: a 

book, a user guide, multimedia information, an electronic message, etc. 

In this chapter, we presented a global overview of XML document, notably: its structure, 

characteristics, principle components, semantic of tags. We also discussed the different 

problem of representation and the need of adapting the old models which are not suitable with 

its new format. In a large part of this chapter, we treated a critical problem well-known in the 

field which is the categorization of XML documents. Effectively, we exposed the problem 

and we presented the most known approaches including: the content only approaches, and the 

content and structure approaches. 
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6.1. Introduction 

Needs of users in information keep growing because of the massive expansion of Internet and the 

increasing availability of textual data on this network. The multilingual documentary research is one of 

the solutions proposed to satisfy these needs. The main objective of this research is to allow the user to 

formulate a query in a language and extract the corresponding documents in other languages. This 

process requires a very important phase that consists in identifying the language of every document 

before extracting the required information. The language identification can be defined as the 

assignment of a document in a given language. Several features of the language can be considered in 

this case, notably: the presence of some characters [Mustonen, 1965, Souter, 1994], presence of some 

words [Souter, 1994, Giguet, 1998], n-grams frequencies [Beesly, 1988, Cavenar and Trenkle, 1994, 

[Dunning, 1994, Grefentette, 1995, Milne and al., 2012, Zamperi and Gebre, 2012]. 

 

6.2. State of the art 

6.2.1. Language Identification Approaches 

In general, four approaches exist:   
 

6.2.1.1. The linguistic approach: It is based on the presence of some strings in the text specific to its 

language. This permits to recognize the text language easily [Mustonen, 1965, Souter, 1994]. For 

example, the characteristic strings of English are (they, ery,…), for French (eux, aux, …). 

Unfortunately, this approach comprises several problems [Dunning, 1994], namely: these strings can 

be rare or absent in the text. A text in a language can also use strings of other languages. 
 

6.2.1.2. The lexical approach: it is based on the use of a lexicon for every language [Souter, 1994, 

Giguet, 1998]. E.g., we compare words of the new text with a fixed list of words for every language. 

The language whose lexicon contains all or most words of the text is the effective language of the text. 

Several problems can arise here: no language lexicon is complete, the presence of mistakes which can 

disrupt results gotten by this approach. 
 

6.2.1.3. The grammatical approach: it is based on the presence of some grammatical words related 

to the language [Grefentette, 1995] such as: prepositions, determiners, adverbs, auxiliaries, etc.. 

representing approximately 50% of texts in most languages [Giguet, 1998]. For example, in English 

we can find words like (the, they, are, ...) in French (le, la, des, …). This approach is faster and more 

efficient than the two previous approaches, but it also embodies several weaknesses, such as: the texts 

should be segmented into words which is difficult for some languages, grammatical words are often 

removed during a preprocessing performed on the text [Sahami, 1999], the approach gives poor results 

in the case of short texts because of the absence of these grammatical words, it is also difficult to apply 

with other types of sequences (DNA sequences). 
 

6.2.1.4. The statistical approach: this approach does not require prior language skills but probability 

calculations. Its principle is to capture some formal regularities (words, n-grams) of languages using 

statistical model from a representative corpus for each language, to associate a frequency of 

occurrence, and then calculate the probability that a text belongs to a language based on the 

appearance of these regularities [Geiger et al., 2012]. Unfortunately, segmenting a text into words 

degrades the performance of this approach because a short text does not necessarily contain the most 

frequent words of the language. In addition, for some languages like Chinese, it is difficult to divide 

the text into words. For this purpose, the use of n-grams-based approach [Shannon, 1948, Miline et al., 

2012, Zampeiri and Gebre, 2012] seems to be a widespread solution. 
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6.2.2. Principle of Text Segmentation into N-grams of Characters 

      An n-gram is a consecutive sequence of n characters [Cavenar and Trenkle, 1994] that cannot be 

ordered. For a document, the set of n-grams that can be generated is a collection of photos that we can 

obtain by moving a window of n characters with one character on the body of the text. For example, 

the 3-grams of the phrase "hello sir" are : hel, ell, llo, lo_, o_s, _si, sir [Miller et al., 1999, Biskri and 

Delisle, 2001, Jalam and Teytaud, 2002]. The n-grams profile of a document is the list of the most 

frequent n-grams in reverse order of their frequencies. 
 

6.2.3. Advantages of Text Segmentation into N-grams 

     The approach of text segmentation into characteristic N-grams has several advantages, in particular: 

� Avoid the use of lemmatization and stemming phase on the text which requires an algorithmic 

and linguistic effort. 

� Tolerant to spelling, typing, and OCR mistakes.  

� This approach operates independently of languages (language independent). 

� Segmentation into words is difficult for some languages, e.g., in Arabic names and additional 

subjects are in some cases attached to verbs and the string is thus a sentence like: (katabtouhou) 

(I wrote it) [Biskri and Delisle, 2001, Jalam and Teytaud, 2002]. 
 

6.2.4. Methods Based on N-grams for Language Identification 

      Language identification systems using n-grams are based on almost the same pattern [Jalam and 

Teytaud, 2002]: the phase of automatic acquisition of the language, in which we select a representative 

corpus, we generate a characteristic profile that will be taken as a reference, after we calculate the 

frequencies of various n-grams (with n = 3, 4, 5). The diagnostic phase in which we build for each new 

text its n-grams profile then we seek the reference profile which is the most similar. Several methods 

are proposed to measure this similarity. 
 

6.2.4.1. Nearest Neighbors Methods: Several algorithms of language identification of texts are based 

on the concept of distance or similarity. The basic idea is to find the text of the training set that is 

nearest in distance to the new text to classify, and to assign to it the same language. You can increase 

the number of k texts nearest to the new text if necessary. In this case, the language of the new text is 

the same as the majority of their k nearest neighbors (the majority language). The challenge for these 

approaches is how to define a distance measurement. Practically, we use several pseudo-distances 

measurement, including: 
 

The Distance of Beesly [Beesly, 1988]: In this method, the identification consists of two phases: the 

learning phase that consists in segmenting texts of each language L into words, then segmenting each 

word into bi-grams without repeating the letter more than once, building a bi-grams profile for each 

language and use it as a reference profile, then calculate the frequency or the probability of occurrence 

of each bi-gram in this profile. The diagnostic phase that consists in establishing the bi-gram profile of 

the new text T, then find the nearest reference profile using the distance with the profile of the 

language L by calculating the product of bi-grams probabilities of the new text T found in the profile of 

the language L (Naive Bayes algorithm). This method assumes the possibility of segmenting texts into 

words which is not the case for some other languages. In addition, it is based on bi-grams, then it is 

necessary to not neglect working with tri or quad-grams to maintain the specificity of each language. 

For example, the 4-gram "tion" characterizes French and English, if you segment into bi-grams as 

follows: "ti" and "on", the system finds some difficulties to differentiate with "ti" and " on " of Spanish 

and Portuguese [Zamieri and Gebre, 2012, Jalam and Teytaud, 2002, Brown, 2012]. 
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The Distance of Cavenar and Trenkle [Cavnar and Trenkle, 1994]: This method consists of two 

phases: the acquisition phase that consists in establishing a tri-gram profile for each language L, than 

use it as a reference profile. The diagnostic phase which involves building a tri-gram profile for the 

new text T, then calculate distances between this profile and reference profiles of the different 

languages. The distance to be calculated is based on the sum of position errors (difference in ranks or 

“out-of-place” measurement [Cavnar and Trenkle, 1994]) between each tri-gram in the new text profile 

PT and the same tri-gram in the reference profile of each language PL if the tri-gram is present. 

Otherwise, it takes a maximum value of rank. The language of the new text is that for which the 

distance is minimal. Formally, the distance between the new text profile PT  and the language profile 

PL is calculated as follows: 

 

 ����� , ��� = 
�� ∑ ���������� − ����������.   �� < �� > �� �� � �!                        ��∈��#
$%.       �� < �� > �� &'� �!                                       (   (6.1) 

Where:   

ng : a tri-gram 

PT , PL :  profile of the new text T , profile of the language L 

��������� , ������� : position of the tri-gram «ng» in the profiles PT , PL if « ng » belongs to the 

language profile. 

 

The Distance of Kullbach-Leibler (KL) [Sibun and Reynar, 1996]: based on the relative entropy of 

Kullbach and Leibler as distance measurement. Formally, this distance measurement is calculated by 

the following equation: 

 

    )*��+ , �,� = ∑ �,�� ����. *�� -./����
.0����1      (6.2) 

Where: 

T1, T2:  texts 

f1(ng) f2(ng): frequencies of n-grams "ng" in texts T1, T2 successively. if the n-gram "ng" is absent 

from the text Ti a half-frequency is added to prevent the score from falling to - ω 

 

The Distance of khi2 (χχχχ 2) [Jalam and Teytaud, 2002]: this distance is formally presented as follows: 
 

    χ, ��+ , �,� = ∑ 2�.0����3./�����/
./���� 4��       (6.3) 

 

With:  �+���� , �,���� : frequencies of n-grams « ng » in texts T1 , T2 successively   

 

    �5���� = 67.899:;;<�9<= >.?��@ 5� �5
�>ABC >. �3�;BD= EB�= �5         (6.4) 

 

 

 

(4) 
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6.2.4.2. Conventional methods used in categorization: Several methods exist in the field of 

documents categorization, their common difficulty is the very large dimension. Among these methods, 

we can note: decision trees (ID3, C4.5, CART, ...) [Rakotomalala, 2005] requiring dimension 

reduction, neural networks with back propagation, SVM and RBF methods [Joachims, 1998, Dimitrios 

et al., 2013]. 

 

6.3. Our proposed method 

      Our method is inspired from the method of [Cavnar and Trenkle, 1994] with the following 

differences and improvements: 

[Cavnar and Trenkle, 1994] requires sorting profiles of different languages, as well as  the new text 

profile in reverse order of frequencies before any calculation, this is not necessary for our  method. 

which permits to save a considerable time required by sorting. The distance used in [Cavnar and 

Trenkle, 1994] is based on the sum of position errors between the new text tri-gram profile and the 

same tri-gram in the reference profile of each language if the tri-gram is present. If this is not the case, 

it takes a maximum value of position error. Here, we can note two disadvantages: The first is the 

calculation of the sum of the position error requires a huge computational effort, especially when we 

use corpus of large sizes. The second problem is in the choice of the maximum position error when the 

tri-gram is absent. Here, no method is specified. Thus to overcome the two disadvantages we propose 

the following method: we take each n-gram (n = 3, 4, 5) of the new text profile, and we look in the 

profile of each language. If this n-gram exists, we assign the value 1 to it, otherwise we assign the sum 

of the frequencies of all corpus n-grams, and then we calculate the sum which represents the distance. 

The text will be assigned to the language whose distance is minimal.  

 

 

 

 

 

 

 

 

 

 

 
 

Figure 6.1. Principle of the proposed method 

 

Formally our distance measure is calculated as follows: 

 

  ����� , ��� = 
�� F∑ &5��∈��+    &5 = 1    �� < �� > �� �� � �!�HI_�� K                �� < �� > �� &'� �! (       (6.5) 
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6.4. Experimentations 

6.4.1. Training and Test Corpus 

     We used for training a corpus that is constituted of 668 texts written in (10) languages. The test 

corpus is constituted of 199 texts. Texts belong to the headlines of international newspapers. We 

preferred to use reduced size documents to facilitate their processing and segmentation into words and 

n-grams. Both corpora may be distributed as follows: 

 

Table 6.1. Training and test corpora used in experiments 
 

Languages 
Training Corpus Test Corpus 

Number of texts Number of texts 

Arabic 68 17 

French 80 19 

English 79 20 

German 74 20 

Spanish 73 19 

Italien 63 16 

Greek 65 23 

Russian 90 25 

Turkish 58 18 

Malysian 78 22 

Total 668 199 

 
 

6.4.2. Pre-processing Performed on Training and Testing corpora 

      Before proceeding to the phase of language identification itself, another phase of pre-processing on 

the training and test corpora is essential. This phase comprises the next tasks: 
 

• Elimination of unnecessary characters (punctuation, digits, special foreign characters, 

abbreviations, ...). 

• Conversion of uppercase to lowercase. 

• Morph syntactic treatment on the text or text standardization  

• Segmentation of the text into words and n-grams (n=3, 4, 5) 

• Setting a minimum threshold s for the frequency and   eliminate the n-grams whose frequencies 

are less than s. 

 

6.4.3. Performed Processing  

      After finishing the phase of pre-processing on the training and test corpora we proceed to the 

following treatments: 

� For the segmentation of texts, we used two approaches: bag  of  words,  n-grams  of characters. 

� The results were tested for varying thresholds (s=2, 3, 4). 

� For text segmentation into n-grams we tested results for varying values of  n (n = 3, 4, 5). 

� For the applied learning algorithm, we chose the algorithm of k-NN with k=1, as well as NB 

algorithm. 

� We applied the 1-NN algorithm with a variety of distances such as:  CT [5], KL [15], χ
2
 [15], 

then our suggested method with the new associated distance. 
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6.5. Evaluation of obtained results 

 

Table 6.2. Segmentation of the training corpus into words (s = 2) 
 

Languages # Texts 
# gross 

words 

#purified 

words 

# Most freq 

words 

Arabic 68 19010 4960 1933 

French 80 14698 5757 2646 

English 79 16672 5472 2761 

German 74 4160 2498 681 

Spanish 73 15249 5748 2498 

Italien 63 3827 2350 603 

Greek 65 6139 2693 688 

Russian 90 5857 3728 921 

Turkish 58 4292 2563 857 

Malysian 78 4205 2045 744 

 

Table 6.3. Segmentation of the training corpus into n-grams (N=3, s = 2) 
 

Languages # Texts # 3g gross # 3g purified  #3g Most freq 

Arabic 68 53609 5276 3318 

French 80 63956 7271 4862 

English 79 61128 6796 4608 

German 74 43121 6173 3650 

Spanish 73 58399 6261 4138 

Italien 63 34271 4523 2670 

Greek 65 39279 6832 4095 

Russian 90 58141 7324 4646 

Turkish 58 34168 5150 3288 

Malysian 78 50441 4854 3182 

 

Table 6.4. Segmentation of the training corpus into n-grams (N=4, s = 2) 
 

Languages # Texts # 4g gross # 4g purified  #4g Most freq 

Arabic 68 52707 10397 5005 

French 80 63172 15998 6777 

English 79 59347 15828 8813 

German 74 41308 13351 5932 

Spanish 73 58222 14157 7654 

Italien 63 32998 10334 4902 

Greek 65 37749 13690 6006 

Russian 90 55932 17015 8320 

Turkish 58 33025 10402 5517 

Malysian 78 48309 10417 5688 
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Table 6.5. Segmentation of the training corpus into n-grams (N=5, s = 2) 
 

Languages # Texts # 5g gross # 5g purified  #3g Most freq 

Arabic 68 52490 16162 6755 

French 80 63048 24637 10946 

English 79 59104 25016 10706 

German 74 41028 20840 6684 

Spanish 73 58108 21791 9454 

Italien 63 32804 16958 5666 

Greek 65 37521 19895 6401 

Russian 90 55583 26971 9361 

Turkish 58 32853 15477 6532 

Malysian 78 48002 16939 6401 

 

Table 6.6. Calculation of success rate and error rate for all learning algorithms (Approach: bag of words) 
 

Algorithm Suc_rate Err_rate 

N.Bayes 96,35 3,65 

1NN with CT 98,88 1,12 

1NN with KL 97,03 2,97 

1NN with χ
2
 98,74 1,26 

The new method 99,49 0,50 

 

Table 6.7. Calculation of success rate and error rate for all learning algorithms (Approach: n-grams) 
 

Algorithm 
N=3 N=4 N=5 

Suc_rate Err_rate Suc_rate Err_rate Suc_rate Err_rate 

N.Bayes 97,04 2,96 98,72 1,28 98,93 1,07 

1NN with CT 98,91 1,09 99,20 0,80 98,75 1,25 

1NN with KL 97,89 2,11 98,14 1,86 96,37 3,63 

1NN with χ
2
 98,86 1,14 100 0 97,33 2,67 

The new method 99,49 0,50 100 0 99,01 0,99 

 

     After the automatic pre-processing performed on both training and test corpus as it is indicated in 

section 6.4.2, we conducted the phase of texts segmentation into basic units, we have used for this, 

words, 3-grams, 4-grams, and 5-grams. The tables 6.2, 6.3, 6.4, and 6.5 summarize the obtained results 

in the segmentation phase. We note here that learning is applied to the most frequent tokens as it is 

shown in tables 6.2, 6.3, 6.4, 6.5 (column 5) because of their small number and because they always 

give the best success rate in the language recognition. For learning, we have also applied NB algorithm 

which is the best known algorithm in the field, and because it gives good results, plus a 1-NN 

algorithm referring to several pseudo-distances. And finally, we have applied our new method with its 

own pseudo-distance. The obtained results show that our method always gives better results compared 

to the other methods (suc_rate = 99.49%) as it is shown in table 6.7. For segmentation into 4-grams the 

recognition rate (suc_rate) is 100% (table 6.7, columns 4, 5). Considering the used data, especially the 

corpus of texts used in experiments, which we perfected arbitrarily. In addition to implementations that 

we made for all learning algorithms, we believe that the results are very significant and can be 

improved in other future works. 
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6.6. Conclusion and perspectives 
 

In this chapter we treated the problem of language identification of texts in a multilingual textual 

corpus. We explained the two most known approaches in the field to segment a text into basic units, 

including: “bag of words” and “n-grams” approaches. The realized implementations show the 

limitation of the “bag of words” approach compared to the “n-grams” approach which is more general, 

independent of languages and always gives the best results. In language identification, we 

implemented several algorithms based on different pseudo-distances, namely: CT, KL, χ
2
. In the light 

of the obtained results, we proposed a new method equipped with its own distance. This new method is 

inspired from the CT method with the advantage that this last one does not require sorting, and it's 

based on a simple and less expensive distance especially for corpus with large sizes. The obtained 

results by applying our new method are very significant, in term of computation time and in accuracy 

when recognizing the language of the text. Our perspective is to apply the new method on a corpus of 

semi-structured documents, and generalize it in the field of text categorization, as well as any other 

task of document classification. 
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7.1. Introduction 

     Text classification has as objective to group thematically similar texts in a single set (group/class). 

The importance of such categorization approach is to organize knowledge so that they can perform 

some specific treatments including; information retrieval and efficient information extraction. The 

increasing volume of digital documents available on networks, the need for automatic classification 

were felt both on the internet (search engines) and within companies (classification of internal 

documents, dispatches of news agencies, etc ...). there exist two approaches in automatic text 

classification: unsupervised classification in which groups of documents are formed automatically by 

the machine during treatment according to similarity criteria [Salton and McGill, 1983, Iwayama and 

Tokunaga, 1995] and supervised classification (categorization) in which these groups are defined in 

advance by an expert [Joachims, 1998, Sebastiani, 2002, Yang and Liu, 1999]. In this chapter, we 

study the supervised classification. We use a k -NN approach based on similarity metrics known in the 

field of language identification. We also propose a new simple and effective method to improve the 

results of categorization. The chapter is organized as follows: in section 7.2 we present a state of the 

art about the achieved domain, in particular: text representation approaches, categorization methods 

and similarity metrics used in the following areas: text categorization, language identification. Section 

7.3 presents clearly our contribution in this field, in particular, the application of similarity metrics 

used in the language identification in the field of text categorization, the proposal of a new simple and 

flexible method for text categorization. Section 7.4 shows the experiments carried out on training and 

test corpora and the obtained results. In Section 7.5 we try to evaluate the obtained results and compare 

them with existing works. We conclude the chapter by section 7.6 which summarizes the realized work 

and proposes some ideas for possible improvements and future work in the same context. 

 

7.2. State of the Art 
 

7.2.1. Language Identification and Documents Categorization 
 

7.2.1.1. Language Identification:  Identifying the language of a text can be defined as the assignment 

of this text to the language in which it is written. So this is a kind of automatic classification where 

classes are languages (Ar, En , Fr, ... ) . This identification becomes important because of the 

increasing availability of textual data in different languages on the web. A real recognition of the text 

language is not possible if we just consider the word as a basic unit of information, it could be possible 

for some languages such as French or English, but very difficult for some other languages such as 

Arabic, German or Chinese. One alternative approach consists in segmenting texts into characteristic 

n-grams. 

 

7.2.1.2. Automatic Text Categorization: Automatic text classification is a complex process whose 

objective is to find an efficient algorithm that permit to assign a text to one or many classes 

(categories, groups, labels, topics) with the highest success rate. We distinguish two types of 

categorization; single-label categorization in which a document belongs to exactly one category and 

multilabel categorization in which a document may belong to any number of categories. In the present 

work we focalize on the single-label categorization. Hence, a similarity measure is required to find 

documents relevant to a given query in information retrieval IR and to find the categories closest to a 

given document in text categorization TC. One application of TC is the assignment of an article to one 

of yahoo groups. 
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7.2.2. Approaches of Text Representation   

      In the field of text categorization, it is clear that training algorithms are not able to treat texts 

directly. But we must proceed to a very important preliminary phase known as representation phase. 

This phase generally consists of the representation of each document to categorize by a vector, whose 

components are for example: words, sentences, or other lexemes in order to make it exploitable by 

learning algorithms. As it was explained in chapter 3, there are many methods to represent a text 

before any processing on it including:  

 

1. Representation with bag of words. 

2. Representation with sentences. 

3. Representation with lexical roots (Stems). 

4. Representation with lemmas. 

5. Conceptual representation. 

6. Representation based on N-grams 

 

In this study, we preferred to use only two methods, notably: the “bag of words” method and the “n-

grams of characters” method because of their popularity and simplicity of implementation. In sections 

7.2.2.1 and 7.2.2.2, we recall the definition of each one (for more detail about the other methods see 

chapter 3) 

 

7.2.2.1. Representation with Bag of Words: It’s the most known and the simplest representation of 

texts which was introduced with the appearance of the vector model [Salton, 1971, Salton and McGill, 

1983]. In this method, all texts are transformed into vectors in which each component represents a 

term. Thus, terms are the words which constitute the text. We note also that with this representation, 

the size of the vector representing the document is equal to the size of the vocabulary which is 

generally very large and often consists of several tens of thousands of words. However, the great 

dimension of these data lets the majority of classification algorithms difficult to apply, in addition, the 

representation of textual data is typically hollow [Young-Min and al., 2008]. To solve this problem, 

several statistical techniques are used to reduce the size of vector space representing texts and thus to 

increase the efficiency of this method of representation and consequently to improve the quality of the 

obtained categorization. 

 

7.2.2.2. Representation Based on N-grams: An n-gram of X is defined as a sequence of N consecutive 

X. X can be a character or a word [Nicolas, 2008]. An n-gram of character is thus a consecutive 

sequence of N characters [Shannon, 1948, Cavnar and Trenkle, 1994] which cannot be ordered. (e.g., 

the 3-grams of the sentence “Hello Sir” are: “Hel, ell, llo, lo_, o_S, _Si, Sir [Miller and al., 1999, 

Biskri and Delisle, 2001, Jalam and Teytaud, 2002]). The n-grams profile of a document consists of 

the list of the most frequent in the reverse order of their frequencies. The approach of text 

segmentation into characteristic n-grams has several advantages, in particular: 

 

� Avoid the use of lemmatization and stemming phase on the text which requires an algorithmic 

and linguistic effort. 

� Tolerant to spelling, typing, and OCR mistakes. 

� This approach operates independently of languages. 
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� Segmentation into words is difficult for some languages. E.g., in Arabic the names and 

additional subjects are in some cases attached to verbs and the string is thus a sentence like: 

(katabtouhou) (I wrote it).  

 

7.2.3. Text Categorization Methods 

7.2.3.1. Conventional Methods:  Several methods exist in the field of text categorization, their 

common difficulty is the very large dimension. Among these methods, we can note: decision trees 

(ID3, C4.5, CART, ...) [Rakotomalala, 2005], neural networks with back propagation [Wiener, 1993, 

Wiener et al., 1995, Schütze et al., 1995], SVM and RBF methods [Joachims, 1998, Dimitrios and al., 

2013]. 

 

7.2.3.2. Nearest Neighbors Methods: as we have seen in the field of language identification presented 

in chapter 6. A large variety of learning algorithms used in the field of text categorization are based on 

the concept of distance or similarity. The principle is always the same; it is to find the text of the 

training set, which is nearest in distance to the new text to classify and to assign its category to the new 

text. We can also increase the number of k texts nearest to the text to classify if that is necessary. In 

this case, the category of the new text is the same as the majority of their k nearest neighbors (the 

majority category). The main challenge for these methods is how to define a metric of similarity. 

Practically, we can find many distances, the most used are: The scalar product (Inner product), the 

Euclidean distance, the cosine distance, Manhatann, dice, jaccard,… and others. 

 

7.2.4. Similarity Metrics Used in Language Identification 

    As the majority of the learning algorithms used in the field of the language identification are based 

on the concept of distance or similarity as it was mentioned in section 6.2.4.1 of chapter 6 and the 

previous section of this chapter. Then, the choice of such distance is a common difficulty for these 

algorithms. The researchers in this domain proposed a new collection of pseudo-distances, whose use 

had given very satisfactory results. Among these pseudo-distances we can note the following:  
 

� The distance of Beesley. 

� The distance of Cavnar and Trenkle CT. 

� The distance of Kullbach-Leibler KL. 

� The distance of χ2, ...  
 

In the present work, we have exploited the capacities provided by Cavnar and Trenkle method and its 

associated pseudo-distance, especially when modeling and developing our proposed solution. So, it is 

important to recall the main steps of this method:  

 

1. Establish a tri-gram profile PL for each language (reference profile). 

2. Build a tri-gram profile PT for the new text to identify the language. 

3. Calculate the distances between the profile PT  and the reference profile of each language. 

4. The language of the new text is that for which the distance is minimal. 

5. The calculation of distance is based on the sum of position errors (difference in ranks or out-of-

place) between each tri-gram in PT and the same tri-gram in PL if the tri-gram is present. 

Otherwise, it takes a maximum value of rank. 
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Formally, the distance between the new text profile PT and the language profile PL is calculated as 

follows: 

 

            ����� , ��� = 
�� ∑ ���������� − ����������.  �� < �� > �� �� � �!  ��∈��#
$%.      �� < �� > �� &'� �!                                            (    (7.1) 

Where: 

ng : a tri-gram 

PT , PL : profile of the new text T, profile of the language L 

��������� , ��������� : position of the tri-gram «ng» in Profiles  PT , PL si « ng » belongs to the 

language profile. 

 

7.3. Our Proposed Approach 

7.3.1. Application of Language Identification Metrics in Text Categorization 

      Research on text categorization generally uses the similarity measurements mentioned in section 

7.2.3.2. In our work we used a new panoply of distances which are used particularly in the field of the 

language identification. The experimental results obtained in this field show the effectiveness of this 

projection in term of success rate and simplicity of implementation. 

 

7.3.2. Presentation of the New Method 

    Our method is inspired from the method of [Cavnar and Trenkle, 1994] with the following 

differences and improvements: 

• [Cavnar and Trenkle, 1994] have applied their method to identify the language of a text, For 

us, we applied it in contextual categorization of texts (topical TC). 

• [Cavnar and Trenkle, 1994] in their method require sorting profiles of different languages 

(categories in our case), as well as the profile of the new text to be classified according to the 

reverse order of frequencies before any calculation, this is not necessary for our method, which 

permits to save a considerable time required by sorting.  

• [Cavnar and Trenkle, 1994] work only with trigrams (n=3), although our method is more 

general (n=3, 4, 5, …).  

• The calculation of distance used in [Cavnar and Trenkle, 1994] is based on the sum of position 

errors between the new text trigram profile and the same trigram in the reference profile of 

each language if the trigram is present. If this is not the case, the distance takes a maximum 

value of position error. Here, we can note two disadvantages: The first is the calculation of the 

sum of the position error requires a huge computational effort, especially when we use corpus 

of a large size. The second problem is in the choice of the maximum position error when the 

trigram is absent. Here, no method is specified. Thus to overcome the two disadvantages we 

propose the following method: we take each n-gram (n = 3, 4,5) of the new text profile, and 

we look in the profile of each language. If this n-gram exists, we assign the value 1 to it, 

otherwise we assign the sum of the frequencies of all n-grams in the corpus, and then we 

calculate the sum which represents the distance. The text will be assigned to the language 

whose distance is minimal. Formally our distance measure is calculated as follows: 
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   ����� , ��� = 
�� ∑ &)��∈��*    &) = 1    �� < �� > �� �� � �!
�,-_�� /               �� < �� > �� &'� �! (    (7.2) 

 

7.4. Experimentations 

7.4.1. Training and Test Corpus 

    We used in our experiments the Reuters21578 corpus whose documents are issued of the dispatches 

of international newspapers. The original corpus gathers 116 categories (93 for another version of the 

same corpus) for which the first ten (10) categories are bulkiest. For this purpose, and in order to 

facilitate the implementation of learning algorithms and to reduce the computing times, we used only 

the first ten (10) categories (Acq, Corn, Crude, Earn, Grain, Interest, Moneyfx, Ship, Trade, Wheat), 

with a total of 7193 documents for the training set and 2747 documents for the test set. Another 

correction on the corpus which was also necessary is the elimination of documents having big sizes; 

we have to leave only reasonable size documents (between 1 and 3ko). Fortunately, the number of 

these documents is not important (a few tens) and thus does not influence the obtained results. The two 

corpora of training and test can be presented as follows: 
 

Table 7.1. Training and test corpora used in experiments 
 

Categories 
Training Corpus Test Corpus 

Number of  texts Number of  texts 

ACQ 1650 719 

CORN 181 53 

CRUDE 389 187 

EARN 2877 1086 

GRAIN 433 146 

INTEREST 347 121 

MONEYFX 538 166 

SHIP 197 88 

TRADE 369 112 

WHEAT 212 69 

Total 7193 (72 %) 2747 (28 %) 

 

7.4.2. Pre-processing Performed on Training and Test corpus 

Before proceeding to the phase of categorization itself, another phase of pre-processing on the training 

and test corpora is very important. This phase comprises the following tasks: 

 

� Elimination of unnecessary characters (punctuation, digits,   special foreign characters, 

abbreviations, etc). 

� Conversion of uppercase to lowercase. 

� Morphosyntactic processing on the text (text standardization). 

� Segmentation of texts into words and n-grams (n=3, 4, 5). 

� Setting a minimum frequency threshold s and eliminate the n-grams whose frequencies are less 

than s. 
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7.4.3. Performed Processing 

     After finishing the phase of pre-processing on the training and test corpus, we proceed to the 

following treatments: 

� For the segmentation of texts, we used two approaches:  Bag of words, n-grams of characters. 

� The results were tested for varying thresholds (s=2, 3, 4). 

� For text segmentation into n-grams we tested results for varying values of n (n = 3, 4, 5). 

� For the applied learning algorithm, we chose the algorithm of k-NN with k=1, as well as NB 

algorithm. 

� We applied the 1-NN algorithm with a variety of distances such as: C&T, KL, χ
2
, then our 

suggested method with the new associated distance.  
 

7.5. Evaluation of the Obtained Results 

7.5.1. Segmentation Phase (Tokenization) 

In this phase, we segmented the texts of the used corpora (the training and the test corpora) into basic 

units called “tokens”. For this purpose, we have used two well known approaches: bag of words and n-

grams of characters. The main goal of such segmentation is to facilitate the transformation of each text 

into a numeric vector as we have explained previously. The obtained results of this phase are 

summarized in the following tables: 
 

Table 7.2. Segmentation of the training corpus into words (S = 3) 
 

Categories # Texts 
# gross 

words 

# purified 

words 

# Most 

freq.words 

ACQ 1650 131214 15321 5998 

CORN 181 20854 4077 1406 

CRUDE 389 53214 7833 3147 

EARN 2877 159900 14091 4545 

GRAIN 433 47166 6945 2761 

INTEREST 347 33441 4842 1947 

MONEYFX 538 60585 6947 3032 

SHIP 197 21337 5123 1763 

TRADE 369 56513 7250 3058 

WHEAT 212 22738 4395 1575 

 

Table 7.3. Segmentation of the training corpus into n-grams (N=3, S = 3) 
 

Categories # Texts # 3g gross 
# 3g 

purified  

#3g 

Most.Freq 

ACQ 1650 927168 20034 12635 

CORN 181 118180 8920 4731 

CRUDE 389 264286 11976 7177 

EARN 2877 1180274 20653 13186 

GRAIN 433 282329 12205 7194 

INTEREST 347 180078 8817 5213 

MONEYFX 538 310976 10411 6542 

SHIP 197 134944 10025 5441 

TRADE 369 260005 10249 6400 

WHEAT 212 137411 9285 5051 



Chapter 7                                                                        Contextual Categorization Using a New Panoply of Similarity Metrics   

 
177 

 

Table 7.4. Segmentation of the training corpus into n-grams (N=4, S = 3) 
 

Categories # Texts 
# 4g 

gross 

# 4g 

purified 

#4g 

Most.Freq 

ACQ 1650 844884 60343 28259 

CORN 181 111600 19936 7357 

CRUDE 389 252769 30632 13456 

EARN 2877 1009809 63970 30989 

GRAIN 433 264300 31274 13240 

INTEREST 347 165644 20120 8801 

MONEYFX 538 290819 25862 12213 

SHIP 197 126412 25969 8990 

TRADE 369 251595 23069 12191 

WHEAT 212 127626 21052 8032 

 

Table 7.5. Segmentation of the training corpus into n-grams (N=5, S = 3) 
 

Categories # Texts 
# 5g 

gross 

# 5g 

purified  

#5g 

Most.Freq 

ACQ 1650 834098 122143 41571 

CORN 181 110615 33084 8544 

CRUDE 389 251161 55801 18036 

EARN 2877 987806 129798 42163 

GRAIN 433 261712 57414 17459 

INTEREST 347 163864 34901 11303 

MONEYFX 538 288262 47448 17233 

SHIP 197 125227 38675 10604 

TRADE 369 250443 48131 160855 

WHEAT 212 126360 35281 9349 

 

7.5.2. Learning phase 

This phase consists in applying some learning algorithms on the vectors representing the texts of the 

training corpus. This task allows to build a model to predict the category of any unlabeled text. For this 

purpose, we have used many algorithms such as: Naïve bayes algorithm, kNN algorithm with a variety 

of pseudo-disatnce and our proposed algorithm. 

After building a predictive model, we apply it on the texts of the test corpus. The objective is to 

measure the performance of this model with each algorithm using two parameters: the success rate and 

the error rate. The obtained results in this phase are showed in the following tables:  
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Table 7.6. Calculation of success rate and error rate for all learning algorithms (Approach: bag of 

words) 
 

Algorithm Suc_Rate Err_Rate 

N.Bayes 83,76 16,24 

1NN with CT 82,92 17,08 

1NN with KL 83,87 16,13 

1NN with χ
2
 82,81 17,19 

SVM (RBF) 55,36 44,64 

SVM (SIG) 47,57 52,43 

The new method  87,57 12,43 

 

Table 7.7. Calculation of success rate and error rate for all learning algorithms (Approach: n-grams) 
 

Algorithm 
N=3 N=4 N=5 

Suc_Rate Err_Rate Suc_Rate Err_Rate Suc_Rate Err_Rate 

N.Bayes 80,27 19,73 84,91 15,09 85,73 14,27 

1NN with CT 66,12 33,88 72,05 27,95 78,66 21,34 

1NN with KL 67,23 32,77 74,19 25,81 83,01 16,99 

1NN with χ2 68,27 31,73 77,69 22,31 84,44 15,56 

SVM (RBF) 48,34 51,66 55,84 44,16 54,82 19,73 

SVM (SIG) 52,74 47,26 55,4 44,60 54,67 45,33 

The new method  73,45 26,55 82,46 17,54 88,19 11,81 
 

 

 

 

 

 

 

 

Figure 7.1. Suc_Rate and Err_Rate (App.Sac of words).           Figure 7.2. Suc_Rate and Err_Rate (App.n-grams, n=3) 

 

 

 

 

 

 

 

Figure 7.3. Suc_Rate and Err_Rate (App.n-grams, n=4).      Figure 7.4. Suc_Rate and Err_Rate (App.n-grams, n=5). 
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7.5.3. Interpretation of the obtained results 

First, we applied an automatic pre-processing on both training and test corpus as it is explained in 

section 7.4.2. Then, we began the phase of texts segmentation into basic tokens (words, 3-grams, 4-

grams, and 5-grams). The results of this phase are summarized in tables 7.2, 7.3, 7.4, and 7.5. after 

that, we applied some learning algorithms on the most frequent tokens as it is shown in tables 7.2, 7.3, 

7.4, 7.5 (column 5) because of their small number and because they always give the best success rate 

in text classification. For learning, we have chosen: NB algorithm which is the best known algorithm 

in the field, and because it gives good results, SVM with RBF and sigmoid kernels (LIBSVM) plus a 

1-NN algorithm referring to several pseudo-distances. And finally, we have applied our new method 

with its own pseudo-distance. The obtained results showed that our method always gives better results 

compared to the other methods (Suc_Rate > 70 %). For segmentation into 5-grams, the success rate in 

categorization is 88% (Table 7.7, columns 6, 7). Considering the used data especially the corpus of 

texts used in experiments. In addition to implementations that we made for all learning algorithms, we 

believe that the results are very significant and can be improved in other future works. 

 

7.6. Conclusion and perspectives 

     This chapter treats the problem of text categorization in a heterogeneous textual corpus. We 

presented the approaches used to segment texts into basic units, notably: the “bag of words” approach 

and the n-grams” approach. The realized implementations show the limitation of the “bag of words” 

approach compared to the “n-grams” approach which is more general, and always gives the best 

results. For the thematic categorization, we implemented several algorithms based on different pseudo-

distances, namely: CT, KL, χ
2
. This panoply of pseudo-distance are often used in the field of language 

identification and gave satisfactory results. In the light of the obtained results, we applied our proposed 

method equipped with its own distance. We recall that this method is inspired from the CT method as 

it was presented in chapter 6. It has many advantages such as: it does not require sorting, and it's based 

on a simple and less expensive distance especially for corpus with large sizes. The obtained results by 

applying our new method are very significant, in term of computation time and in accuracy when 

categorizing texts. Our perspective is to apply the new method on a corpus of semi-structured 

documents, and generalize it in other tasks of text categorization like: text summarizing, author 

recognizing, contextual categorization and author recognizing in the same time. 
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8.1. Introduction 

Arabic is one of the oldest and the most used language in the world. It is spoken by over 300 million 

people in the Arabic world, and used by more than 1.7 billion Muslims over the world because it is the 

language of the Holy Quran. Here we can distinguish two types of Arabic; a more classical language, 

as found in the Holy Quran or poetry, a standardized modern language, and regional dialects [Abu 

Hawas and Keith, 2014]. We note also that the Arabic language is a Semitic language [Ghazzawi, 

1992], based on 28 cursives letters written from right to left. The word in Arabic is formed of the root 

part and some affixes (antefixes, prefixes, infixes, suffixes) that form the word (��������	
 

Saaltmwnyha). The Arabic root extraction is a very difficult task. This is not the case for other 

languages as English or French, because Arabic is a very rich language with a very difficult structure 

and complex morphology. Arabian linguists show that all nouns and verbs of the Arabic language are 

derived from a set of roots containing about 11347 roots; more than 75 % of them are trilateral roots 

[Al-Kamar, 2006]. There are many applications based on the roots of words in Arabic processing such 

as: text’s classification, text summarizing, information retrieval, data and text mining. [Ghwanmeh, 

2009, Yousef et al, 2010]. The Arabic word’s roots can be classified according to the vowel letters (  ، ي
أ ، و  a, w, y) into two types [Gaafar et al., 2007]. The first one is called the strong roots that do not 

contain any vowel ( ��� ��ج، ذھ�،   go, come out , open), the second one is called vocalic roots that 

contain at least one vowel ( و�� ، أوى   shelter, promise).  Arabic roots can be further classified according 

to the number of their characters into four types: Trilateral roots which form most words in the Arabic 

language [Al-Kamar, 2006] (e.g., ��� ، �����ج ،   know, write, come out), Quadrilateral roots(e.g., ج�� د

ط�	ن ،   roll, assure), Quinquelateral roots (e.g., ،�!"ا�'�& ، ا%�$� ا� ،  broken, economize, start) and 

Hexalateral  roots  ( (�)�
ا%-ّ(� ا
�+!* ، ا   use, enjoy, tremble). There are two classes of methods used to 

extract the roots of Arabic words. The first class is based on morphological rules. So its methods 

simulate the same process as that of an expert linguist during  his analysis of a given Arabic word 

[Abu Hawas and Keith, 2014, Al-Omari et al., 2013, Al-Shalabi, 2005, Khodja and Garside, 1999, 

Momani and Faraj, 2007], which makes the process of extracting a root difficult and complex because 

of the diversity of morphological formulas and the multiplicity of word forms for the same root when 

changing the original characters position in the word (e.g., ��� ، ���� ، ا�� ، ���م�� ، ���)م  know, scientist, 

sciences, worlds, landmarks) [Al-Nashashibi, 2010a, Hajjar et al., 2010]. The second class is formed of 

statistical methods which are simple, fast, and do not require any morphological rules but some 

calculations. [Ababneh et al., 2012, Al-Nashashibi, 2010b, Al-Shalabi et al., 2003, Al-Shalabi et al., 

2008, Duwairi, 2007, Ghwanmeh, 2005, Kanaan et al., 2005].  

     In this chapter, we propose an improved statistical algorithm which permits to build an Arabic 

stemmer based on the extraction of words’ roots and the approach of n-grams of characters without 

using any morphological rule. The chapter is organized as follows: the second section presents some 

related works, so we review some papers that treat the problem of extraction of Arabic words’ roots. In 

the third section we introduce our new algorithm. The fourth section presents the experiments that we 

have done to test our new method and also displays the obtained results. In the fifth section we 

established a comparison between our proposed algorithm and two other algorithms notably: Khodja 

algorithm and Yousef et al algorithm. The sixth section presents a discussion of the obtained results 

and. In the last section we conclude our work with a summary and some ideas to improve it in the 

future. 
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8.2. Related Work 

Many researchers proposed some algorithms to extract Arabic words roots, some of these algorithms 

are based on morphological rules. Thus, they are called morphological methods. Others do not use any 

morphological rule but some statistical calculations, so they are called statistical algorithms. In the first 

class of algorithms, we can note the following: 

[Khodja, 1999, Kodja and Garside, 1999] root extractor removes the longest suffix and the longest 

prefix. It then, matches the remaining word with verbal and noun patterns, to extract the root. The 

roots extractor makes use of several linguistic data files such as a list of all diacritics, punctuation 

characters, definite articles, and stop words [Larkey and Connell, 2001, Larkey and Ballesteros, 2002, 

Larkey and al, 2007, Sawalha and Atwell, 2008]. 

[Al-Nashashibi et al, 2010b] proposed a linguistic approach for root extraction as a pre-processing step 

for Arabic text mining. The proposed approach is composed of a rule-based light stemmer and a 

pattern-based infix remover. They propose an algorithm to handle weak, eliminated-long vowel, 

hamzated and geminated words. The accuracy of the extracted roots is determined by comparing them 

with a predefined list of 5,405 trilateral and quadrilateral roots. The linguistic approach performance 

was tested on in-house texts collection consisting in eight categories, the author achieved a success 

ratio about 73.74%. 

[Abu Hawas, 2013] presented a new Arabic root extraction algorithm that tries to assign a unique root 

for each Arabic word without having an Arabic roots list, a words patterns list, or the Arabic words’ 

prefixes and suffixes list. The algorithm predicts the letter positions that may form the word root one 

by one, using rules based on the relations between the Arabic word letters and their placement in the 

word. This algorithm consists in two parts. The first part gives the rules that distinguish between the 

Arabic definite letter “ا�ـ AL, La” and the original word letters “ا�ـ”. The second part segments each 

word into three parts and classifies its letters according to their positions. The author tested her 

proposed algorithm using the Holy Quran words and obtained an accuracy of 93.7% in the root 

extracting process. 

In the second class of algorithms, we can note the following: 

[Al-shalabi et al, 2003] Developed a root extraction algorithm which does not use any dictionary. 

Their algorithm categorizes all Arabic letters according to six integer weights, ranging from 0 to 5, as 

well as the rank of the letter which is determined by the position this letter holds in a word. The weight 

and rank are multiplied together, and the three letters with the smallest product constitute the root of 

the word. We note that [Al-shalabi et al, 2003] did not explain or clarify why or on which basis did he 

use such ranking or weighting. 

[Momani and Faraj, 2007] Proposed an algorithm to extract tri-literal Arabic roots, this algorithm 

consists in two steps; in the first step, they eliminate stop words as well prefixes and suffixes. In the 

next step, they remove the repeated words’ letters until only three letters are remain. Then they arrange 

these remaining letters according to their order in the original word, which form the root of the original 

word. The obtained results of this algorithm were very promising and give an accuracy of root’s 

extraction over 73%. 

[Hmeidi et al., 2010] Proposed a new way to extract the roots of Arabic words using n-grams 

technique. They used two similarity measures; the dissimilarity measurement, or the “Manhattan 

distance measurement” and the “Dice’s measurement”. They tested their algorithm on the Holy Quran 

and on a corpus of 242 abstracts from the Proceedings of the Saudi Arabian National Computer 

Conferences. They concluded from their study that combining the n-grams with the Dice’s 

measurement gives better results than using the Manhattan distance measurement. 
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[Boudlal et al, 2011] Proposed a new algorithm to find the system that assigns, for every non vowel 

word a unique root depending on the context of the word in the sentence. The proposed system 

consists in two modules; the first one consists in analysing the context by segmenting the words of the 

sentence into its elementary morphological units in order to extract its possible roots. So, each word is 

segmented into three parts (prefix, stem and suffix). In the second module, they based on the context to 

extract the correct root among all possible roots of the word. For this purpose, they used a Hidden 

Markov Models (HMM) approach, where the observations are the words and the possible roots are the 

hidden states. They validate their algorithm using NEMLAR Arabic writing corpus that consists in 

500,000 words, and their proposed algorithm gives the correct root in more than 98% of the training 

set and 94% of the testing set. 

[Yousef et al, 2014] proposed a new algorithm which uses the n-grams technique. An n-gram is a basic 

text analysis tool that is used in natural language processing. In this technique, both the word and its 

assumed root are divided into pairs (called bi-gram, or di-gram) then the similarity between the word 

and the root is calculated using equation (1) [Farkes, 1992]. This process is repeated for each root in 

the roots list: 

 

     � = 2 ∗ �/(� + 
)                                                     (8.1) 

Where: 

A = Number of unique bi-grams in the word (A) 

B = Number of unique bi-grams in the root (B) 

C = Number of similar unique pairs between the word (A) and the root (B) 
 

To use equation (1) for extracting the word’s root, we must have: the word (A) and the potential roots 

(B) to compare with, then the similarity measuring is conducted by computing the value of (S) 

between the word (A) and each potential roots (B).  

 

8.3. The Proposed Algorithm 

     In our new algorithm, we also use the n-grams technique to extract Arabic words roots. For this 

purpose, we proceed according to the following steps: 

Step 1: we segment the word for which we want to find the root, and all the roots of the list into 

bigrams (2-grams). 

For example if we have the word “23ھ�1ن” and a list of six (06) roots ( ��� ، وھ� ، و�4 ، ذھ� ، ��ج ، ��� ), 

we proceed to the segmentation step as follows: 
 

W = “23ھ�1ن” � ( ، 5* ، ون 23، 93 ، �3 ، �3 ، 3* ، ذه ، ذب ، ذو ، ذن ، ھ� ، ھ� ، ھ* ، �5 ) 

R1 = “���”  � ( �: ، �� ، ;� ) 

R2 = “(�� ، �= ، رج) � ”��ج 

R3 = “(ذه ، ذب ، ھ�) � ”ذھ� 
R4= “�4(وج ، ود ، �4) � ”و 

R5 = “(وه ، وب ، ھ�) � ”وھ� 

R6 = “���” � (9 ، �� ، ھ��) 
 

Step 2: we calculate the following parameters: 

� : The number of bigrams in the word w 

���
 : The number of bigrams in the root Ri 

���
 : The number of common bigrams between the word W and the root Ri 
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����
: The number of bigrams belonging to the word w and do not belong to the root Ri.     

           (����
=� −  ���

 ) 

���� : The number of bigrams belonging to the root Ri and do not belong to the word w. 

           (���� = ���
 - ���

) 
 

For the previous example we have: 

�=15, ���
=3, ���

=3, ���
=3, ���

=3, ���
=3, ���

=3, ���
=0, ���

=0,  ���
=3, ���

=0,  ���
=1,  

���
=1,  ����

=15, ����
=15, ����

=12, ����
=15, ����

=14, ����
=14, ����� =3, ����� =3, ����� =0, 

����� =3, ����� =2, ����� =2. 

Step3: we take only the roots having at least one common bigram with the word w ( ≥ 1) as candidate 

roots among the list of all roots in order to reduce the calculation time. 

In our previous example, we can take only the roots: R3 = “ذھ�”, R5 = “وھ�”, R6 = “���” with  = 3, 

1, 1 respectively. 
 

Step4: we calculate the distance D(w, Ri) between the word W and each candidate root Ri (R3, R5, R6) 

according to the following equation : 

 

           �(�, ��) = 2 ∗ � ��
+  ! ∗ � ���

+ ! ∗ ��� �       (8.2) 

 

Where: k is a constant which must take a high value (we put here k=100) 

For the previous example we obtain: 

D(w, R3) = 2*3+100*12+100*0 = 1206 

D(w, R5) = 2*1+100*14+100*2 = 1602 

D(w, R6) = 2*1+100*14+100*2 = 1602 
 

Step5: in the last step, we assign the root that has the lowest value of distance D(w, Ri) among the 

candidate roots to the word W. It is the required root. 

In our example, the root of the word “23ھ�1ن” is “ذھ�” 

 

Finally, we note that our new algorithm has the following advantages: 

1. Does not require the removal of affixes whose distinction from the native letters of the word is    

quite difficult. 

2. Works for any word whatever the length of the root, i.e., 3-lateral, 4-drilateral, 5-lateral, 6-lateral 

roots. 

3. Valid for strong and vocalic roots which generally pose problems in Arabic during their 

derivation, because of the complete change of their forms. 

4. Does not use any morphological rule nor patterns but only simple calculations of distances. 

5. Very practical algorithm and easy to implement on machine. 

 

8.4. Experimentations and Obtained Results 

8.4.1. The Used Dataset 

To validate our proposed algorithm, we used three corpuses which can be classified according their 

sizes into: small corpus, middle corpus, and large corpus (see table 8.1). Each one is constituted of 

many files as indicated below: 
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1. The file of derived forms (gross words) which contains morphological forms of words derived 

from many Arabic roots. 

2. The file of roots which contains many Arabic roots. We note that these roots are trilateral, 

quadrilateral, quinquelateral, and hexalateral. We also note that many of them are vocalic roots 

which contain at least one vowel (see table 8.2). 

3. The file of golden roots which contains the correct roots of all words present in our corpus. 

This golden list was prepared by an expert linguist and used as a reference list, i.e., by 

comparing the list of obtained roots (extracted by the system) and the reference list (established 

by the expert), we can calculate the roots extraction accuracy (success ratio). The extraction 

process and the obtained results are shown in tables 8.3 and 8.4 as well as figures 8.1 and 8.2. 
 

Table 8.1. Corpus used in experiments. 

Corpus Size of derived words’ 

file 

Size of the roots’ file Size of the golden roots’ file 

Small corpus 50 25 50 

Middle corpus 270 135 270 

Large corpus 2250 600 2250 

 

Table 8.2. A sample of 3-lateral, 4-lateral, 5-lateral, 6-lateral roots. 

Trilateral roots Quadrilateral roots Quinquelateral roots Hexalateral roots 

 ا
�(�) ا�'�& أ��م زرع
ABا�"!� أ��ن ص *!+�
 ا
�D: E'ى أ���� ا
�(�ن ا
E5أ �ّ�� A��4ا �F�-ا� 
�G� Eّ5ر  ّ�Hادھ�مّ  ا� 
E�� ّ�م 5ّ�أI:  ّر�Hا� 
 ا��4دّ  :+'ّ� %�:) دار

� ط�ر�� ا����D :+ّ�ى 

J'� *3دا Eط�): AIا��� 
 اط�	نّ  :���ج ز�Lل ص�ع

 

 

8.4.2. The Obtained Results 
 

     After applying our proposed stemming algorithm for Arabic language, we obtained the results showed in the 

following tables: 
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Table 8.3. Extraction of some Arabic roots using our new algorithm. 
 

Word Nearest roots Nb.Common 

bi-grams 

Distance values Extracted root Correct root 

��� ، ���= ، ��� ،  �3(���نّ
*�� ، (��  

3   ، 1   ، 3   ، 2   ، 1 2806   ، 3202   ، 2506   ،
2704   ، 2902   ،  

��� ��� 

�:����� ا%�$� ،   1   ، 3 1402   ، 306 ��� ��� 

��ّ� ، ���= ، ��� ،  م(��
(�� ، (�� 

3   ، 1   ، 3   ، 3   ، 1 1006   ، 1402   ، 706   ،
708   ، 1102 

��� ��� 

��:��� 	:	: ،���1 ا%�$�،    ، 3   ، 1 2002   ، 906   ، 1402 ��� ��� 

%$� ، ا%�$� ،  ا%�$�د
�I� 

3   ، 10   ، 1 1106   ، 420   ،  ا%�$� ا%�$� 1502

%$� ، ا%�$� ،  I3$�ون
�I� 

3   ، 3   ، 1 1206   ، 1906   ، 1602 �$% �$% 

M� (�� ، ��� ، =��� 5ج   ، 1   ، 1 210   ، 702   ، 702 =��� =��� 

ND��)م  (�� ، ��� ، =���
(�� ، 

6   ، 1   ، 2   ، 1 912   ، 1602   ، 1404   ،
1602 

=��� =��� 

3 ا%�$� ، ��� ، ��م ا
��Oم   ، 2   ، 3 1906   ، 1404   ،  ��م ��م 1206

1 ا%�$� ، ��� ، ��م ��دم   ، 2   ، 3 1402   ، 504   ،  ��م ��م 306

���ن *�� ،(�� ، ��� 1   ، 1   ، 3 702   ، 702   ، 306 *�� *�� 

ا%�$� ، ��م ،  
B!��ر��4
  درج ، ھLم

1   ، 1   ، 3   ، 1 3802   ، 3102   ، 2706   ،
3102 

 درج درج

��� ، ذ25ب م�252ب 1   ، 4 1002   ،  ذ25ب ذ25ب 508
�PاLم ھLم 706 3 ھLم ھLھ 

����L�3م ��* ، ھLم  1   ، 3 2402  ،2006  ھLم ھLم 

��� ، ���= ، ��� ،  ا���5ّ�ن
��* ، رEّ5 ، ط�ر 

1   ، 1   ، 1   ، 1   ، 3 

 ،1 

2902   ، 3202   ، 2902   ،
2902   ، 2806   ، 2902 

Eّ5ر Eّ5ر 

 ط�ر ط�ر 904 2 ط�ر ط��ان

3،  1 ا%�$� ، ط�ر ط��Pات  ط�ر ط�ر 1006 ,2102 

 

Table 8.4. Obtained results when extracting the words roots. 

Corpus Nb.Roots Nb.Words Correct Results Wrong 

Results 

Success 

Rate(%) 

Error Rate (%) 

Small 25 50 49 1 98,00 2,00 

Middle 135 270 253 17 94,07 5,93 

Large 600 2250 2028 222 90,13 9,87 
 

 

 

 

 
 

 

 

 

 

Figure 8.1. Correct and wrong results in number of words.             Figure 8.2. Calculation of success rate and error rate. 
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8.5. Comparison with Other Algorithms 

To show the effectiveness of our proposed algorithm, we concluded our work by establishing a 

comparison with other known algorithms. For this purpose, we took a sample words list and tried to 

extract the root of each word using three well-known algorithms which are: Khodja stemmer, Yousef 

et al. stemmer, and our proposed stemmer, the obtained results were shown in table 8.5. On the other 

hand, we illustrated the obtained results when applying the three above algorithms on the three 

corpuses used in the experimentation, namely: the small corpus, the middle corpus, and the large 

corpus, then, we summarized the obtained accuracy for each algorithm in table 8.6 and figure 8.3. 

 

Table 8.5. Extraction of some roots using the three algorithms. 

 

Word Extracted Root 

Khodja Algorithm Yousef N Algorithm Our new Algorithm Corr. root 

 ��� ��� ��� ��� �3(�ّ��ن

�:�� ��� ��� ��� ��� 

��:��� Not stemmed ��� ��� ��� 

 ا%�$� ا%�$� ا%�$� %$� ا%�$�د

B!��ر��4 Not stemmed درج درج درج 
R�Sم� Not stemmed TT TT TT 

 رEّ5 رEّ5 رEّ5 ر5* ا���5ّ�ن

 ط�ر ط�ر ط�ر ط�ر ط��Pات

Nو��ل و��ل و��ل ��) و��� 

N)�%ع و�% A%و A%و A%و 

�����L3 *وزن وزن ��� ز� 

 ز�Lل ز�Lل :�Bزل Not stemmed زUزل

��
��ا Not stemmed V!� �!� �!� 

=
�� =!� �D
 =!� =!� 
 �Lل �Lل :�Bزل �Lل ��ازل

 

Table 8.6. Illustration of obtained accuracy for the three algorithms. 
 

Corpus Size The obtained accuracy (suc_ rate, err_ rate)% 

 Nb.roots Nb.words Khodja  Algorithm Yousef N Algorithm Our new Algorithm 

Small 25 50 68,00 32,00 92,00 8,00 98,00 2,00 

Middle 135 270 83,70 16,30 63,33 36,66 94,07 5,93 

Large 600 2250 68,43  31,57 61,32 38,68 90,13 9,87 

 

 

 

 

 

 

 

 

 

 
 

 

 

Figure 8.3. Comparison between three algorithms. 
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8.6.  Discussion 

From table 8.5, we see that Khodja algorithm fails sometimes in getting the correct root of the given 

word and for many words it produced one of two results: (1) not stemmed (i.e.,  ��4ر��!B
 ,��
��ا ) (2) 

a new word and sometimes a wrong word that does not exist in Arabic (i.e.,( %�ع ، و%�(N) (ط�ر ، ط��Pات(  ).  

The same thing can be said for Yousef et al. algorithm. Although it gives better results than Khodja 

algorithm, it fails for many words like: ( )�����L3 ،*ز�( ,)=
�� ،�D
( ). For the same cases, our algorithm 

always gives the correct root and the failure is very limited. From Table 8.6 and figure 8.3, we can 

deduce that our proposed algorithm gives the best results for the three used corpuses with a very high 

accuracy. We note here the value 98 % for the small corpus, 94,07 % for the middle corpus, and 90,13 

% for the large corpus. 

8.7. Conclusion and Perspectives 

In this chapter we have studied how we can reduce the size of terms in Arabic text categorization by 

stemming. For this purpose, we exposed the most known algorithms in the field, including 

morphological algorithms mainly based on the use of morphological rules of Arabic, and statistical 

algorithms which are the newest in the field, and require only simple calculations of distances. We also 

proposed a new statistical algorithm based on bigrams technique. This algorithm is fast, does not 

require the removal of affixes nor the use of any morphological rules, capable to find all types of roots, 

i.e., 3-lateral, 4-lateral, 5-lateral, and 6-lateral roots. There is no difference between strong roots and 

vocalic roots in our new algorithm. We also established a comparison between our proposed algorithm 

and two other well-known algorithms in the field, namely: Khodja algorithm, Yousef et al. algorithm.  

The first one sometimes fails in getting the correct root of the given word and for many words it 

produced one of two results: (1) not stemmed word (2) a completely new word and sometimes a wrong 

word that does not exist in Arabic. The same thing can be said for the second one. Although it gives 

better results than the first, it fails for many words. For the same cases, our new algorithm always 

gives the correct root, the failure is very limited, and the obtained success ratio of root extraction is 

very promising. In our future work, we plan to apply our new algorithm on a corpus of Arabic words 

with big sizes, to improve the obtained success rate, and to apply it in extracting the root of words in 

other languages such as English and French. 
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Conclusion 

Text categorization task consists in assigning a set of texts to a set of predefined categories 

(classes/groups/labels). It is a very important task in text mining process used in several applications 

and domains such as: text indexing, text filtering and routing, hierarchical web page categorization, 

etc. We distinguish two kinds of text categorization: the first one is the monolingual text categorization 

whose texts are written in a unique language. The second is the multilingual text categorization whose 

texts are written in various languages. This last one is justified by: the growing number of documents 

from collections available on networks and shared across the world, the massive expansion of internet 

and the increasing availability of textual data on it, the increasing number of internauts whose native 

languages are different, the new tendency of globalization that dealt with many domains, and the 

necessity of scientific cooperation and exchange between universities around the world. 

There are three main phases in the multilingual text categorization process: language identification, 

automatic translation and text categorization. The main problematic of our thesis is how to exploit the 

concepts and algorithms of machine learning in contextual categorization of multilingual texts. We 

subdivided this problematic into the following sub-issues: 

1. Design of a text classifier based on a prediction model that must be the most perfect possible and 

can support the variability of the language of input texts. To this end, we adopted the three schemes 

of which are: the trivial scheme, the scheme based on a single language for learning, and the 

scheme based on the mix of training sets. Our work in this area has allowed us to test and validate 

the previous three schemes and confirm their reliability. 

2. Propose effective solutions to improve the performance of the most critical phases of text 

categorization including: the language identification phase and the selection of the most relevant 

terms phase (vocabulary reduction).For this purpose, we have studied the well-known methods of 

language identification, compared between them, and discussed their advantages and weaknesses. 

This comprehensive study has guided us to propose a new algorithm which is: simple, fast, and 

effective inspired of Trenkle and Cavnar method. This algorithm remains among the best known 

methods in this field of research. On the other hand, we studied some statistical methods that are 

useful in feature selection such as: the mutual information method MI, the information gain method 

IG method, and the chi-2 method (χ
2
) method, and others, as well as some linguistic methods such 

as the stemming and lemmatization methods. We focalized on their role in the selection of relevant 

terms to reduce the size of the vocabulary and increase the efficiency of learning algorithms. 

Consequently, we noticed the importance of stemming and its positive effect on the quality of the 

obtained categorization especially for some inflected languages such as Arabic. We proposed an 

improved algorithm for Arabic stemming based on a full statistical approach based in turn on the 

extraction of the word root and the technique of n-grams of characters. The advantage of the new 
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algorithm is that: it is simple, fast, and does notrequireany prior language knowledge. We applied it 

on Arabic text categorization and information retrieval for the same language. The improvement in 

terms of reducing the size of term vocabulary and the accuracy of the obtained results for the two 

areas of research were highly significant. 

3. The extension of the Arabic stemming algorithm led to the design and the implementation of a 

multilingual stemmer as an alternative solution of the classical stemming approach which is the 

monolingual approach. This one remains very restrictive, and depends on the language for which it 

has been developed. We tested our multilingual stemmer on three languages, including: Arabic, 

French, and English. The obtained results were promising. Hence,the new stemmer remains open to 

support other languages and undergo more improvement. 

4. For the categorization itself, we proposed a new panoply of pseudo-distances inspired of the field of 

language identification. We applied this new panoply of pseudo-distances to categorize texts of      

Reuters21578 corpus. We have also developed a simple and effective method to categorize     

collection texts according to their themes. 
 

As perspective for this research project, we propose the following tasks: 

 

1. Use the obtained results in other related areas such as: automatic monolingual and multilingual 

summarization, the author identification, multi-criteria identification, for instance, author 

identification and subject categorization at a time. 

2. Use multilingual ontologies to guide the categorization process and improve the used prediction 

model. 

3. Extend the obtained solutions so that they effectively treat the case of semi-structured documents. 

4. Exploit the opportunities offered by the combination of learning algorithms (cascade merge and 

parallel merge of classifiers). 

5. Perform a data framework that consists of: Arabic corpora, multilingual corpora and use it in future 

research project. 

6. Improve the obtained results in the field of multilingual stemming. 
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A.1. English Stopwords 
 

A Both Hadn’t I’ll Of so through Which 

About But Has I’m Off Some to While 

Above by Hasn’t I’ve On such Too Who 

After Can’t Have If Once Than Under Who’s 

Again Cannot Haven’t In Only That Until Whom 
Against Could having Into or That’s Up Why 

All Couldn’t He Is Other The Very Why’s 

Am Did He’d Isn’t Ought Their Was With 

An Didn’t He’ll It Our Theirs Wasn’t Won’t 

and Do He’s It’s ours Them We Would 

Any Does Her Its Ourselves Themselves We’d Wouldn’t 

Are Doesn’t Here Itself Out Then We’ll Yes 
Aren’t doing Here’s Let’s Over There We’re yet 

As Don’t Hers Me Own There’s We’ve You 

At Down Herself More Same These Were You’d 

Be during Him Most Shan’t They Weren’t You’ll 

Because Each Himself Must She They’d What You’re 

Been Few His Mustn’t She’d They’ll What’s You’ve 

before For How My She’ll They’re when Your 
Being From How’s Myself She’s They’ve When’s Yours 

below Further I No Should This Where Yourself 

Between Had I’d Nor Shouldn’t those Where’s yourselves 

 

A.2. French stopwords 

Alors dans Eu Maintenant Pour Sont Toutes 

Au des Fait Mais Pourquoi Sous Trop 

Aucun Du Faites Mes Quand Soyez Très 

Aussi Dedans Fois Mien Que sur Tu 

Autre Dehors Haut mienne Quell Ta Votre 
Avant Depuis Hors Moins Quelle Tandisque Vous 

Avec Deux Ici Mon quelles Tellement Ça 

Avoir Doit Il Même quels Tels être 

Bon Donc Ils Ni Qui telle  

Car Droite Je Notre Sa telles  

Ce Début Juste Nous Sans Tes  

Cela Elle La Ou Ses Tien  

Celle-ci Ells Le Où Seulement Tienne  

Ces en Les Par Si Ton  

Ceux Encore Leur Parceque Sien Tous  

Chaque Essai Leurs Pas Sienne Tout  

Comme Est Là Peu Son Toute  

Comment Et Ma Plupart Que sur  
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A.3. Arabic stopwords 

 ��م 	�� ���� و���� �� أ ا��
�� و���� �	 ��� ��� ��� �ـ ا��
 إ�ّن  %&%� ���ة # ھ"ا وھ 
 ا/� ا� .- %� ��, ��ى ھ"ه وھ�
ء ھ2ك �0 ن� ا5� أ�, /��4 ���� �
 ��0 ھ  ���0���� �� ا�6ى ا�� م 5

 اذا ا� 75, �� �&�� ھ� � م
 ار��9 ا�م 5 ا�, �2� �� و 
 اطر ا�> 5 ل �2�� �� وا5� 
 ا	�A ان �5@ ?�ا �� وا�ف 
 -B ا# ا�� ��5 ?�� �� وا�
 ا#��6ة ا�� 6&ل ف � 	�� وا	� 
ن � وان B ا#ن او دون 
 Dواو�  �� ,B Eا#ول اول ذ� 
 �Bء و�� �B �2ا#و�, اي س 
 ا�7, ا�م س2 ات ��B �4 و.ل 
 -�� و.��� ��B ��I Jا� ��Aا� 
ر و.� ��� ��ن �� .� ���Aا� 
 K.ن و ��� �. ��� L� ا�"ى ��
م . ة �� و	ن � � ا�"�� ��0
 -�ن �2" و		 �� �9� M� ا��
�2 و# � -� ا�&N9� M5 ��ة 	
   O� � ا�K �� ��د  	

 

A.4. German Stopwords 

aber deine einer ja musst sonst werden 
als dem eines jede müssen soweit werdet 

am den er jedem müßt sowie weshalb 
an der es jeden nach und wie 

auch des euer jeder nachdem unser wieder 

auf dessen eure jedes nein sich wieso 
aus deshalb für jener nicht unsere wir 

bei die hatte jenes nun unter wird 
bin dies hatten jetzt oder vom wirst 

bis dieser hattest kann seid von wo 
bist dieses hattet kannst sein vor woher 

da doch hier können seine wann wohin 

dadurch dort hinter könnt sich warum zu 
daher du ich machen sie was zum 

darum durch ihr mein sind weiter zur 
das ein ihre meine soll weitere über 

daß eine im mit sollen wenn  
dass einem in muß sollst wer  

dein einen ist mußt sollt werde  
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A.5. Spanish Stopwords 

algún como encima hace modo quien tengo usais 

alguna con entonces haceis muchos sabe tiempo usamos 
algunas conseguimos entre hacemos muy sabeis tiene usan 

alguno conseguir era hacen nos sabemos tienen usar 
algunos consigo eramos hacer nosotros saben todo usas 

ambos consigue eran haces otro saber trabaja uso 

ampleamos consiguen eras hago para sabes trabajais va 
ante consigues eres incluso pero ser trabajamos vais 

antes cual es intenta podeis si trabajan valor 
aquel cuando esta intentais podemos siendo trabajar vamos 

aquellas dentro estaba intentamos poder sin trabajas van 
aquellos desde estado intentan podria sobre trabajo vaya 

aqui donde estais intentar podriais sois tras verdad 

arriba dos estamos intentas podriamos solamente tuyo verdadera 
atras el estan intento podrian solo su verdadero 

bajo ellas estoy ir podrias somos sus vosotras 
bastante ellos fin la por soy ultimo vosotros 

bien empleais fue largo por qué su un voy 
cada emplean fueron las porque sus una yo 

cierta emplear fui lo primer también unas  

ciertas empleas fuimos los puede teneis uno  
cierto empleo gueno mientras pueden tenemos unos  

ciertos en ha mio puedo tener usa  

 

A.6. Italian Stopwords 

a che doppio io no promesso sette te 

adesso chi due la noi qua sia tempo 
ai cinque e lavoro nome quarto siamo terzo 

al comprare ecco le nostro quasi siete tra 
alla con fare lei nove quattro solo tre 

allo consecutivi fine lo nuovi quello sono triplo 

allora consecutivo fino loro nuovo questo sopra ultimo 
altre cosa fra lui o qui soprattutto un 

altri cui gente lungo oltre quindi sotto una 
altro da giu ma ora quinto stati uno 

anche del ha me otto rispetto stato va 
ancora della hai meglio peggio sara stesso vai 

avere dello hanno molta pero secondo su voi 

aveva dentro ho molti persone sei subito volte 
avevano deve il molto piu sembra sul vostro 

ben devo indietro nei poco sembrava sulla  
buono di invece nella primo senza tanto  
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A.7. Some categories in the Penn tree bank POS set. 

N° Tag Description N° Tag Description 

1 

2 

3 

4 

5 

6 

7 

8 

9 

10 

11 

12 

13 

14 

15 

16 

17 

18 

CC 

CD 

DT 

EX 

FW 

IN 

JJ 

JJR 

JJS 

LS 

MD 

NN 

NNS 

NNP 

NNPS 

PDT 

POS 

PRP 

Coordinating conjunction 

Cardinal number 

Determiner 

Existential there 

Foreign word 

Preposition/subordinating conjunction 

Adjective 

Adjective, comparative 

Adjective, superlative 

List item maker 

Modal 

Noun, singular or mass 

Noun, plural 

Proper noun, singular 

Proper noun, plural 

Predeterminer 

Possessive ending 

Personal pronoun 

 

19 

20 

21 

22 

23 

24 

25 

26 

27 

28 

29 

 

30 

31 

 

32 

33 

34 

35 

36 

PRP$ 

RB 

RBR 

RBS 

RP 

Sym 

TO 

UH 

VB 

VBD 

VBG 

 

VBN 

VBP 

 

VBZ 

WDT 

WP 

WPS 

WRB 

Possessive pronoun 

Adverb 

Adverb, comparative 

Adverb, superlative 

Particle 

Symbol 

to 

Interjection 

Verb, base form 

Verb, past tense 

Verb, gerund or present participle 

Verb, past participle 

Verb, non-3rd person singular present 

Verb, 3rd pers singular present 

Wh-determiner 

Wh-Pronoun 

Possessive wh-pronoun 

Wh-adverb 

 

A.8. An example of trilateral, quadrilateral, quinquelateral, hexalateral roots 

Trilateral roots Quadrilateral roots Quinquelateral roots Hexalateral roots 

 اس�97� ا�M�R أ	�م زرع
42I ن اس��O7 ا���0 أ�
�Sت ,R�ن ا75 ى أ اس97
4�/ �ّR5 �U7.ا �V �6ا 
 ا�� LV ا/4�7 ��ّ� أ�,
 ادھمّ  ا�J6ّ  ر�ّ, ���
رّ  ت�ّ�م �ّ�أ ��,J6ا 
ت� دار. �ّROا/� دّ  ت 
 ا�S��5 تOّ�ى 5سL طر

<R� ط, دا���4 ت9��Bا 
� ا.��9ّ  ت2زل ط�Xن س9
 اط�Xنّ  ت��5ج ز�Yل I�ع
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A.9. Extraction of some words roots using the three algorithms 
 

Word Extracted Root Correct root 

Kodja stemmer Yousef et al 
stemmer 

Our proposed 
stemmer 


�	 ����ّ��ن 	�
 	�
 	�
 

ت�� ��� ��� ��� ��� 
ت���� Not stemmed ��� ��� ��� 
 ا���� ا���� ا���� ��� ا���د
�S�9� [�� [�� [�� [�� 

 درج درج درج Not stemmed �����ر��	
�          Not stemmed م��ل

��� �Y�� Not stemmed مYم ھYم ھYھ 

 ر"ّ% ر"ّ% ر"ّ% ر"$ ال�#"ّ!
 ر"ّ% ر"ّ% ر"ّ% ر"& ال�#"ّ�ن

�\ طر طر طر ط ر ط

 طر طر طر ط�ر ط)#ات

 طر طر طر Not stemmed ط��ر

 طر طر طر أ
ن ط�#ان

ء���	 Not stemmed ب��	ب ��	ب ��	 

 و.4 و.4 و.4 .�9 وا.�9

 ول�ل ول�ل ول�ل ل�- ول�ل+

 و�0 و�0 و�0 ��ع و���+

 وزن وزن أ�ن ��Y�� Yّان

 وزن وزن �1� ز1& ��1�12	

 ھ��� ھ��� ھ��� ھ م ����2 ن

�� �� . ل �2�	 ��� ��� 
��� 9�2� �9B 4�� 4�� 4�� 
2^ّ�ت� Xظ� �ّ^� �ّ^� �ّ^� 
�2��X�Rا� Not stemmed نXن ط�Xن ط�Xط� 
 اط�Xن اط�Xن اط�Xن ط�� ��R`2ّ ن
 زل2ل زل2ل ت�زل Not stemmed ز4زل
 �5� �5� Not stemmed !�1 �5ا���

رةSر ت / �Sت �Sت �Sت 
0ء� X0� ,0� ,0� ,0� 

#تUات ,ّ�I �Uات �Uات �Uات 
�%aا stopword �%أ%� أ%� أ 

5س�>bا5>ّ  ا5>ّ  ا5>ّ  5 س ا 
�Sّ97� �S� L9ت �S� �S� 

سR� <R� ر �R� <R> ط

تO/� DS� م� DS� DS� 
حS� DS� �S��5ا DS� DS� 
6�1 6�1 �7� 6�1 6�1 

 ط�4 ط�4 /�4 ط�4 ط�9 ن
 ھ�م ھ�م ت�ّ�م ھ�م ��ّ�م

 وھ] وھ] وھL وھ] �7 ھّ]

-�2� -�� ��- ا��7� -�� 
 91: 91: 91; 91: �91غ
�e�� f�م �� f�� f�� 
4�2� 4�� ��	 4�� 4�� 
 21ل 21ل ت�زل 21ل �1ازل
��72� ��� ��	 ��� ��� 
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