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Résumé

La problématique de l’exploitation d’un haut niveau d’abstraction des utilisateurs mobiles
pour optimiser les applications sans fil est l’un des défis les plus prometteurs dans les do-
maines des sciences sociales computationnelles et les réseaux de communication. Notre travail
de thèse propose trois contributions principales: Dans la première contribution, nous proposons
une stratégie d’auto-organisation des dispositifs mobiles basées sur des topologies distribuées
et efficaces en investissant l’interêt commun des utilisateurs et leurs aspects sociaux. Notre
deuxième contribution analyse la corrélation entre les comportements des utilisateurs, en effet,
cette dimension sociale peut être vue comme étant la motivation principale des mouvements
des individus durant leur vie de tous les jours, ainsi, nous divisons notre travail en trois
phases: la phase de filtrage des données mobiles, la phase de création des communautés et
la phase d’analyse de modèle obtenu. Dans notre troisième contribution, nous introduisons
l’apprentissage de la dynamique des communuatés mobiles. Dans cette optique, nous pro-
posons un nouvel algorithme de prédiction en exploitant l’aspect temporel lié à l’historiques de
mobilité d’un utilisateur et à l’historique des personnes qui lui sont liées. Nos contributions
à la recherche sont très intéressantes et tirent profit des comportements sociaux des individus.
Elles apportent plus d’efficacité en terme de temps et de précision et ouvrent la voie à des
avancées dans le domaine de recherche de la mobilité humaine et les réseaux sans fil avec une
approche très interdisciplinaire.

Mots clès :
Optimisation de la topologie, applications sans fil, méthodes de détection des communautés,
fouille de données de trajectoires, motifs fréquents, analyse des données géospatiales, extraction
de l’information, méthodes de prédiction de liens, et réseaux complexes.

Abstract

The issue of exploiting the abstraction level of mobiles users to optimize realistic applications is
one of the most compelling challenge in computational social science and communication net-
works. The dissertation proposes three main contributions; in the first contribution, we propose
a self organized policy to mobile devices based on efficient distributed topologies investigating
the common interest of users and their social aspects. Our second contribution analyzes the
correlation between user behaviours, indeed, we can see this social dimension as the main driver
of individual movements in their daily life, thus, we divide our work in three phases: mobile
data filtering phase, communities creation phase and an analysis phase of the created model.
In our third contribution, we introduce the learning of the dynamics of the mobile communities.
To this end, we propose a novel prediction algorithm by leveraging temporal aspect related to
the past history of a user and the history of people related to him/her. Our research accom-
plishments are very interesting and take advantage of the social behaviors of individuals. They
provide more efficiency in terms of time and accuracy and pave the way to advances in wire-
less networking and in the human mobility research field with a very interdisciplinary approach.

Keywords: Topology optimization, wireless applications, community detection methods,
trajectory mining, frequent pattern mining, analyzing geospatial big data, knowledge extraction,
link prediction methods, and complex networks.
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Chapter 1

Introduction

RECENT advances in mobile communication consider the social aspects of the mobile
network users to resolve various issues and to optimize the performance through the

solutions of properties of complex networks. In such a mobile network where the movements of
the communicating devices mirror those of their owners, finding a route between two connected
or disconnected devices implies uncovering habits in human movements and patterns in their
connectivity (i.e., frequencies of meetings, average duration of a contact, etc.), and exploiting
them to predict future encounters. It can therefore be assumed that the future of these devices
and where they are used will largely determine future innovations surrounding the proliferation
of mobile devices.

1.1 Problem statement

The main motivation behind studying social computing and mobile wireless network is to im-
prove a powerful environment for wireless and pervasive applications. Thereby, understanding
human mobility patterns is a significant research endeavour that has recently received consid-
erable attention. Moreover, individuals are set to benefit from this area of research, as mobile
devices will be able to analyze their mobility pattern and offer context-aware assistance and
information. However, links between mobile entities are created and broken, as the mobile
entity moves within the network. Such mobility affects not only the source and/or destination
but also intermediate participants in the communication, due to the networks multihops na-
ture. The resulting routes can be extremely volatile, thus, making successful wireless access
depends on efficiently reacting to these topology changes. This issue allow us to address two
interesting challenges:
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First, the user movements must be understood in order to improve prediction of topology
changes and allow available resources to take the best decision about the dynamic of the wireless
network at real-time. In addition, we consider the fact that mobility at individual level unveils
interesting information: location, time and interest. To achieve this goal, we focus on analyzing
the user’s mobility habits and his/her future movements, and, also, extracting a correlation
between users patterns to point out the social context of user’s mobility. In the second issue,
we manage to take advantage of the users information and his/her social patterns to provide a
self organized policy to mobile devices based on efficient distributed topologies. Thus, we will be
able to construct meaningful topology with respect to a higher abstract level of the mobile users
in order to overcome technical barriers for mobile devices and ensure their self-organization
cooperatively.

Analyzing Human mobility behaviour to build efficient topologies dedicated to several
mobile applications play a major role for:

• incorporating all the information that is included in the three dimensions: locations,
time and social contents,

• facilating discovery of services for mobile devices,

• improving network throughput and capacity (conserve energy of mobile devices),

• reducing the mobile data traffic,

• using fully decentralized multihop wireless communication would be possible by rein-
stalling the communication configuration as quickly as possible,

• repairing the disconnection in the network structure by deploying temporary communi-
cation model where each mobile entity is aware about its neighbors,

• exploiting any opportunity that brings mobile data closer to the destination.

1.2 Main issues and Contributions

Human mobility has undergone profound changes in recent decades with the development of
new technologies which have transformed our daily lives. People have now sometimes very
complex forms of mobility which need new vision in the analysis of dimensions that influence
human mobility in order to extract relevant knowledge and predict an efficiently models.
In the work [KS01], Kakihara et al. have expanded the concept of mobility by raising a
number of significant aspects. It has been shown that ’being mobile’ is not just a matter of
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people traveling but, far more importantly, related to the interaction they perform, the way in
which they interact with each other in their social lives. This implies that social interactions
playing crucial role as space and time aspects on studying human mobility which supplies
a new perspective of mobile communication that can help us to enhance interaction among
mobile users, through the protocol stack. Therefore, this thesis makes several contributions
to accommodate new models in social layer and find out efficient strategies that exploit the
social models in virtual topology layer and low-level layers through the protocol stack. Our
contributions was a result of the understanding of many topics. The research questions of this
thesis resulted in the next contributions:

• An ad hoc network is a collection of devices, which can be mobile, equipped with wireless
network interfaces. The devices, also termed mobile nodes, may automatically form a
temporary network among themselves without the aid of any established infrastructure
or centralized control. The topology of ad-hoc networks is autonomously formed based
on nodes’ physical locations and transmission ranges[MH]. To understand the interaction
between virtual topology layer and the routing layer, we have proposed a new energy
efficient algorithm for the dynamic source routing protocol (DSR) which is based on an
enclosure topology and relay region. This topology provides an energy efficient commu-
nication through the relay node and ensures connectivity between this relay node and
all the existing nodes in its enclosure. This work is presented in the following academic
publications:

1. Journal: Ahlem Drif, Abdellah Boukerram, Energy efficient DSR Algorithm based
on topology for Mobile Ad-Hoc Network, International Journal of Computer Ap-
plications, Volume 83 - Number 11, December 2013.

2. Conference: Ahlem Drif, Abdellah Boukerram, Optimisation de la consommation
d’énergie dans les réseaux mobiles ad hoc, Doctoriales de Sciences et technologies de
l’information et de la communication STIC’11, 20-21 Avril 2011, Tébessa, Algérie.

3. Conference: Ahlem Drif, Mécanisme de contrôle de topologie dans les réseaux
ad hoc, in Embedded Systems Conference, EMP, Bordj-El-bahri, Alger, 05-06 Mai
2009.

• The description of the structure of complex networks has been one of the focus of at-
tention of the scientific community in the recent years. The levels of description range
from the microscopic (degree, clustering coefficient, centrality measures, etc., of individ-
ual nodes) to the macroscopic description in terms of statistical properties of the whole
network (degree distribution, total clustering coefficient, degree-degree correlations, etc).
The general notion of community structure in complex networks was first pointed out in
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the physics literature by Girvan and Newman [GN02], and refers to the fact that nodes
in many real networks appear to group in subgraphs in which the density of internal
connections is larger than the connections with the rest of nodes in the network. The
community structure has been empirically found in many real technological, biological
and social networks [EM02a], [ESMS03],[HHJ03] and its emergence seems to be at the
heart of the network formation process [GDDG+03]. In our work, we aim to understand
the macroscopic structure for the human mobility process in the real world. For this rea-
son we have deeply understood the community structure, we have reviewed the existing
community detection methods and have studied the network theory presented by New-
man in[New10]. We have also developed two community detection algorithms. The first
algorithm presents a new method for detecting communities using Markov chains based
on the set of frequent motifs. The second algorithm presents an agglomerative algorithm
based on relevance coefficient that keeps potentially useful information of the frequency
of belonging to one community. The intuitive property is: a node has a high tendency
to being members in community if it appears several times in the same community. In
human mobility context, we have applied the method based on relevance coefficient for
the discovery phase in our proposed methodology for human mobility analysis. Our
academic publications related to communities discovery are as follows:

1. Conference: Ahlem Drif, Abdallah Boukerram, and Yacine Slimani. Découverte
d’une structure de communauté des usagers du web. In 4 me conférence sur les
modéles et l’analyse des réseaux: approches mathématiques et informatiques, Saint-
Etienne, France, 2013.

2. Journal: Ahlem Drif et Abdellah Boukerram. Taxonomy and survey of commu-
nity discovery methods in complex networks. International Journal of Computer
Science and Engineering Survey, vol.5, no 4,2014.

3. Journal: Slimani, Y., Moussaoui, A., Lechevallier, Y., and Drif, A. (2012, Jan-
uary). Identification de communautés d’usage du web depuis un graphe issu des
fichiers d’accés. In EGC (pp. 525-530).

4. Journal: Yacine Slimani, Ahlem Drif, Abdelouahab Moussaoui, Discovery and
Analysis of Usage Patterns for Web Personalization. International Journal on Re-
cent and Innovation Trends in Computing and Communication.
DOI: 10.17762/ijritcc2321-8169.150232 pp 578-582,V(3), Issue(2), 2015.
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5. Technical Rapport: Drif, A., Boukerram, A., Slimani, Y., Moussaoui, A. (2016).
Découverte de communautés dans les réseaux complexes. Hal.archives-01389844.

6. Journal: Yacine Slimani, Abdelouahab Moussaoui, Yves Lechevallier, Ahlem Drif,
Discovering Communities for Web Usage Mining Systems, will appear in Interna-
tional Journal of Advanced Intelligence Paradigms (2017).

• Exploring and analyzing human movements that are changing over time, relating to user
habits and depending on spacial aspect is a challenging problem [BCH+13], [RSH+11a].
The very first step in understanding human mobility consists in having data represent-
ing such mobility in order to extract characteristics from them. Among the available
mobile data sets , we have chosen the very large dataset collected in GeoLife project and
released by Microsoft Research Asia [ZZXM] [Zhe] which we will present in chapter 6.
Geolife dataset provides a good context information, including time, history, real location
coordinates, daily activities of individuals which allows us to:

– assess the mobility features.

– design algorithms that can effectively learn from dynamic of mobile users.

In this contribution, we are interested in discovering communities of mobile users and
studying how do communities provide accurate knowledge to analysis the different forms
of human mobility. The basic idea of our contribution is to model the behaviour of
users with strong social characteristics regarding the context of their location histories
to explore a similar interest of people by mining their mobiles communities. To that
purpose, we have extracted, first, the stay points, each of which denotes a geographic
region where an individual stayed for certain duration, from the trajectory data, and
second, we have explored the semantic meaning of a physical location using a simple
model to express the relationship between the locations and the activities. After that, we
have designed an algorithm to mine the travel sequences between two different individuals
with respect to their location histories. Then, we have derived the similar interests among
people which induce the extraction of their mobile communities patterns. The proposed
methodology illustrates in what way a common interest of a group of individuals can
create better understanding of human mobility. Realistic models based on these interest
based communities can be the basis for several applications as recommendation system
or wireless networks management. The academic publication of this work is:

1. Journal: Ahlem Drif, Abdellah Boukerram, Yacine Slimani, Silvia Giordano, Dis-
covering Interest Based Mobile Communities, Mobile Networks and Applications,
February 2017. DOI:10.1007/s11036-017-0811-3.

• A very significant characteristic of ad hoc networks is the presence of community struc-
ture which can be represented by a group of mobile devices that carried by humans that
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share common interest. The communication of such devices is, then, necessarily based
on socialization behaviour, so a community organization is paramount and a number of
social and technical barriers must be overcome in order for mobile ad hoc communities
to self-organize cooperatively[H.R02]. Thus, we have proposed a social-aware approach
for constructing efficient topology based on a common interest of mobile users. In the
first phase approach, we construct a clustering tree based on structural weight of nodes
with respect to the range assignment mechanism. The key idea of topology control
techniques is to adjust nodes’ transmission power to achieve several objectives such as
reducing energy consumption, reducing interference, and increasing network capacity,
while maintaining network connectivity. In the second phase, the approach ensures that
a mobile can reach all members of its community based on an efficient virtual backbone
of community. The comparison with Minimum Independent Dominating Set topology
shows that the proposed method build a meaningful network topology. Our academic
papers related to this contribution have been presented and published in:

1. EditedProcedding: Ahlem Drif, Abdellah Boukerram, and Yacine Slimani. Com-
munity discovery topology construction for ad hoc networks, in Lecture Notes
(LNICST) Wireless Internet, pages 197-208, Springer 2014.

2. Conference: Ahlem Drif, Abdallah Boukerram, and Yacine Slimani. Commu-
nity discovery topology construction for ad hoc networks. In International Wireless
Internet Conference-The 8th International Wireless Internet Conference - Sympo-
sium on Wireless and Vehicular Communication, November 13-14, 2014, Lisbon,
Portugal.

• Mobile movement prediction is defined as the prediction of a mobile user’s next movement
in a networked environment. In this work, we have proposed a novel prediction algorithm
by leveraging temporal information on network dynamics. We have took advantage of
the temporal graphs, the past history of an individual and the past history of person
related to him. Thus, the proposed approach improves effectively prediction of users
mobile behavior with regard to his/her next Interest based Mobile Community. Our
method faithfully captures the user-specific mobility aspects and allows to deploy an
efficient human mobility models that combine multiple information sources from users
correlation and their behavioral patterns. Our contribution has been presented and
published in:

1. Book Chapter Drif, Ahlem., Boukerram, Abdellah., Slimani, Yacine., and Gior-
dano, Silvia. Can we recognize the next user’s mobile community?. in Jour-
nal of Complex Networks and Their Applications. November 2017 (will appear)
DOI : 10.1007/978− 3− 319− 50901− 327 , Vol 5, pp.335-346.

2. Conference Drif, Ahlem., Boukerram, Abdellah., Slimani, Yacine., and Giordano,
Silvia. Can we recognize the next user’s mobile community?. in Proceedings of the
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5th International Workshop on Complex Networks and their Applications, 28-30
November 2016, Milan, Italy.

1.3 Outline

The previous objectives and contributions are addressed along this dissertation following the
structure described next.
Chapter 2 provides the basics and the background of human mobility analysis. It gives ex-
planation of the characteristics of human mobility that we try to fulfill in this work. It is
followed by descriptions for the terms that are frequently used in human mobility analysis and
in our work. We also explain the characteristics of mobility data source in mobile devices. The
chapter provides a brief overview of recent works that study the daily life mobility patterns
and presents the classical human mobility models.

Chapter 3 provides an overview of the state of the art concerning the topology optimiza-
tion problem. It gives a definition of topology optimization and describes the features of the
communication graph. It also clarifies the basic idea of several virtual topologies and gives
their classification. After having described a taxonomy of the topology control approaches,
the chapter ends with a discussion on how social models can be integrated into the network
protocol stack. On this point, we introduce our social perspective that express the need to
deign novel social-aware approaches that take as input certain spatial, temporal and social
parameters to provide valuable scheme to the topological and physical layers.

Chapter 4 contains some examples of real networks with community structure. In this
way, we shall see what communities look like and why they are important: social networks are
paradigmatic examples of graphs with communities, and, the word community itself refers to
a social context. Then, we describe community local definitions and community comparing
definitions, and, we review the notions of partition quality. Driven by the growing popularity
of community detection methods in complex networks, we point out the most cited works in
the literature, and, provide a taxonomy for community detection methods. Finally, chapter 4
gives a brief discussion of the issue of communities in dynamic networks.

In chapter 5, we introduce our proposed model for constructing meaningful topology based
on the common interest of the users of ad hoc network and we give definitions of the structural
equivalence measure. Then, we explain the process of constructing a privileged set which gen-
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erally aims to get a better topology control strategy. We discuss the design of a context-aware
algorithm including the common interest information that characterize a mobile entity. This
chapter gives a comparison with the two implemented topologies which demonstrates the effi-
ciency of the proposed scheme. Finally, it follows by presentation of the idea key of interaction
between topology layer and routing application in order to highlight the benefits of using a
self organized policy to mobile devices.

Chapter 6 is devoted to explain the proposed mobility data mining methodology. Here,
our ultimate goal is to extract relevant knowledge and provide an abstract level for under-
standing people mobility. So, this chapter describes our work in detail. The experimental
results demonstrate the validity of the proposed methodology to extract what we have called
"Interest based Mobile Communities" (IMoComm) in a real case.

In Chapter 7, we develop a new technique to improve users movement prediction using in-
sights from analysis of network dynamics. The chapter explains the analysis of the dynamic of
individuals at community level over different timing and thus defines communities prediction
features. After performing an unsupervised task to extract the link pattern between people
that distinguish meaningful Interest Based Mobile Community structures, we take advantage
of temporal graphs, in a given learning period, and , therefore, we have investigated user’s
patterns to infer which new mobile community a user is likely to be at in the near future which
result in reducing dramatically prediction space.

Finally, we conclude the thesis and introduces possible future directions.

8



Chapter 2

Analysis of Human Mobility for
Mobile Wireless Networks

2.1 Introduction

Nowadays, the huge worldwide mobile-phone penetration is increasingly turning the mobile
network into a gigantic ubiquitous sensing platform, enabling large-scale analysis and ap-
plications. With the current advent of mobile devices such as smart-phones and tablets,
understanding and modeling human interactions with respect to the spacial, temporal and
social dimensions can help to develop mobile infrastructure placement, transfer scheduling
algorithms, mobile advertising, mobile social networking, location based services and so on.
In this chapter, we point out the basic concepts and discuss the key ideas and the problems
that motivate our work.

2.2 Analysis of Human mobility

Human mobility has a significant influence on the performance of systems that involve daily
human activities. Therefore, studying and finding fundamental characteristics of human mo-
bility and developing realistic human mobility models are essential for optimum construction
of these systems. Recently, for achieving more reliable models, researchers have tried to use
real human traces in their studies such as mobile-phone-location traces [GHB], GPS traces
[ZLC+], or Wireless Data [RSH+09].

Marcel Hunecke [Hun06], have defined two different set of factors of influence on individ-
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Figure 2.1: Factors of influence on individual mobility behavior[Hun06]

ual mobility behavior: Personal factors and External factors (see figure 2.1). Among these
factors, two types of personal factors are mentioned as relevant factors for individual mobility:
socio-demographic characteristics and attitudinal factors, which determine individual options
and needs for mobility activities. Attitudinal factors include values, norms and attitudes (e.g.
symbolical estimations of transport modes), which affect preferences and habits for specific
activities, destinations, routes and means of transport. Furthermore, recent works try to define
and extract behavioral features of individuals from individual mobility traces (such as popular
places, the media and content they have accessed via internet, working pattern, ..., etc.)

We introduce,here, the following definitions and characteristics of human mobility:
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2.2.1 Definitions

2.2.1.1 Flight

Flight is a straight line trip from one location to another without a pause or directional
change [RSH+11b]. Gonzalez et al. [GHB] analyzed cellular network records and extracted
flight lengths with the concept of flight length as the distance between tower locations which
handle consecutive calls of a user. They use two data sets for exploring the mobility pattern
in human beings. The first one consists of traces of 100000 individuals that were selected from
six million mobilephone users recorded over six months. The second one contains locations of
206 mobilephone users recorded every two hours for one week. In all the data sets they show
that the flight length follows truncated power-law distributions (see figure 2.2).

Figure 2.2: The rectangular model used to extract flight information from traces.

2.2.1.2 Pause time

Pause time is the time during which a user stays at one point before starting a new flight.

2.2.1.3 Radius of gyration

Radius of gyration is the characteristic of a users trajectory during an observation time. This
parameter is used to measure how far and how frequently a user moves. Thus, it was shown
that the distribution of the radius of gyration can be approximated by a truncated power law.
This suggests that the majority of people usually travel in close vicinity to their home location,
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while few of them frequently make long journeys [SQBB].

2.2.1.4 Gap

Gap is the distance between two time-consecutive points of a user’s location traces.

2.2.1.5 Visit point or stay point

Visit-point is defined as a place where a user makes a stop or pause. In [LZX+08], the stay
point is defined as the location where a user stays more than 30 seconds within a circle of 5
meter radius of that location for the collected GPS traces.

2.2.1.6 Hot spot

A cluster of visit-points that are connected to each other meaning that they are within a
predefined radio range.

2.2.1.7 Jump size

Jump size or travel distance characterizes the spatial dimension of users. Thus, the average
travel distance can be defined by ∆r(l) =

∑n
i=2 |ri−ri−1| where rl = r1, r2, ...rn be the sequence

of n geographical displacements where user l have traveled during a time period and |ri−ri−1| is
the distance between locations ri and ri−1. Travel distance can range from a few to thousands
of kilometers over a periods of time [PWJX14].

2.2.1.8 Truncated power-law distribution

It is shown that the lengths of human flights which are defined to be straight line trips without
directional change or pause (or lines between two consecutive stay points) have a truncated
power-law distribution [CSN09].
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2.2.1.9 Fractal waypoints

The stay points of humans can be modeled by fractal points. This implies that people are
always more attracted to more popular places. The term fractal-points means the more popular
points are clustered together while the less popular point are far from others. The high popular
places are rare and the less popular places are plenty. The distribution of the points is the same
in every level of resolution, in other words, fractal-points exhibit self-similarity [RLH+08].

2.2.1.10 Inter-contact time

Inter-contact time is defined as the time elapsed between two successive contacts of the same
devices [S+06].

2.2.1.11 Return time probability

Return time probability distribution is the probability of returning at time t to a selected
place. Prominent peaks (at 24, 48, 72, . . . , h) capture the tendency of humans to return
regularly (on a daily basis) to a location they visited before [GHB08a].

2.2.2 Spatial, Temporal and Social Dimensions

Recent works have focus on expanding the concept of mobility by looking at three distinct
dimensions of human interaction; namely, spatial, temporal and contextual mobility. The
spatial features refer to the movement of people in physical space but also the global flux of
objects, symbols, and mobility of space in virtual communities, temporal aspects are related
to duration, sequence, temporal location and rate of recurrence of events [Bar88] whereas the
social dimension is related to relational aspects of human interaction and contexts in which the
human actions occur [LS00]. Social dimension of human interaction is increasingly mobilized
by the impacts of various mobile technologies and the growth of social networks. Our society
is transforming itself into a mobile society, where interaction itself is mobilized [SMK].
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2.2.3 Mobility Data Sources in Mobile Devices

The very first step in understanding human mobility consists in having data representing such
mobility in order to extract characteristics from them. Therefore, it is important that the data
reflects as faithfully as possible the information related to mobility. It can be inspected from
many different perspectives depending on the application.

• Mobility levels: general (all the movements of the user), medium small scale (mobility
inside a campus), or indoor (inside a building, floor, room, etc.), among others.

• Accuracy: might be key (for indicating a friend where we are, or to locate ourselves in
a foreign city), or can be a relaxed requirement (when looking for restaurants nearby).

• Locating: the user might be enough (for applications with just the current location
attached to each request), or the user might need to be tracked. In this last case, the
tracking frequency is also another parameter to analyze.

Nowadays almost every person carries a mobile device with her, all day long, everywhere
she goes. Thus, the mobile device is the perfect proxy to track user’s mobility. This fact was
rapidly acknowledge by the research community, who took advantage of the increasing number
of sensors as well as the available application programming interfaces (APIs) of the different
operating systems, which incredibly ease the use of the systems and sensors in the devices,
to develop applications capable of tracking the user’s movements. Among the several systems
integrated in the mobile devices that can be leveraged as location proxies, the most popular
ones are GPS, as it is the only one providing real location coordinates, and also Wi-Fi and
the cellular telephony network. There are other systems, like Bluetooth and Radio-frequency
IDentification (RFID), which are also used in some specific scenarios to locate people in small
size environments. We present the technologies available in mobile devices to track their
owners location below:

1. Global Positioning System (GPS): The great majority of new mobile devices inte-
grate a GPS system. When a user wants to obtain her location using this technology,
first she/he enables the GPS of the terminal, then the device searches for the satellites
and synchronizes with them, and finally, once the synchronization is set, the user can
perform location requests. The location data accuracy is the main strength of this tech-
nology, since it is close to 10 meters [DR01] [Zha02]. However, the decrease of the battery
consumption comes at the cost of reducing the accuracy of the location data obtained
[CGS+09]. Figure 2.3 shows a sample of GPS traces tracked from the Disney World.
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Figure 2.3: Sample GPS traces from the Disney World scenario.[RSH+11b]

2. Wi-Fi-based location: By monitoring the Wi-Fi access point (AP) the user’s device
is attached to ,as he/she moves, his/her mobility patterns can be indirectly tracked.
The mapping between the AP medium access control (MAC) address and its location is
needed in order to know the zone where the user is at all times. Since location tracking
using Wi-Fi only needs to know the AP MAC address (no need for data transferring),
the power consumption of having the Wi-Fi antenna working, scanning the radio envi-
ronment looking for new Wi-Fi networks, and being attached to some AP is low [FN01]
. However, depending on the method for translating the MAC address of the AP to the
corresponding coordinates, there may exist an extra power consumption if an Internet
connection is needed.

3. Cellular telephony network-based location: The working principles of this system
are very similar to those of Wi-Fi case. The user mobility is tracked by knowing the
network base transceiver station (BTS), also referred to as cell, the device is attached to
as the user moves. In this case, a translation from BTS (cell) information to coordinates
is also needed. The coverage is the main advantage of this technology since it provides
global coverage, even in indoor environments. However, a cell from Global System for
Mobile Communications (GSM) network ranges from 200 meters radius in urban areas
to up to several kilometers in rural scenarios, thus the accuracy being much worse than
GPS or Wi-Fi systems.

4. Bluetooth and Radio-frequency IDentification (RFID): Bluetooth-enabled de-
vices are prevalent and the device population is relatively homogeneous. There were a
several experiences collecting traces of Bluetooth activity in different urban environment
and in some controlled setting [SCM+06].

5. Location-Based Social Networks (LBSN): This new type of social network is based
on each of its users indicating (check-in) the place (restaurant, airport, sport center. . .
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) where she/he is at every moment, like in Foursquare. Therefore, the location history
can be directly obtained by taking the sequence of check-ins made by the user. The
accuracy depends on the honesty of the user: if she/he checks-in where she/he really is,
then she/he will be located inside the place she/he says to be, and depending on the
size of the place, the accuracy will be higher (if the place is small, like a restaurant), or
lower (if the place is big, like a mall).

2.3 Human Mobility Features

Researchers studying daily life mobility patterns have recently shown that humans are typi-
cally highly predictable in their movements [PZG+13]. The studies surveyed can be roughly
classified, mainly, into two groups, depending on the perspective form which mobility is ana-
lyzed. On the one hand, many works hold a perspective centered on the environment where
mobility is studied, generally at city-level. Its main goal is to uncover how mobility shapes
the environment or vice versa, but with the central aspect being mobility in the environment.
The opposite perspective is user-centric, that is to say, the goal in this case is to characterize
the individual or group behavior, but having the person as the center piece instead of the
environment.

2.3.1 Mobility Features from a Location-Centric Perspective

Considering the case of location-centered mobility, sometimes known as urban dynamics, many
works have appeared in the last years in line with the advent of smart cities and the corre-
sponding need to understand the inhabitants flows defining the scenario [STN15] to help in
planning and provision of municipal facilities and services, provide better public transportation
[BCDL+13] and road usage [WHB+12]. This type of studies were not possible until traditional
approaches, like surveys, were replaced by the data provided by cellular network operators,
which disclose more than just snapshots of people movements, but where the spatial extent
and temporal correlations are wider than the ones provided by previous studies.
One of the first works using cellular telephony data to characterize urban-related features was
carried on by the MIT in collaboration with Telecom Italia [RCSR07]. The study divided
Rome into pixels and chose six different locations of one pixel each. The Erlang daily traffic
distributions were studied, to group them by degree of similarity and map them to hot and
cold areas of activity along the day, week and month. This work was taken as reference by
Sun et al. [SYW+11], who also divided a southern city in China into pixels, and by using the
call-data-records (CDRs) collected in such city, analyzed the population distribution based on
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the cellphone usage data from the CDRs in each pixel.
More recent works, like [BCH+11], use CDRs to capture the city dynamics by determining the
residential areas where people work and the residential areas of late-night people, thus demon-
strating that clustering people based on cellphone usage is possible, even without taking into
account temporal correlations. Follow up works [IBC+10], [IBC+11a], [IBC+11b] extended
the former study by finding mobility patterns in New York and Los Angeles regions, such as
identifying important locations, who travels further, who travels more distances, when people
move more and at what season, among others, using a metric called daily range, which corre-
sponds to the maximum distance traveled in a single day.
One of the most common studies regarding cities is to uncover which are the different regions
of the city. In the work [YZX12], the authors try to complement the knowledge of points of
interest (POIs) of a city with the information provided by CDRs to differentiate the intensity
of each function in each region or location (e.g., a small restaurant has a different impact than
a big attracting one, even when the two of them are considered POIs).

2.3.2 Mobility Features from a User-Centric Perspective

The second standpoint of mobility is user-centric, referring to the works aiming at characterize
the intrinsic features of human mobility, disregarding the specific scenario where they move.
In the survey elaborated by Lin et al. [LH14], they review relevant results in some of the
main areas studied in human mobility studies: inferring important locations, detecting modes
of transport, mining trajectory patterns, and recognizing location-based activities. They also
classify mobility analysis into two main areas: mining mobility patterns and constructing mo-
bility models. These two big blocks were also pointed out in [KBCP11], authors have proposed
a framework that includes data collection and the final applications where the mobility results
and models are applied as additional areas conforming the big picture of human mobility
study. Regarding the identification of salient locations, Eagle et al. [ECQ09] analyzed CDRs
of 215 individuals recorded during 5 months to cluster the most used BTSs (i.e., locations)
and validated the results using data coming from Bluetooth beacons placed in the individuals
homes. In [ZZXM], the authors use GPS data from 107 users taken during a year to mine
interesting locations, as well as classical travel sequence, for travel recommendation.
Boldrini et al. [BP10] identify the preference to spend time in a limited number of popular
locations, and study the preference to select short distances over longer ones, and compute the
sociability of users. Thus, they have proposed a mobility model based on these three proper-
ties for reproducing accurately the behaviors of users in mobile ad-hoc networks (MANETs),
opportunistic and delay tolerant networks.
In the works [GHB08b] [TdMGP15], the authors use the CDRs of 100,000 users collected dur-
ing 6 months to study the basic laws driving human motion. They found out that human
trajectories show a high degree of temporal and spatial regularity, since each individual is
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characterized by time-independent travel distance and a significant probability to return to a
few highly frequented locations. The distribution of the distance covered in the displacements
suggests that human motion follows a Levy Walk, and the calculation of the radius of gyration
(i.e., the distance traveled by the user when observed up to time t) follows a truncated Levy
Flight distribution. These results were backed up by the work of Rhee et al. [RSH+11a], where
GPS data were used instead of CDRs, but leading to the same heavy-tailed distribution of the
distances covered by the individuals in their displacements. These behaviors, widely detected
in several different data sets and populations, is in line with the exploration and preferential
return model proposed in [SKWB10]. A novel finding is the two types of individuals found
in [PSR+15], where the authors split the population into the so called returners (people who
only visits a very limited set of locations) and explorers (people who travels to many more
different and distant locations than the most usual ones), and explain the role of both types of
individuals in the spread of diseases and social networking. Song et al. went a step further by
proposing a new metric for mobility [SQBB10]. In their study, they used CDR data of 50.000
individuals recorded during 3 months, and study their entropy and entropy rates, to finally
propose a new metric, the predictability, which sets the upper bound on the best accuracy a
location prediction algorithm could ever achieve, depending on the specific user entropy rate
and different number of locations visited. They show that predictability is largely indepen-
dent from the radius of gyration, and that the average predictability is centered in the 93% of
correct predictions. After its proposal, predictability has been widely studied.

2.4 Existing Human Mobility Models

Human mobility models can help in predicting the movements of humans. In this way they
can be used in studying the effect of the topology design for finding ways to reduce the unnec-
essary communication signals. The optimizations also have great impacts on heterogeneous
networks because of extensive communication requirement due to cooperation among varying
communication network technologies. Moreover, human mobility models can be very helpful
in a variety of social issues [?], for example, urban planning, traffic engineering, understanding
spread pattern of diseases, traffic congestion detection (e.g. accidents), and disasters discovery.
Many human mobility models in the past two decades have been developed to represent human
mobility patterns. However, very few of them were validated against large-scale and detailed
human traces because of many technical and legal problems. Nowdays, some attempts have
been made to collect real human traces, such as mobile-phone-location traces [GHB], GPS
traces [RSH+11a], [RLH+08], or trace of wireless contacts and social connections [MDX12].
There have been a lot of efforts to introduce a synthetic human mobility model that can cap-
ture human travel behavior in a realistic way. These existing models can be categorized into:
random models, random variant models, geographical models, and social behavior models.
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However, with all the new data captured by mobile phones about user mobility, it became
clear that classical mobility models, such as random walk or random waypoint, among others,
fall short to capture the real features driving human mobility. Thus, this huge amount of lo-
cation data captured using mobile devices as monitoring tool needs to be carefully considered
to determine which mobility-related information is able to provide, and their limitations, so
that more accurate conclusions about mobility can be derived from it.
In the following paragraphs, we discuss each category of models and their ideas:

2.4.1 Random models

In random models, stay points are chosen randomly based on some probability distributions
[RSH+11b].

• Random walk model or Brownian motion model: In this model, speeds and
directions are randomly assigned to mobile nodes to select their next destination, i.e.
each mobile node’s speed is chosen uniformly from a defined range [speedmin, speedmax],
while its direction is chosen from the range [0−2π]. The mobile nodes move for a distance,
d, or time interval, t, then it is considered that they have reached their destination.

• Random waypoint: This model is like the random walk except that it considers the
pause time as well. When the node reaches its destination it remains there for a prede-
fined amount of time and then selects a new destination according to a uniform distri-
bution over the area.

• Truncated Levy-walk model: The Levy walk model takes after the random walk, but
it represents the heavy-tail flight feature. In this model, a step is defined by flight length,
direction, flight time and dwell time. Mobile nodes choose their direction randomly, then
choose flight length and pause time to follow truncated power-law distributions. Flight
lengths have a probability density function as follows:

p(l) ∼

{
l−(1+α) ; l <= lmax

0 ; l > lmax

Where a walker makes a flight followed by a pause,θ is the direction of that flight, l > 0

is the length of the flight, ∆tp is the time duration of the pause or pause time, α is a
constant parameter of the distribution known as the exponent or scaling parameter, and
β is the displacement exponent.

Similarly, pause times have a probability density function as follows:
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Figure 2.4: Sample trajectories of (a) Brownian motion, (b) Levy walk
and (c) Random way point

p(∆tp) ∼

{
∆t
−(1+β)
p ; ∆tp <= ∆tpmax

0 ;∆tp > ∆tpmax

Rhee et al [RSH+11b] used mobility track logs obtained from 44 participants carrying GPS
receivers from September 2006 to January 2007. The sample settings where traces are obtained
are two university campuses (one in Asia and one in the US), one metropolitan area (New
York city), one State fair and one theme park (Disney World). The participants walk most
of times in these locations and may also occasionally travel by bus, trolley, cars, or subway
trains. They have illustrated that many statistical features of human walks follow truncated
power-law, showing evidence of scale-freedom. Furthermore, they have construct a simple
Levy walk mobility model which is versatile enough in emulating diverse statistical patterns
of human walks observed in the studied traces (see figure 2.4).

2.4.2 Random variant models

In this type, the mobility models are also random but they contain dependencies (spatial or
temporal) .

• Markovian way point model: This model is a mobility model based on the basic
random waypoint model. It implements some Markovian transition probabilities among
waypoints. In other words, choosing next waypoints depends on current locations. This
will create spatial dependency for the model [Meg10].

• Gauss Markov model: This model contains temporal dependency. The idea is that
mobile nodes choose their speed and direction randomly as in random models, but after
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a fixed time interval, the speed and direction are calculated again considering previously
calculated values of these parameters [GHB08b].

• Reference point group mobility model: In this model, mobile nodes make a group
and each group has a leader and the nodes move along with their leader, with the same
direction and speed. That leader is considered as the reference point for the group and
around that each mobile node is moving in its own way. Both the group and individual
movements are based on random waypoint models. The fact that in this model each
node’s speed may depend on its neighbor’s speed creates spatial dependency [Meg10].

2.4.3 Geographical models

These models contain geographical constraints.

• Freeway model: Each mobile node is limited to its lane on the freeway and also the
speed of the mobile node temporally relates to its previous speed.

• Manhattan model: It has the same characteristics as the freeway model but the mobile
nodes can make turns at each corner of the street [BSH03].

• Obstacle model: In order to represent realistic geographical limitations, this model
introduces obstacles in pathways. These obstacles are randomly placed in the simulated
area. Mobile nodes should change their paths and choose proper ways to avoid running
into those obstacles [PBDK12].

2.4.4 Social models

This type of mobility models considers human mobility based on collective human behaviors
which are affected by social factors such as friendships.

• Dartmouth model: In this model, mobile nodes are modeled to move among hot spots.
Mobility information, which contains hot spots locations, transition probabilities for
moving between hot spots, and pause time distribution, is extracted from real data sets.
The model estimates the locations and paths of mobile nodes based on the extracted,
region dependent mobility information. So, it needs to have the transition probabilities
for moving between hotspots and the locations of hotspots as the input [LHK+09].
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• Clustered mobility model: This model is based on preferential attachment theory
which means the attractiveness of one area is determined by the current number of nodes
that are assigned to that area. The mobile nodes tend to visit attractive areas. The result
of this fact is that, areas which have high attractiveness will gain more attractiveness.
This model divides the simulation area into a number of subareas and then assigns the
mobile nodes to these subareas using the referred theory. Mobile nodes select their next
subarea according to its attractiveness which is proportional to (k + 1)α, where k is the
number of nodes in the subarea and α is the clustering exponent. Consequently, the
attractiveness follows power-law distribution [NSRD11].

• ORBIT model: In the ORBIT model the total network area is divided into a number
of clusters and each mobile node is assigned a subset of these clusters. The mobile nodes
are able to move randomly only within their clusters set [GPQ07].

• SLAW: Self-similar Least Action Walk model: In [LHK+09], Lee et al. have
introduced a model called SLAW which generates fractal waypoints, and uses it with the
Least Action Trip Planning (LATP) algorithm to simulate human traces. The SLAW
model starts with generating a map with fractal waypoints. In this model, the mobile
nodes first select a subset of waypoints in the generated map. Then, the order, in which
those selected waypoints are going to be visited, is specified as the mobile node’s daily
plan. SLAW first builds clusters of waypoints, for representing hot spots, by connecting
every pair of waypoints whose distances between each other are less than 100 meters
(typical Wi-Fi outdoor transmission range). Each cluster is assigned a weight which is
the ratio of the cluster’s size (number of waypoints in that cluster) to total number of
waypoints in the map. Each mobile node chooses 3 to 5 clusters randomly from clusters
set with probability proportional to these weights. In other words, the model represents
cluster’s popularity proportional to cluster’s size. Then, each mobile node selects 5% to
10% of waypoints in each chosen cluster uniformly. To sum up, this waypoint selection
algorithm creates heterogeneously bounded mobility areas, one of the characteristics of
human mobility.

• SMOOTH model: In [MCN11], Munjal et al. have proposed a model that captures
some of the features: Human-Mobility characteristics; flight lengths and pause time
follow truncated power-law distributions. The idea of the model is described in two
parts: visit-point placements and movement patterns. The waypoints is regrouped in
clusters and their popularities are defined by randomly assigned probabilities to have the
sum of all clusters’ probability as one. Each cluster is represented by a single coordinate
called landmark. Landmarks are placed uniformly over the simulation area such that no
two landmarks are within each other’s transmission range. There is no boundary defined
for any cluster. For initial placement of a mobile node in the network, a mobile node
selects a cluster by its probability and is placed within half of the cluster’s transmission
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range. For the movement pattern, each mobile node chooses to explore a new location
with the probability proportional to the number of distinct locations visited so far. For
the new location first the flight length is generated using a power-law distribution. Based
on this length and the current location of the mobile node the destination is calculated.
If the node chooses to visit one of the locations it has visited before, the location is
selected with probability proportional to the total number of times the node has visited
the location so far.

2.5 Conclusion

This chapter provides an overview of the state of the art concerning the topic covered in this
thesis. It includes some background on one of the main building blocks in which the thesis
is based on; the human mobility features, mobility data source and keys concepts for further
chapters.
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Chapter 3

Topology Optimization in Wireless
Networks

3.1 Introduction

An important problem appearing in computer-communication network is to design an optimal
topology for increasing the network traffic carrying capacity. This chapter considers the case
of mobile networks, and it discusses the implications of node mobility on the characterization
of an optimal topology with respect to the critical range for connectivity. In the end of the
chapter, we introduce our social perspective of topology optimization and discuss the features
of interaction between social layer and virtual topology layer in the protocol stack.

3.2 Topology optimization problem

Definition 1 We consider a wireless ad hoc network consisting of a set V of N wireless
nodes distributed in a two-dimensional plane. By proper scaling, we assume that all nodes
have the maximum transmission range equal to one unit. These wireless nodes define a unit
disk graph UDG (V ) in which there is an edge between two nodes if and only if their Euclidean
distance is at most one. Unit Disk Graphs (UDG) are the most prominent class of graphs used
in wireless network [BCH+13].

Topology Control is the art of coordinating nodes’ decisions regarding their transmitting
ranges, in order to generate a network with the desired properties (e.g.connectivity) while
reducing node energy consumption and/or increasing network capacity.
Given the set N of network nodes, a range assignment for N is a function RA that assigns to
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every u ∈ N a transmitting range RA(u), with 0 < RA(u) < rmax, where rmax is the maximum
transmitting range. Note that, under the assumption that the path loss model is the same
for all the network nodes, and that shadowing/fading effects are not considered, transmitting
range, and transmit power level are equivalent concepts. Since , traditionally, the function RA

is defined in terms of range, instead of power. The Range Assignment problem, which was
first studied in [KKKP00], is defined as follows:

Definition 2 Let N be a set of nodes in the d-dimensional space, with d = 1, 2, 3. Deter-
mine a range assignment function RA such that the corresponding communication graph is
strongly connected, and c(RA) =

∑
i∈N(RA)α is minimum over all connecting range assign-

ment functions, where α is the distance-power gradient.

The cost measure c(RA) used in the definition of the RA problem is the sum of the transmit
power levels used by all the nodes in the network.

Definition 3 MINIMUM TRANSMITTING RANGE MOBILE (MTRM): Suppose n nodes
are placed in [0, l]d, and assume that nodes are allowed to move during a time interval [0, T ].
What is the minimum value of r such that the resulting communication graph is connected
during some fraction, f , of the interval?

Thus, RA can be informally stated as the problem of finding a minimal nodes range assignment
that generates a connected communication graph, where ’minimal’ is intended as ’least energy
cost’. In a certain sense, the RA problem can be seen as a generalization of the problem of
determining the critical transmitting range (CTR) for connectivity.

3.2.1 Features of communication graph

It have been shown that the constraints of the critical value of the transmitting range CTR can
be determined in order to guarantee the most important network property, that is, connectivity.

Definition 4 Connectivity A graph G is said to be k-connected, where 1 <= k < n, if
for any pair of nodes u, v there exist at least k node disjoint paths connecting them. The
connectivity of G, denoted as k(G), is the maximum value of K such that G is K-connected.
A 1-connected graph is also called simply connected.
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The interest in studying the CTR for K-connectivity is motivated by the fact that, when a
network is K-connected, at most K − 1 node or link faults can be tolerated without discon-
necting the network. So, a K-connected network is more resilient to faults than a simply
connected network, where a single node or link failure might partition the network.

3.2.2 Virtual topologies classification

Various research deal with services oriented architectures and communication in mobile wireless
networks are interested to use virtual dynamic topologies to get a better network organization
and ensure an efficient connectivity. Several studies have constructed and maintained virtual
topologies in wireless networks in order to optimize data flows and exchanges. In [MH], Haddad
et al proposed a classification of mostly used topology based solutions in ad hoc networks. As
we can see from figure 3.1, the authors classify topologies into two main classes:

• Covering node Sets: This class is based on subsets of V which share some proprieties
like covering property, dominating property,... It regroups Multipoints relays (MPR
sets), Dominating Sets (DS), Independent Sets (IS), Minumum Independent Sets (MIS),
ect

• Link Based Structure:This class is based on subgraphs of G. It regroups Neighbor-
hood Graphs (NG), Spanning Tree (ST), Minumum Spanning Tree (MST), ect.

Figure 3.1: Virtual topologies classification
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3.2.3 Covering node Sets

Virtual topologies of this class usually choose a subset of nodes which will be considered as net-
work backbone. In other words, the chosen nodes will have some privileges and responsibilities
according to the problem. In the case of service oriented applications, the privileged nodes
should ensure the task associated to services, like: hosting services and their applications,
forwarding requests, applying policies of load balancing, ect.(see Figure 3.2).

Figure 3.2: Application strategy for covering node sets.

We remark that "not backbone nodes" interrogate privileged nodes to get/access to a
given service. Backbone nodes should, then, cooperate to satisfy the request. They also can
construct between them a distributed directory containing all information concerning network
services. In the following, we describe some topologies which are based on covering nodes:

3.2.3.1 Randomized virtual backbone construction

In many applications of WSNs, nodes alternately shut down their transceivers in order to
reduce power consumption. However, a certain number of nodes must keep the radio on, in
order to preserve network connectivity. Thus, active nodes must form a connected backbone.
We refer to this property as ’active connectivity’. Another desirable property is that any
inactive node has at least one active node within its transmitting range. In fact, inactive
nodes still sense the environment, and, in case an inactive node detects an anomalous event,
we want that the information regarding this event propagates quickly through the network,
eventually reaching the operator. This can be accomplished only if every inactive node is able
to directly communicate with at least one active node (and if the set of active nodes forms a
connected backbone). Since if this property holds the set of active nodes is a dominating set,
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Figure 3.3: Active connectivity and active domination of the virtual backbone. Active nodes
are light gray, and inactive nodes are black. The backbone of active nodes in (a) satisfies
active connectivity, but not active domination (node u has no direct connection to any active
node). The backbone in (b) satisfies both active connectivity and active domination.

we refer to this property as ’active domination’. Examples of virtual backbones are reported
in Figure 3.3.

3.2.3.2 Dominating and Independent sets

A Dominating Set (DS) of the graph G is a subset S of V such that every node of V is either
in S or adjacent to at least one node of S (i.e for each v ∈ (V §) : N(u) ∩ S ̸= ∅). Figure 3.4
illustrates that a Minimal Dominating Set (MDS) is a dominating set such that no subset of
it, satisfies the dominating property.

Figure 3.4: Dominating set (surrounded)/Maximal Independent Set (black)

An Independent Set (IS) in the graph G is a subset S of V such that S does not admit
any pair of adjacent vertices (i.e. for each v ∈ S : N(v) ∩ S = ∅). The independent set S is
Maximal Independent Set (MIS) if there is no independent set S′ such that S ⊆ S′. For any
maximal independent set, we have the following properties:

• A MIS is also a DS.
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3.2.3.3 Connected Dominating sets

A Connected Dominating Set (CDS) of the graph G is a subset S of V such that:

• Nodes of S form a dominating set of G.

• The induced subgraph by the set S is connected (see figure 3.5).

Constructing a dominating set generally aims to get a better topology control strategy
by reducing the network communication overhead. In [YJY06], authors proposed an energy
efficient distributed connected dominating set algorithm. This algorithm prolongs the network
lifetime and balances energy consumption. Some variants of CDS have been introduced by
extending concept of traditional domination to d-hop domination or by seeking some fault
tolerance properties (k-connection).

Figure 3.5: A Connected Dominating Set (CDS)

3.2.4 Link based structure

This class is based on subgraphs of the network graph. Unlike to the first one, this class
is based on minimizing number of used edges. This aims to minimize the communication
overhead. Indeed, the different service requests can induce a broadcast storm in the network.
So, by diminishing the number of edges without losing network connectivity, the congestions
due to redundant message may decrease. In the following section, we describe the most known
link based topologies:

3.2.4.1 Minimum Spanning Trees

Definition 5 (Spanning tree) Given a connected graph G = (N,E), a spanning tree of G
is a tree T = (N,ET ) that contains all the nodes in G and is such that ET ⊆ E.
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Definition 6 (Minimum spanning tree) Given an edge-weighted graph G = (N,E), a Min-
imum Spanning Tree (MST) for G is a spanning tree of G of minimum cost [SB02].

Definition 7 (Euclidean MST) Given a set N of nodes placed in the d-dimensional space
(withd = 1, 2, 3), and a set of edges E between these nodes, an Euclidean MST (EMST) is
a MST of the edge-weighted graph G = (N,E), where each edge has a weight equal to the
Euclidean distance between its endpoints.

Theorem 1 Let N be a set of N nodes placed in R = [0, l]d, with d = 1, 2, or3. The CTR
for connectivity rC of the network composed of nodes in N equals the length of the longest edge
of the EMST T built on the same set of nodes.

The CTR in dense networks can be characterized using results taken from a recent applied
probability theory, the theory of Geometric Random Graphs (GRGs). Since the CTR equals
the longest EMST edge, probabilistic solutions to the CTR problem in dense networks can be
derived using results concerning the asymptotic distribution of the longest EMST edge. The
construction of the range assignment by constructing an MST on the nodes as follows:

1. Let N = u1, ..., un be a set of points (nodes) in the two- or three-dimensional space.

2. Construct an undirected weighted complete graph G = (N,E), where the weight of edge
(ui, uj) ∈ E is δ(ui, uj)

α.

3. Find a minimum weight spanning tree T of G.

4. Define range assignment RAT , with RAT (ui) = maxj|(ui,uj)∈T δ(ui, uj).

Figure 3.6 shows an example of minimum spanning tree T , and the corresponding range
assignment RAT .

3.2.4.2 K-neighbors graph

Definition 8 (K-neighbors graph) Given a set N of points in the d-dimensional space, with
d = 1, 2, 3, and an integer k. The k-neighbors graph is the directed graph Gk = (N,Ek), where
(u, v) ∈ Ek if and only if v is one of the k closest neighbors of node u.
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Figure 3.6: Minimum spanning tree T on the set of nodes, and corresponding range assignment
RAT .

The k-neighbors connectivity problem, is as follows: given a set N of nodes, which is the
minimum value of K such that the k-neighbors graph Gk built on N is strongly connected?.
Blough et al [BLRS03] proposed an approach to topology control based on the principle of
maintaining the number of neighbors of every node equal to or slightly below a specific value
k. The approach enforces symmetry on the resulting communication graph, thereby easing
the operation of higher layer protocols.

3.2.4.3 Relative Neighborhood Graphs (RNG)

Definition 9 (Relative neighborhood graph) Given a set N of points in the plane, the Rel-
ative Neighborhood Graph (RNG) of N is the graph RNG = (N,E) such that (u, v) ∈ E if
and only if line (u, v) does not contain any other point of N in its interior, where line (u, v)

denotes the moon-shaped region formed as the intersection of the two circles of radius δ(u, v)

centered at u and at v (see Figure 3.7).

Figure 3.7: Relative Neighborhood Graph

Li et al [LWW+04] proposed a localized structure, namely, Incident MST and RNG Graph
(IMRG), for topology control and broadcasting in wireless ad hoc networks. In the construction
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algorithm, each node first builds a modified relative neighborhood graph (RNG’), and then
informs its one-hop neighbors of its incident edges in RNG’. Each node then collects all its
one-hop neighbors and the two-hop neighbors who have RNG edges to some of its one-hop
neighbors, and builds an Euclidean minimum spanning tree of these nodes. Each node u keeps
an edge uv only if uv is in the constructed minimum spanning tree.

3.2.5 Mixed structures

A skillful virtual topology is the one which combines the advantages of the two previous
classes. In other words, a mixed topology chooses a best set of nodes which dominate the
remaining nodes with a minimum number of links. Indeed, a good virtual topology should
offer: well connectivity , small diameter (to minimize virtual distance between each pair of
nodes), a good regularity, weak energy consumption, and a fair behavior towards wireless
medium access, we can find several mixed topologies such as k-tree core, weakly connected
dominating sets, cliques, ect. In addition to these characteristics, it is necessary to construct
and maintain the topology in reasonable message and time complexity. Interested reader can
refer to [Jav08], [MH].

3.3 Topology Control Protocols

Topology Control (TC) is a well known technique used in wireless ad hoc and sensor networks
to reduce energy consumption. This technique coordinates the decisions of network nodes
about their transmission power to save energy, prolong network lifetime, and mitigate MAC-
level medium contention, while maintaining network connectivity. For this reason, energy
conserving protocols at the MAC, routing, and upper layers have been proposed [ [CT00],
[JV02], [KB05]]. Further energy can be saved if the network topology it-self is energy-efficient,
i.e., if the nodes’ transmitting ranges are set in such a way that a target property (e.g., connec-
tivity) of the resulting network topology is guaranteed, while the global energy consumption is
reduced. A protocol that attempts to achieve this is called a topology control protocol. Several
examples of topology control mechanisms have been proposed [[BHM06], [BJ+02], [HSSJ02],
[RM99a], [WLBW01]].

Santi [San05] proposed a coherent taxonomy for the diverse topology control protocols.
The classification is depicted in Figure 3.8. Nonhomogeneous topology control is classified into
three categories, depending on the type of information that is used to compute the topology;
location-based approaches, direction-based approaches, and neighbor-based. In location-based

32



Chapter 3: Topology Optimization in Wireless Networks

approaches, it is assumed that the most accurate information about node positions (the exact
node location) is known. This information is either used by a centralized authority to compute
a set of transmitting range assignments that optimizes a certain measure, or it is exchanged
between nodes and used to compute an optimal topology in a fully distributed manner. Typ-
ically, location-based approaches assume that network nodes, or at least a significant fraction
of them, are equipped with GPS receivers. In direction-based approaches, it is assumed that
nodes do not know their position but they can estimate the relative direction of their neigh-
bors. In neighbor-based techniques, nodes are assumed to have access to a minimal amount of
information regarding their neighbors, such as their ID, and to be able to order them accord-
ing to some criterion (e.g., distance, or link quality). Neighbor-based techniques are probably
the most suitable for application in mobile ad hoc networks. In this section, we give short
description of some approaches:

Figure 3.8: A taxonomy of topology control techniques

The KNeigh protocol The KNeigh protocol proposed in [BLRS03] is neighbor-based ap-
proache. Initially, every node broadcasts its ID at maximum power (we assume that all
the nodes have the same maximum transmit power Pmax, and that the wireless medium
is symmetric). Upon receiving broadcast messages from other nodes, every node keeps
track of its neighbors, storing for each of them the estimated distance. After all the ini-
tial messages have been sent, every node in the network knows its neighbor set and the
distance-based ordering of the neighbors. Given this information, every node computes
its k-closest neighbors list KN , and broadcasts this information at maximum power. By
exchanging neighbor lists, nodes are able to determine the set of symmetric neighbors
and to exclude the asymmetric neighbors from KN . At the end of the protocol exe-
cution, KN(u) contains the list of neighbors of node u in the final topology, and the
broadcast transmit power of node u is set to the minimum value needed to reach the
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farthest node in KN(u). Note that this value can be computed given the received signal
strength of the messages sent by the farthest node in KN(u).

XTC Protocol XTC Protocol presented in [WZ04] is a neighbor-based topology control
algorithm. XTC can be considered as a generalization of KNeigh: similar to KNeigh,
nodes first establish an order on their neighbor nodes; then, they exchange information
about the neighbor orders; finally, they compute their local view of the final network
topology. The main differences between XTC and KNeigh are the following:

1. The neighbor order is based on the concept of link quality, rather than distance as
it was the case in KNeigh.

2. When exchanging neighbor lists and computing the final topology, nodes consider
the entire neighbor set, and not the first k elements in the order as was the case in
KNeigh.

R&M protocol The R&M protocol [RM99b] is a location-based approach that builds an
optimal topology for the all-to-one communication pattern, where one of the network
nodes is designated as the master node, and all the other nodes send messages to the
master. This traffic pattern is typical of WSNs, where the deployed sensors must send
the collected data to one (or more) base station(s).

CBTC Protocol The CBTC (Cone-based Topology Control) protocol [LHB+01] is based on
on the ability of the nodes to estimate the relative direction of their neighbors. CBTC
sets the transmit power level of node u to the minimum value pu,p such that u can
reach at least one node in every cone of width ρ centered at u. In other words, a node
must retain connections to at least one neighbor in every direction, where parameter ρ

determines the granularity of what is meant by every direction (see figure 3.9).

Figure 3.9: Intuition behind the CBTC protocol.
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3.4 A novel social perspective of topology optimization
problem

An important aspect to be considered in the design of topology control protocols is the
type of information used by the nodes to build the local view of the topology: nodes can
use high-quality information (e.g. neighbor node locations), medium-quality information
(e.g.directional information, or distance to neighbors), or low-quality information (number
and identity of neighbor nodes). In general, there is a direct relationship between information
quality and energy efficiency of the computed topology: the more accurate the information
available to the nodes, the more energy savings can be achieved. However, information quality
must be carefully traded off with the cost incurred for making the information available to
the nodes. The cost is due to either some additional hardware required on the nodes (e.g.
low-power GPS receivers in case of location information) or the message overhead needed to
produce/update high-quality information, or both. Therefore, in our proposal, we aim to
extract realistic patterns of human mobility including repeating daily activities and social
behaviours in order to provide helpful information in designing efficient topologies for commu-
nication and developing a wide range of applications enabled by mobile networking, such as
routing in Mobile Ad Hoc Networks (MANETs). Further, leveraging human mobility feature
to optimize realistic applications for mobile wireless networks is vital in computational social
science and mobile wireless networks [NDST14]. In our view, social layer consists of one single
layer that is added onto the top of the MANET layer stack positioned upper the topological
layer and physical layer (see figure 3.10) [DB09].
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Figure 3.10: Our view of Social Layer in the protocol stack.

3.4.1 Virtual topology layer and routing

The routing layer is responsible for finding and maintaining the routes between source/destination
pairs in the network: when node u has to send a message to node v, it invokes the routing
protocol, which checks whether a (possibly multihop) route to v is known; if not, it starts a
route discovery phase, whose purpose is to identify a route to v; if no route to v is found,
the communication is delayed or aborted. The routing layer is also responsible for forwarding
packets toward the destination at the intermediate nodes on the route. The topology layer,
which creates and maintains the list of the immediate neighbors of a node, can trigger a route
update phase in case it detects that the neighbor list is considerably changed. In fact, the
many leave/join in the neighbor list are likely to indicate that many routes to faraway nodes
are also changed. So, instead of passively waiting for the routing protocol to update each route
separately, a route update phase can be triggered, leading to a faster response time to topology
changes and to a reduced packet-loss rate. On the other hand, the routing layer can trigger
the reexecution of the topology control protocol in case it detects many route breakages in the
network, since this fact is probably indicative that the actual network topology has changed
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a lot since the last execution of topology control [San05].

3.4.2 Social layer and virtual topology layer

Human behavior is often complex and context-dependent. The social layer lies in the assump-
tion that human mobility can be explained by several mobility patterns that depend on a
sub-set of the contextual variables and these can be learned by a simple models. Therefore, it
is very interesting to model approaches that takes as input certain spatial, temporal and social
parameters to provide valuable scheme to the topological and physical layers. In this social
perspective, we aim to analyze the influence of human habits on the movement of people and
detect the individuals with strong similar interest who move towards the same geographical
area, in other word, we aim to extract a relevant knowledge from the pattern correlation of in-
dividuals (community structure). Therefore, understanding the network community structure
is a powerful means of representing patterns of connections or interactions between individ-
uals. It not only provides helpful information in developing more social-aware strategies for
social network problems but also promises a wide range of applications enabled by mobile
networking, such as routings in Mobile Ad Hoc Networks (MANETs) and worm containments
in cellular networks.
This finding allows to topological layer to construct an efficient and reliable topology which is
not only dependent on the relative locations and physical connections of mobile entities but
also on the individual’s behaviour and his/her daily communities.

3.4.3 Physical layer and virtual topology layer

The MAC (Medium Access Control) layer is responsible for regulating the access to the wire-
less, shared channel. Medium access control is of fundamental importance in ad hoc/sensor
networks in order to reduce conflicts as much as possible, thus maintaining the network capac-
ity to a reasonable level. Thus, the interaction between the MAC layer and topology control
is as follow: when node u wants to send a packet to node v, it first sends a Request To Send
control message (RTS), containing its ID, the ID of node v, and the size of the data packet.
If v is within u’s range and no contention occurs, it receives the RTS message, and, in case
communication is possible, it replies with a Clear To Send (CTS) message. Upon correctly
receiving the CTS message, node u starts the transmission of the DATA packet, and waits for
the ACK message sent by v to acknowledge the correct reception of the data. In order to limit
collisions, every node maintains a Network Allocation Vector (NAV), which keeps trace of the
ongoing transmissions. The NAV is updated each time a RTS, CTS, or ACK message is
received by the node. Note that any node within u’s and/or v’s transmitting range overhears
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at least part of the RTS/CTS/DATA/ACK message exchange, thus obtaining at least partial
information on the ongoing transmission. Using different transmit power levels can introduce
additional opportunities for interference between nodes. On the other hand, using reduced
transmit powers can also avoid interference. To clarify this point, consider the situation de-
picted in Figure 3.11, there are four nodes u, v, w, and z, with δ(u, v) = d1 < d2 = δ(v, w) and
δ(w, z) = d3 < d2. Node u wants to send a packet to v, and node w wants to send a packet to
z. Assume all the nodes have the same transmit power, corresponding to transmitting range
r, with r > d2 + max{d1, d3}. Then, the first between nodes v and z that sends the CTS
message inhibits the other pair’s transmission. In fact, nodes v and z are in each other’s radio
range, and overhearing a CTS from v (respectively, z) inhibits node z (respectively, v) from
sending its own CTS. Thus, with this setting of the transmitting ranges, no collision occurs,
but the two transmissions cannot be scheduled simultaneously.
Assume now that nodes u and v have radio range equal to r1, with r1 = d1 + ϵ < d2 and
that nodes w and z have range r2, with r2 > d2. In this situation, w and z cannot hear the
RTS/CTS exchange between nodes u and v and they do not delay their data session. However,
when node w transmits its packets, it causes interference at node v, which is within w’s range.
Thus, in this case, using different transmit powers creates an opportunity for interference.

Figure 3.11: The importance of appropriately setting the transmit power levels.

Finally, assume nodes u and v have radio range r1, and nodes w and z have range equal to
r3, with r3 = d3 + ϵ < d2 With these settings of the radio ranges, the two transmissions can
occur simultaneously, since node v is outside w’s radio range and node z is outside u’s radio
range. In this case, using different power levels reduces the opportunities for interference,
leading to an increased network capacity.

Santi [San05] explained that the task of setting the transmit power levels should be per-
formed by the topology control layer, which, having a network wide perspective, can take the
correct decisions about the node’s transmitting range. On the other hand, the MAC layer can
trigger reexecution of the topology control protocol in case it discovers new neighbor nodes.
The MAC level can detect new neighbors by overhearing the network traffic and analyzing
the message headers; this is by far the fastest way to discover new neighbors, and a proper
interaction between MAC and topology control ensures a quick response to changes in the
network topology.
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3.5 Conclusion

By exploiting ad hoc wireless technology, various portable devices (cellular phones, PDAs,
laptops, pagers, and so on) and fixed equipment (base stations, wireless Internet access points,
etc.) can be connected together, forming a sort of ubiquitous network. Deploying virtual
topology in mobility studies, helps to investigate the dynamic behavior of the network and leads
us to develop new approaches for dealing with current revolution in Internet communications.
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Community Detection Methods in
Complex Networks

4.1 Introduction

In recent times, the computer revolution has provided scholars with a huge amount of data and
computational resources to process and analyze these data. The size of real networks one can
potentially handle has also grown considerably, reaching millions or even billions of vertices.
The need to deal with such a large number of units has produced a deep change in the way
graphs are approached. The community detection methods has brought significant advances
to our understanding of complex systems. Further, the community detection methods focus
on the partition quality of such graphs in graphs [GN02], [NG04] instead of a simple cut size
of graph or clustering approach [New10].

In complex networks, the communities are groups of nodes which share probably a common
proprieties and/or similar functions. The communities may be correspond , for example, to
groups of Web pages accessible over the Internet that have the same subject [FLGC02], func-
tional modules as cycles and pathways in metabolic networks [GA05],[PDFV05], a set of people
or groups of people with sme pattern of contacts or interactions between them [GN02],[LN04],
subdivisions in the food webs [Pim79], [KFM+03] and so on. The main objective of commu-
nity detection methods is to discover a relevant community structure, for example figure 4.1
illustrates the network structure of the Web site of Ferhat Abbas University (Algeria). As we
can see from the figure, the network contains six communities identifying groups of users with
similar behaviour which can help us to personalize the Web site and improve its design.

The community discovery methods have attracted considerable interest and curiosity from
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Figure 4.1: a) Modeling the network structure of the Web site of Ferhat Abbas University
(Algeria). The nodes represent resources and edges represent the browsing sequences of users
during each session [SMLD11]. b) We have obtained six communities extracted from the users’
behavior. communities ( labeled by colors) were detected by applying Fast algorithm[New04].

the science community in recent decades. It would clearly be beneficial if discovering commu-
nities can be used in same manner to characterize and analyze the behavior of users in Mobile
Wireless Networks.

In this chapter, we point out the most cited works in order to provide a taxonomy for
community detection methods. As the research on community identification has grown quite
popular and the number of published proposals for community discovery algorithms as well as
reported applications is high, we do not even pretend to be able to give an exhaustive survey
of all the existing methods, but rather an explanation of the methods commonly applied. We
give definitions of community structure in section 4.2. In section 4.3, we propose a taxonomy
of the detection community methods. Section 4.4 describes agglomerative methods. Section
4.5 survey divisive methods. In section 4.6, we explain the key idea of the dynamic community
detection methods.
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4.2 Communities description

Despite the large amount of study in this area, a consensus on what is the definition of
community has not been reached. Conceptually, the definitions can be separated into two
main categories, self-referring and comparative definitions. The concept of subgraph is the
central to all such definitions.

4.2.1 Graph concepts

We consider a graph G = (V,E), with V is the set of vertices and E is the set of edges.
Vertices are also known as nodes, points and as actors, agents or players in social networks.
Ai,j is the adjacency matrix of the network . It is 1 if nodes u and v are connected, otherwise
it is 0, and ki is the degree of node i. In an undirected graph,each edge is an unordered pair
v, w. In a directed graph, edges are ordered pairs. We denote the number of nodes in a graph
n, and denote the number of edges m. Graph is used to represent all complex networks.

4.2.2 Comparative definitions

The comparative definitions consist in comparing the internal links with external links. Au-
thors have proposed a different similarities measures between nodes to discover the community
structure. The intuitive notion of similarities derives from the relative strength, frequency, den-
sity, or closeness of links within a subgroup, and the relative weakness, infrequency, spareness,
or distance of links to discover subgroup members and non members. A community may be
defined as LS-set. An LS-set is a set of nodes such that each of its proper subsets has more
ties to its complement within the set than outside [WF94].

Raddichi et al. [RCC+04] have defined a community in the weak sense as a set of nodes
whose total number of internal links is greater than the total number of links to the outside.
Thus, a subgraph C is a community in a strong sense if

kin
i (C) > kout

i (C)∀i ∈ C (4.1)

The subgraph C is a community in a weak sense if∑
i∈C

kin
i (C) >

∑
i∈C

kout
i (C) (4.2)

where kin
i (C) =

∑
j∈C Ai,j is the number of edges connecting node i to other nodes belonging

to C, and kout
i (C) =

∑
j /∈C Ai,j is the number of connections toward nodes in the rest of the

network.
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4.2.3 Self-referring definitions

The self-referring definitions consider the subgraph alone. It identifies classes of subgraphs
like cliques, n-cliques, k-plexes, etc... They are maximal subgraphs, which cannot be enlarged
with the addition of new vertices and edges without losing the property which defines them.
Self-referring definitions can include also the definition introduced in[New06] that defines a
community as indivisible subgraph.

4.2.4 Quality Functions

How can we know if detected communities are good or no and how to value such partitions?
What is the better partition for the network under study? To answer to such questions,
Newman and Girvan [NG04] have introduced a measure of quality of partition which they called
modularity. The modularity is based on assortative mixing measure proposed by Newman
[New03]. The modularity is defined as:

Definition 10 Suppose a particular division of network to k communities, this can be rep-
resented by a k × k symmetric matrix e which each element eij is the fraction of all network
edges that link vertices in group i to group j.

Trace matrix Tr(e) represents a fraction of network edges that connect the vertices in a
group and obviously a good division has a high value of Tr(e).

Tr(e) =
∑
i

eii (4.3)

Although this value alone is not a good measure of the quality, because placing all vertices in
a single group would give the maximal value 1 whereas no information of community structure
is provided.

a2i is the expected fraction of edges within community i when the edges were distributed
randomly on the network. In addition, the real fraction of links exclusively within a partition
is eii. Thus, we can compare the two quantities and sum over all the partitions in the graph.

Q =
∑
i

(eii − a2i ) = Tre− ||e2|| (4.4)
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Where: ||e|| is the sum of matrix e elements. This quantity measures the fraction of the
within-community edges in the network minus the expected value of the same quantity in a
network with the same community divisions but when connections between nodes are random.
Values different than 0 indicate deviations from randomness, and values above 0.3 indicate a
good modular structure [New04]. In practice, values above 0.7 are uncommon, and indicate
a very clear structure. However, we may find that high modularity values doesn’t indicate a
significant community partitions, and it is up to the network under study [FB07].

In order to understand the resolution limit of the quality functions in graph, we have
conducted our experiments on several graphs of different size [DBS13] [SMLD12a] [SMLD12b]
. Here, we give two examples; first, we have extracted the activities of the website of Setif
university, after that, we have visualized the graph that shows the original network structure
(it contains 63 nodes and 1214 edges), and we have also used a benchmark of 1854 nodes. The
results of modularity on both graphs are given in table 4.1, and table 4.2. Thus, we remark
that some methods find the desired communities but with very small modularity values. As
matter of fact, several works have been proposed based on local modularity maximization in
order to find community structure more correctly either for small graphs or large one.

Table 4.1: Results of applying community detection methods on small graph
Community Method Communities number Quality Function
Newman, 2006 04 0.138

Reichardt et al, 2004 04 0.141

Pons et Latapy, 2006 08 0.116

Furthermore, a high value of modularity does not necessarily mean that the graph has
community structure [For10]. According to the definition of modularity, random graphs are
supposed to have no community structure, as the linking probability between vertices is either
constant or a function of the vertex degrees, so there is no bias a priori towards special groups
of vertices. Still, random graphs may have partitions with large modularity values.

Table 4.2: Results of applying community detection methods conducted on banchmark of 1854
nodes

Community Method Communities number Quality Function
Newman, 2006 13 0.572

Reichardt et al, 2004 15 0.624

Pons et Latapy, 2006 19 0.721
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4.3 Taxonomy of community discovery methods

The problem of community detection get close to traditional clustering approaches and parti-
tioning graph methods in computer science. The typical problem in computer science is that
of dividing the vertices of a network into some number of groups with roughly equal size,
while minimizing the number of edges that run between vertices in different groups. Graph
partitioning problem arises for example in the optimal allocation of processes to processors in
a parallel computer. In practice, most approaches to graph partitioning have been based on
iterative bisection. Authors [KL70] [PAP+90], [Fie73] found the best division of the complete
graph into two groups, and then further subdivided those two groups until they have the re-
quired number of groups. Division into more than two groups can be achieved by repeated
bisection, but there is no guarantee that the best division into three groups can be arrived at
by finding the best division into two and then dividing one of those two again. Furthermore,
these algorithms give no hint about when we should stop the repeated bisection process, that
is, about how many communities there should be in a network [New04]. For these reasons,
the traditional graph partitioning methods are not ideal for analyzing general network data.
In addition, it has been shown that data clustering methods are not best suited to the pro-
cessing of the large data, due to the fact that, several clustering methods are not able to
deal with properties of complex networks. Therefore, several community detection approaches
have been proposed in order to identify a significant community structure in complex networks.

In our work [DB14], we have reviewed the community detection methods and we have
suggested a classification of theses methods(see Fig.2 and Fig.3). The proposed taxonomy
help us to make conclusions about how to investigate the useful information incorporating in
the complex network under study to understand its community structure. Our taxonomy is
based onthe three following points of view:

A. Agglomerative versus divisive

According steps employed when identifying nodes within groups,

Jain and Dubes [JR88] have defined two distinct approaches of clustering methods: ag-
glomerative and divisive, they are based on the manner employed to identify nodes within
groups. Community discovery methods use also either agglomerative or divisive approaches:

• Bottom-up or agglomerative algorithms start with each node in its own singleton com-
munity or another set of small initial communities, and they merge iteratively these
communities into larger ones.
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Figure 4.2: Community discovery methods: a. Agglomerative methods.

• Top-down or divisive algorithms split iteratively or recursively the network into smaller
and smaller communities.

B.Stochastic versus deterministic

The deterministic model has no stochastic elements and the entire input and output relation
of the model is conclusively determined. A stochastic model has one or more stochastic
elements and it give efficient results, but there are several cases for which it is difficult to build
an intuitive perspective for the stochastic system.

C. Various computer implementations of community discovery methods

We classify the community detection methods with respect to the process used to model
links and nodes such as random process, synchronization, etc..., and we consider how does the
approach characterize the properties of the network to detect communities(clustering coeffi-
cient, betweeness,..., etc).
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Figure 4.3: Community discovery methods: a. Separative methods.

4.4 Agglomerative methods

A wide range of agglomerative hierarchical community detection algorithms have been pro-
posed. They begin with nodes in n different communities and group together communities
that are the most similar. In this section, we will describe some agglomerative approaches, we
give a classification with respect to the process employed during the discovery steps. Figure
. 4.4 shows the community structure of an agglomerative method; label propagation method
[RAK07]. We have applied it on the southern women network [DGG09]. As we can see from
the figure, this network contains 18 women who attended 14 different events, and the result
show three communities and their memberships who have a similar behavior.

Figure 4.4: a)The Southern women dataset [DGG09] b) Partition of the bipartite graph into
communities aplying label propagation algorithm. The nodes labeled E represent the events
the women attended.
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4.4.1 Algorithms based on a dynamic process

In this section, we will describe: spin-spin interactions, random walk techniques and synchro-
nization techniques.

4.4.1.1 Random walk techniques

Zhou and Lipowsky [ZH04] have proposed a random walk method based on the average number
of steps a Brownian particle (random movement of a particle) takes to reach a given node from a
source node. The authors have used the Brownian movement to develop the Netwalk algorithm
(NW) based on the proximity index. The proximity index for each nearest-neighboring pair
of nodes i and j is defined as:

Λ(i, j) =

√
N∑

K ̸=i,j

[dik − djk]
2

(N − 2)
(4.5)

If two nearest-neighboring nodes i and j belong to the same community, then the mean-
first-passage-time di,k from i to any another node k will be approximately equal to that from
j to k. So, it will be small if i and j belong to the same community and large if they belong
to different communities. Initially, the Netwalk algorithm considers each node as a single
community. Then it merges the two communities with the lowest proximity index into a single
community and then updates the proximity index between this new community and all the
other remaining communities that are connected to it. This merging process is continued until
all the nodes are merged into a single community corresponding to the whole network. The
time complexity is O(n3), thus it will be inadmissible to apply this method on large graphs.

Pons et al. [PP06] have proposed Walktrap algorithm based on random moves, in other
words, when a walker is within a community it has a strong probability of remaining in the
same community at the next step. The authors have defined distance measurement which
is related to the spectral approaches, as a matter of fact, two close nodes belonging to the
same community will have similar components on the principal eigenvectors. The algorithm
computes the connected components, and applies an agglomerative algorithm to discover com-
munities on connected sub-graphs. This algorithm gives better performance in O(nmlog(n)),
however, if the length of the steps are big, the quality of the results will decrease.
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4.4.1.2 Synchronization techniques

Several studies have proposed a synchronization process to discover communities based on the
idea of relationship between topological scales and dynamic time scales in complex networks
[ADGPV06], [BIL+07]. It have been shown that high densely interconnected sets of oscillators,
such as oscillators are placed on nodes of graph, synchronize more easily that those with
sparse connections [ADGPV06]. The scenario starts from random initial conditions such as
the highly interconnected oscillators will synchronize first to form local clusters, whereas a full
synchronization requires a longer time. This process occurs at different time scales when a
significant community structure exists. In [BIL+07], the time complexity of the algorithm is
O(mn), or (n2) on sparse graphs, and gives good results on ground truth graphs. However,
synchronization-based algorithms may not be reliable when the size of communities is different.

4.4.1.3 System of spins

Reichardt and Bornholdt have shown that it is possible to reformulate the problem of commu-
nity detection as the problem of finding the ground state of a spin glass model [RB04]. They
have proposed a detection community algorithm based on Potts models with Q states. Potts
model is one of the most common models used in statistical physics in order to describe the
behavior of the magnetic bodies [KF72], thus bodies are modeled as spins of Q states located
at nodes of the network, and there are interactions between neighbors. The basic principle
of the model is that edges should connect vertices of the same class (i. e. same spin state),
whereas vertices of different classes (i. e. different spin states) should be disconnected.
Fu and Anderson [FA86] showed, by analogy with ferromagnetic system, that there is a rela-
tion between the energy of the physical systems , which is represented by the Hamiltonian,
and the cost function in optimization combinatorial problem. Thus,the Hamiltonian of a spin
is written as:

H = −J
∑

(i,j)∈E

δσiσj
+ γ

q∑
s=1

ns(ns − 1)

2
(4.6)

Where: E is the set of edges, σi(i = 1.., n) denotes the individual spins which can take q

values, ns indicates the number of spins that have s spin such as
∑q

s=1 ns = N , j is a constant
expressing the coupling strength, δ: is a positive parameter, and, σ is the Kronecker delta.
Each node is characterized by a spin which can have q possible values. The first sum is the
standard ferromagnetic Potts term which represents a homogeneous distribution of the spins
in the network, and it can be written Hferr = −JM . The second term sums up all the possible

49



Chapter 4: Community Detection Methods in Complex Networks

pairs of spins which have equal values. It represents the diversity of the configuration of spins
or the existing classes of spins.
Therefore, the communities correspond to the classes of nodes having equal values of spin.
The q number of possible spins corresponds to the maximum number of communities which
we can detected. The authors use Monte Carlo algorithm to detect the community structure.
The Hamiltonian is computed using simulated annealing algorithm[SKP83]. The algorithm is
able to detect the overlapped communities and allows the quantification of the communities’
stability.

4.4.2 Algorithms based on modularity optimization

It have been shown that high values of modularity indicates good partitions [New03]. The
best partition , or at least a very good one, fits with the maximum value of modularity. This
is the main motivation for having many modularity maximization based methods.

4.4.2.1 Simulated annealing

Guimer et al. [GSPA04] have shown that finding the modularity of network is analogous to
finding the ground-state energy of a spin system. They have used a simulated annealing al-
gorithm for modularity optimization. The optimization is based on local moves and global
moves. In fact, a single node is shifted from one cluster to another, which is taken randomly,
and the global moves consist of merging and splitting of communities. Simulated annealing
algorithm converges generally more closely towards the optimal solution but it is more efficient
for small networks.

4.4.2.2 Greedy techniques

In the work [New04], Fast algorithm is based on a greedy optimization. It starts with each node
being the single member of each community, it repeatedly joins together the two communities
whose amalgamation produces the largest increase in Q but don’t join the pair of communities
which don’t have links between them. For a network of n nodes, after (n− 1) such joins, the
algorithm stops when the results of the merging process is a single community. Thus, the total
running time is O(mn), or O(n)2 on a sparse graph. Clauset et al [CNM04] have improved fast
algorithm, therefore, it performs well in O(nlog2n) , and computes changes in modularity in
order to find a pair of communities i, j with the largest ∆Qij. Fast algorithm is based on local
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information to identify communities, however, the community structure isn’t a local quantity.

4.4.3 Algorithms based on topological organization

Several detection communities approaches are based on the observation that community can
be interpreted as a smaller complete (fully connected) subgraphs that share nodes. In this
section, we describe the most cited methods that belong to the topological organization class.

4.4.3.1 Clique

Palla et al [PDFV05], [DPV05] have defined a method based on percolation process to detect
the overlapped communities in the networks. The clique percolation method (CPM) uses the
high density of the internal edges that form cliques. Two k-cliques are adjacent if they share
(k− 1) nodes, and a community is defined as a union of all the K-cliques that can be reached
using chains of adjacent k-cliques. Such communities can be better visualized using a k-clique
template which is an isomorphic object for a complete graph of k-nodes. This object can be
placed on a k-clique of the network and be moved towards the adjacent k-clique by changing one
of its nodes and keeping its others (k − 1) nodes. Thus, the community (k-clique percolation
cluster) is the largest connected subgraph which can be entirely explored while rolling the
object on the k-clique. An extension of CPM algorithm have been proposed for the weighted
networks [FAPV07] and the directed networks [PFP+07]. First of all, the algorithm computes
the maximal cliques from k-cliques to detect communities. Detecting maximal cliques is known
to require a running time that grows exponentially with the size of the graph. However, the
authors found that, for the real networks they analyzed, the procedure is quite fast, due to
the fairly limited number of cliques, and that sparse graphs with up to 105 vertices can be
analyzed in a reasonably short time. The actual scalability of the algorithm depends on many
factors, and cannot be expressed in closed form.

Lehmann et al [LSH08] have addressed the problem of community detection on bipartite
networks. They proposed a biclique community detection algorithm. In this case one uses
bipartite cliques, or bicliques : a subgraph Ka,b is a biclique if each of a vertices of one class
are connected with each of b vertices of the other class [DPV05]. However, finding all the
bicliques of a graph is an NP-complete problem, mostly because the number of bicliques tends
to grow exponentially with the size of the graph.

In [SCCH09], Shen et al. proposed an algorithm to detect both the overlapping and
hierarchical properties of complex community structure together. This algorithm deals with
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the set of maximal cliques and adopts an agglomerative framework. The quality function
of modularity is extended to evaluate the goodness of a cover. Initially, the algorithm finds
all the maximal cliques using Bron-Kerbosch algorithm [BK73]. Then each maximal cliques
and each subordinate nodes are determined as an initial communities. Then, the algorithm
repeatedly computes the similarity between each pair of communities and join together the
two communities whose amalgamation produces a maximum similarity. The similarity between
two communities C1 and C2 is defined as:

M =
1

2m

∑
v∈C1,w∈C2,v ̸=w

[Avw − kvkw
2m

] (4.7)

Where: Avw is the adjacency matrix, kv (kw resp) is the degree of the node v ( w resp), and
m = 1

2

∑
vw Avw is the total number of the edges in the network. The extended modularity is

written as:
EQ =

1

2m

∑
i

∑
v∈Ci,w∈Ci

1

OvOw

[Avw − kvkw
2m

] (4.8)

Where: Ov is the number of communities including node v. The algorithm determines the
suitable cut on the dendrogram with the maximum value of EQ. EAGLE algorithm don’t have
only the capacity to detect sub communities until none of them can be divided (indivisible
graph), but also it detects the overlapped communities. However, the algorithm is time-
consuming because it finds out all the maximal cliques in the complex network.

4.4.3.2 Motif

The high density of edges within a community determines correlations between nodes going
beyond nearest-neighbours, and which are indicated by the presence of motifs. Arenas et al
[AFFG08] have shown how motifs can be used to define general classes of nodes, including
communities, by extending the mathematical expression of Newman-Girvan modularity. They
have defined the motif modularity as the fraction of motifs inside the communities minus the
fraction in a random network which preserves the nodes’ strengths.

4.4.4 Algorithms based on spectral analysis

Donetti et al. [DM04] proposed an approach based on the spectral properties of the Laplacien
matrix. since the values of the eigenvector components are close for vertices in the same
community, one can use them as coordinates, such that vertices turn into points in a metric
space. So, if one uses M eigenvectors, one can embed the vertices in an M-dimensional space.
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Communities appear as groups of points well separated from each other, as illustrated in Figure
4.5. The separation is the more visible, the larger the number of dimensions/eigenvectors M .

Figure 4.5: Example of a division of graph in four communities, indicated by the colours. The
communities are better separated in two dimenions (b) than in one (a).

An improvement approach have been proposed using a normalized Laplacien matrix [DM05].
In [JDY09], Jiang et al have rewritten the modularity using the spectral clustering in order to
maximize the modularity and, thus, correctly detect the community structure in the network.
The spectral methods give a good results but the eigenvectors computing is time-consuming.

4.4.5 Algorithm based on clustering properties

Eckmann et al.[EM02b] have proposed a method based on the clustering properties. The idea
is to use the clustering coefficient of a vertex as a quantity to distinguish tightly connected
groups of vertices. Many edges mean many loops inside

a community, so the vertices of a community are likely to have a large clustering coefficient.
The latter can be related to the average distance between pairs of neighbours of the vertex.
The possible values of the distance are 1 (if neighbors are connected) or 2 (if they are not),
so the average distance lies between 1 and 2. The more triangles there are in the subgraph,
the shorter the average distance. Since each vertex always has distance 1 from its neighbours,
the fact that the average distance between its neighbours is different from 1 reminds what
happens when one measures segments on a curved surface. The graph can be embedded in a
geometric space. Communities appear as portions of the graph with a large curvature. The
algorithm was applied to the graph representation of the World Wide Web, where vertices are
web pages and edges are the hyperlinks that take users from a page to the other. The authors
found that communities correspond to web pages dealing with the same topic. Zhang et al
[ZWL+08a] have rewritten the clustering coefficient using the fraction of cycles with size four
in bipartite networks. They have defined an edge-clustering coefficient of bipartite networks

53



Chapter 4: Community Detection Methods in Complex Networks

to detect the community structure in original bipartite networks.

4.4.6 Algorithm based on local properties

Bagrow et al [BB05] have presented a detection community method which use local infor-
mation. Communities are defined locally, based on a simple criterion involving the number
of edges inside and outside a group of vertices. One starts from a vertex-origin and keeps
adding vertices lying on successive shells, where a shell is defined as a set of vertices at a
fixed geodesic distance from the origin. The first shell includes the nearest neighbours of the
origin, the second the next-to-nearest neighbours, and so on. At each iteration, one calculates
the number of edges connecting vertices of the new layer to vertices inside and outside the
running cluster. If the ratio of these two numbers (emerging degree) exceeds some predefined
threshold, the vertices of the new shell are added to the cluster, otherwise the process stops.
However, the detected communities depends closely on the localization of the starting node
and the algorithm requires a time O(n3).

4.4.7 Algorithm based on global properties

An iterative community detection algorithm based on a measure of information discrepancy
(MID) have been proposed by Zhang et al. [ZZZ08]. The authors have defined the profile
of each node based on the shortest path (SP) between all the other nodes in the network; if
the profiles of a set of nodes are similar, then they can be in the same community, due to
the fact that the profile of each node characterizes its overall connection information in the
whole network. Thus, if two nodes i and j have similar SP profiles, they must have a very
close relationship. In this algorithm, the nodes which have a larger degree and have a less
probabilities than a predetermined value are called hubs, when nodes are closer to one hub
they form a hub community. An iterative procedure is used to identify hub community and
non hub community.

4.5 Divisive methods

The divisive methods split the graph into several communities by removing gradually the edges
which connect two distinct communities. Thus, the network is divided into several components
representing communities. This removal process of edges can be stopped at any step according
to constraint used in each divisive method.
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4.5.1 Random walk techniques

Zhou et al. [Zho03a] [Zho03b] have proposed a divisive algorithm based on dissimilarity index
between nearest neighbors of a network. Initially, the approach [Zho03b] considers the whole
network as a single community. For each community, a threshold parameter θ is computed and
equals the initial value θupp (the upper dissimilarity threshold) of that community. Repetitively,
the algorithm carries out changes of the dissimilarity threshold and finds out the nearest
neighbors which are friends ( if Λij <= θ , then nodes i and j are friends). Different sets
of friends are then formed. A node that does not have any friends is moved to the set of
friends in which it has the strongest interaction. In each phase, the nodes are distributed into
a number of disjoint communities. The obtained dendrogram shows the relationship between
communities and gives the upper and lower dissimilarity thresholds of each community.

4.5.2 Algorithms based on modularity optimization

Several works have used approximation algorithms and heuristics to deal with the modularity
optimization problem [BDG+06]. Duch et al [DA05] have proposed an heuristic search method
to optimize the search space and find the optimal modularity. They have defined the total
modularity Q as the sum of the local modularity qi on each node such as qi is normalized in
the interval [−1, 1] and is written as

λi =
qi
ki

=
kr(i)

ki
− ar(i) (4.9)

Where: λi is the fitness of node i, ki is the degree of node i, and kr(i) is the number of links
that a node i belonging to a community r has with nodes into the same community. Initially,
the algorithm splits the nodes of the whole graph in two random partitions having the same
number of nodes each one. This initial communities are considered as connected components
for each partition. At each time step, the system self-organizes moving the node with the lower
fitness (extremal) from one partition to an other one. In principle, each movement implies the
recalculation of the fitness function of many nodes. The process is repeated until an optimal
state with a maximum value of Q is reached. After that, the algorithm deletes all the links
between both partitions and proceed recursively with every resultant connected component.
The process finishes when the modularity Q could not be improved. The algorithm runs in
O(n2logn), however, the final partition depends closely on the initialization phase of the ran-
dom partition in the network.
Newman et al [NL07] have used the probabilistic mixture models and the expectation maxi-
mization algorithm to infer module assignments and to identify the optimal number of modules
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in a complex network. The method divides nodes into classes such that the members of each
class have a similar patterns of connection. Expectation maximization algorithms are known
to converge to local maxima of the likelihood but not always to global maxima, and hence it
is possible to get different solutions from different starting points.

Ball et al. [BKN11] have proposed a method for finding overlapping communities based
on a generative model of links. The kind of a link presents a main factor to determine all
communities. The expected number of links of color z that lies between nodes i and j is
θizθjz (or 1

2θizθjz
in case of self-edges). This approach uses an expectation maximization (EM)

algorithm to find a maximum log likelihood. It solves the following equations:

θiz =

∑
j Aijqij(z)√∑
ij Aijqij(z)

(4.10)

Where qij(z) is the probability that an edge between i and j has color z, which is the quantity
needed in order to infer link communities in the network.

qij(z) =
θizθjz∑
z θizθjz

(4.11)

Thus, the final algorithm for dividing the network iterates the EM equations to convergence
and, then, assigns each node to the community for which θ

(i)
iz is the largest.

4.5.3 Algorithms based on spectral analysis

Newman and Leicht [LN08] have proposed an extension of the spectral optimization method
and have rewritten the modularity [New06] for the directed complex networks: If an edge is
directed, the probability that it will be oriented in either of the two possible directions depends
on the in- and out-degrees of the end vertices. For instance, taken two vertices i and j, where
i (j) has a high (low) indegree and low (high) outdegree, in the null model of modularity an
edge will be much more likely to point from j to i than from i to j. Therefore, this proposal
defines the modularity as follows:

Q =
1

m

∑
ij

[Aij −
kin
i kout

j

m
]δci,cj (4.12)

The elements of the modularity matrix are defined as:

Bij = Aij −
kin
i kout

j

m
(4.13)
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To obtain the symmetric modularity matrix, Q have been rewritten as:

Q =
1

4m
sT (B +BT )s = βi(v

T
i s)

2 (4.14)

Where: βi is the eigenvalue of (B + BT ) corresponding to eigen vector vi and si equal to +1
if node i is assigned to community 1 and −1 if it is assigned to community 2. Therefore, the
algorithm calculates the eigen vector corresponding to the largest positive eigenvalue of the
symmetric modularity matrix (B + BT ) to divide the network into two communities, which
are identified according to the signs of the elements of the eigen vector. Thus, a generalization
of the modularity matrix is given:

B
(g)
ij = Bij − δij

∑
k∈g

Bik (4.15)

Where: B(g) is the modularity matrix of the subgraph. These spectral optimization method
extracts directed information of links resulting in identifying a significant community structure
in time O(n2logn).

In [NN12], the authors focus on the spectral properties of the adjacency and modularity
matrices using random matrix methods. This approach is built based on the stochastic block
model. The probability of an edge between two nodes depends only on the groups with which
the nodes fall. If the diagonal elements of the matrix of probabilities are greater than the
off-diagonal elements, then the network displays a community structure with a greater density
of edges within groups than between them.

4.5.4 Algorithm based on local properties

Shen et al. [YS] have proposed a filtration recursive method using a random model for net-
works in order to simultaneously run the removal of several edges in each filtration operation.
The algorithm applies a recursive community coefficient (CRC) to quantify the quality of di-
vision. The authors have proposed a quality function that recursively optimize the recursive
community coefficient. The method [YS] runs in O(m2 + (c+ 1)m), for a network of m edges
and c communities.
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4.5.5 Algorithm based on global properties

The approaches proposed by Newman et al. [GN02] [NG04] are inspired from Freeman works
[Fre77]. The intuitive design of a central point in the communication, which based on the
structural property of betweenness, allows to define this point as being connecting between
other points along their shortest paths of communication [Fre77]. Edge betweenness is the
number of shortest paths between all vertex pairs that run along the edge [New10]. It is an
extension to edges of the popular concept of site betweenness, introduced by Freeman in 1977.

Newman et al. [NG04] have defined three measures: shortest-path betweenness, current-
flow betweenness and random walk betweenness. The algorithm can calculate the short-
est paths between a particular pair of nodes using the breadth-first search in time O(mn2)

[AMO93], [THCS01]. Newman have proposed [New01] a powerful algorithm which find all
edge betweennesses in time O(mn). After that, the algorithm detect communities by the re-
moval of the edges with largest betweenness. The algorithm results in high quality partitions
for networks of small size. However, at each step, when removing an edge, both of the shortest
path betweeness algorithm and random walk betweeness algorithm update all computations
which is very expensive in computation and need to be carried out in O(n3).

Sales-Pardo et al [SPGMA07] have observed that the hierarchical structure gives a very
significant knowledge of the dynamics of several complex networks such biological networks
[[Bi] [IS05]. It determines the organization of complex systems and extracts the relevant
information at each level. They have proposed a top-down method consists of two steps: 1)
measuring the similarity between vertices; 2) deriving the hierarchical structure of the graph
from the similarity matrix [SF82]. The similarity measure, named node affinity, is based
on Newman-Girvan modularity. Basically, the affinity between two vertices is the frequency
with which they coexist in the same community in partitions corresponding to local optima of
modularity. The latter are configurations for which modularity is stable, i. e. it cannot increase
if one shifts one vertex from one cluster to another or by merging or splitting clusters. The
algorithm gives meaningful partitions for some social, technological and biological networks
but it is quite slow.

Fortunato et al [FLM04] have suggested a divisive algorithm that uses a centrality measure
[LM04] which is based on the concept of efficient propagation of information over the network.
The efficiency between two nodes i and j is equal to the inverse of the shortest path length,
and the average efficiency of the graph G is defined as the average of the individual efficiency
over all n(n−1) ordered pairs of distinct nodes. Information centrality can be used to quantify
the importance of an edge of the graph G. The information centrality CI

k of the edge k is
defined as the relative deviation efficiency caused by the removal of an edge from G. The
algorithm finds and removes iteratively the edge with the highest information centrality. The
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drawback of this algorithm is the computational cost.

4.5.6 Algorithm based on clustering coefficient properties

Watts and Strogatz [WS98] have proposed a model of clustering coefficient. The clustering
coefficient quantifies how the neighbors of a node are well connected in a network. Radicchi et
al [RCC+04] have proposed a divisive algorithm for detecting communities using the concept
of edge clustering coefficient. They have defined the edge-clustering coefficient by analogy with
the node-clustering coefficient. It is the number of triangles to which a given edge belongs
divided by the number of triangles that might potentially include it (see figure 4.6).

Figure 4.6: Schematic illustration of the edge clustering coefficient introduced by Radicchi et
al. The two grey vertices have five and six other neighbors, respectively. Of the five possible
triangles based on the edge connecting the grey vertices, three are actually there, yielding an
edge clustering coefficient C3 = 3

5

Formally, for the edge-connecting node i to node j, the edge-clustering coefficient is defined
as:

C
(3)
i,j =

z
(3)
i,j + 1

min[(ki − 1), (kj − 1)]
(4.16)

Where: z
(3)
ij is the number of triangles built on that edge (i, j) and min[(ki − 1), (kj − 1)] is

the maximal possible number of these triangles. The idea behind the use of this quantity in
a divisive algorithm is that edges connecting nodes in different communities are included in
few or no triangles and tend to have small values of C(3)

i,j . On the other hand, many triangles
exist within clusters. Hence, the coefficient C

(3)
i,j is a measure of how intercommunitarian a

link is. A problem arises when the number of triangles is zero, because C
(3)
i,j = 0 irrespective

of ki and kj, to To remove this degeneracy in the network structure, Radicchi et al [RCC+04]

59



Chapter 4: Community Detection Methods in Complex Networks

have defined higher order cycles g as:

C
(g)
i,j =

z
(g)
i,j + 1

s
(g)
i,j

(4.17)

Where: z(g)i,j is the number of cyclic structures of order g the edge (i, j) belongs to, and s
(g)
i,j

is the number of all possible cyclic structures of order g that can be built given the degrees
of the nodes. The algorithm removes the smallest edge-clustering coefficient at each step and
each removal operation requires only a local update of clustering coefficients, so the algorithm
is much faster than several algorithms.

Lind et al [LGH05] have studied the clustering coefficient of bipartite networks for which
there are no cycles of size three, and therefore, the standard definition of clustering coefficient
given in [LP49] can not be used. Thus, the coefficient is defined as the number of existing
square over the total number of all possible squares.

Zhang et al. [ZWL+08b] have proposed a community detection algorithm for bipartite
networks. The main idea is to remove at each step the edge which have the smallest value of
edge-clustering coefficient. The authors have defined the clustering coefficient as the fraction
of the number of observed squares to the total number of possible squares in the graphs. The
edge-clustering coefficient LC4 is defined as

LC4,iX =
qiX

(ki − 1)(kX − 1) + k
(2)
i + k

(2)
X

(4.18)

Where: qiX is the number of squares to which a given edge liX belongs.ki is the degree of
node i and k

(2)
i is the degree of the second neighbors of node i except the nodes which are

the first neighbors of node X. In bipartite networks, a clique is a square. It is the basic unit
which gives the relationship of two nodes in the same set. The clustering coefficient LC3 of
edge liX is defined as:

LC3,iX =
1

ki + kX − 2
(

kX∑
m=2

tmi

km + ki − tmi

+

ki∑
N=2

tNX

kN + kX − tNX

) (4.19)

Where: nodes m and i are from the same set and i and X are not in the same set, tmi is
the number of triples which contain node m and i, tNX is the number of triples which contain
node N and X. The divisive algorithm , for bipartite structure, reveals a good community
structure, however, the number of detected communities has to be determined in advance.
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Figure 4.7: Example of a dynamic in communities

4.6 Dynamic community discovery methods

The study of dynamic networks is very interdisciplinary in nature. The network structure,
describing how the graph is wired, helps us to understand, predict and optimize the behavior
of dynamical systems. In many cases, however, the edges are not continuously active. As an
example, in networks of communication via email, text messages, or phone calls, edges repre-
sent sequences of instantaneous or practically instantaneous contacts. In some cases, edges are
active for non-negligible periods of time: e.g., the proximity patterns of inpatients at hospitals
can be represented by a graph where an edge between two individuals is on throughout the
time they are at the same ward. Like network topology, the temporal structure of edge activa-
tion can affect dynamics of systems interacting through the network, from disease contagion
on the network of patients to information diffusion over an e-mail network. The basic commu-
nity events described in [PBV07] shows the basic events on dynamic communities for complex
networks. In figure 4.7, we distinguish between six operations on dynamic communities that
are briefly described in the following:

• Birth, when a new community emerges without predecessor.

• Death, when a community disappears without successor.

• Merging, when several communities join together to form a new community.

• Splitting, when a community splits into several new communities.

• Growth, when a community gains new members.

• Contraction, when a community loses members.
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Yang et al [YCZ+11] have proposed a dynamic stochastic block model that captures the
evolution of communities by explicitly modeling the transition of community memberships
for individual nodes in the network. This model assumes that the nodes of the network are
divided into classes, and describes the probability of an edge between two nodes based only
on the classes to which they belong, it divides the nodes in disjoint classes. The generative
process includes the community assignments of all nodes in a social network at a given time
step where each node is assigned according to probability π. The links between nodes are
generated according to the Bernoulli distribution. A transition matrix A is determined to
capture the evolution of communities using an expectation maximization algorithm.
Palla et al [[Pa] have proposed a percolation process to detect the overlapped communities
in the networks. The clique percolation method (CPM) is based on first locating all cliques
(maximal complete subgraphs) of the network and then identifying the communities by carry-
ing out a standard component analysis of the clique-clique overlap matrix. To detect dynamic
communities, this method builds a graph union of the two corresponding networks at two in-
stants t and t+1. The authors have determined a correlation function to quantify the overlap
between communities over consecutive steps, it is defined as:

CA(t) =
|A(t0)

∩
A(t0 + t)|

|A(t0)
∪

A(t0 + t)|
(4.20)

However, CPM method supposes that the graph has a large number of cliques, thus it can fail
to detect significant partitions for graphs containing just a few cliques.

Greene et al. [GDC10] have defined a dynamic network as a set of l time step graphs
g1, ..., gl, providing snapshots of the nodes and edges in the overall network at successive
intervals. Then, authors deal with the identification of a set of k′ dynamic communities
D = D1, ..., Dk′ that are existing in the network across multiple time steps. The observa-
tions can be taken from any disjoint or overlapping groups in order to provide assignments for
some or all of the nodes in the complete network. This approach considers this problem as
a weighted bipartite matching task. It uses Jaccard coefficient to compare a community over
time t and the the recent observation. The algorithm of Bit array operations [APU09] is used
for comparison.

Mitra et al.[MTR12] have analyzed communities based on repeated inter-temporal inter-
actions. In dynamic communities nodes switching from a community to another across time,
or the possibility that a community survives while its members are being integrally replaced
over a longer time period. The authors have proposed a formalism to track the evolution of
communities in the context of time-directed datasets such as citation networks.
In the work [AG10], the authors have proposed a method to detect only one decomposition in
communities that is good for every time step. The have shown that this unique partition can
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be computed with a modification of the Louvain method and that the loss of quality at each
time step is generally low despite the constraint of global maximization.

In [NDXT11], the authors have proposed a Quick Community Adaptation (QCA) to dis-
cover community structure and track the network changes. They have defined the adaptive
community structure detection algorithm as a core for dynamic MANETs based on the idea
that Mobile Ad hoc Networks exhibit the existence of groups of nodes where each group is
densely connected inside than outside, therefore this method provides speedup and robustness
to routing strategies.
We recommend the published paper of Fortunato [For10] for further reading.

4.7 Conclusion

The detection of a significant community structure is an important mechanism for understand-
ing the structures and functions of complex networks. For this reason, several meaningful
methods have been proposed in the literature. In this chapter, we have described the princi-
ple definitions of community structure, have reviewed the community discovery methods,and,
have given keys concepts for further chapters.
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Chapter 5

An Ad Hoc Topology Scheme
Founded on Community Structure
Proprety

5.1 Introduction

A mobile ad hoc network is a collection of autonomous wireless mobile units that move freely
using their wireless interfaces for communication without the aid of an existing infrastructure
[Moh02]. Therefore, the mobile network doesn’t require a centralized administration entity
to manage the operation of the different mobile nodes. Mobile devices profiling aims to take
advantage from social proprieties of individuals in order to deploy a new social aware methods
for wireless network management. In this work, we seek to construct an efficient topology
that realistically establishes communication links with respect to the belonging of the mobile
users (their communities). Constructing an efficient topology is important to improve network
throughput and conserve energy of mobile devices.
As we discussed in chapter 3, there are two types of topologies [MH]; Covering node Sets (MPR,
k-CDS, DS / IS...) and Link Based Structure (DAGs, cliques...). Connected dominated set
topologies CDS can be used for building clusters. Thus, CDSs provide several advantages
in network applications such as ease of dissemination and of virtual backbone construction
[SSZ02], however, connected dominated set topology may generate an undesirable number of
cluster heads. Hence, several studies focus on the decision problem of the minimum connected
dominating set. Guha et al. [GK98] focus on the question of finding a connected dominating
set of minimum size, where the graph induced by vertices in the dominating set is required to
be connected as well. In addition, weakly-connected dominating Set ( WCDs) have been used
to minimize the number of cluster heads [CL03]. As it is NP-complete to determine whether
a given graph has a weakly-connected dominating Set of a particular size, the authors present
a zonal distributed algorithm for finding small weakly-connected dominating sets. Besides,

64



Chapter 5: An Ad Hoc Topology Scheme Founded on Community Structure Proprety

several methods have been proposed to construct a Minimum independent set of a graph. We
can find a comprehensive survey of the available methods to construct MIS and CDS solutions
in ad hoc networks in the work [LWG10]. Several methods of Link Based Structure have been
proposed to better construct virtual dynamic topology for routing, data aggregation , ect in
ad hoc networks. Thus, in this chapter, we present an efficient distributed topology based on
the concept idea of the CDS and the spanning tree [DBS14] to provide a self organized policy
to mobile devices with respect to the common interest of the mobile users. We will describe
the topology construction phases and will illustrate who each mobile entity is aware about its
neighbors which resulted in an efficient topology for communication. The chapter is followed
by studying the interaction between virtual topology layer and the routing layer introducing
a new topology scheme for a routing application.

5.2 Constructing topology based on structural equivalence

We introduce a novel approach that allow mobile device to reach all members of its community
based on an efficient virtual backbone of in-demand community. In fact, we have proposed a
distributed algorithm to construct a clustering tree topology based on structural equivalence.
In the first phase, the algorithm identifies a sets of nodes that cover all nodes of the graph,
regardless of their belonging to communities in order to build a set of privileged nodes and
their clusters. In the second phase, the algorithm connects only nodes in the clustering tree
to nodes that are either in the same community or they are covering at least one node of this
community by creating virtual backbone of community in order to ensure the communication
between nodes within a community and manage efficiently the routing requests.

5.2.1 Preliminary and definitions

Let’s consider an ad hoc wireless network presented by a graph G = (V,E), with V is the
set of nodes and E ⊆ V 2 is the set of communication edges, according to the unit disk
graph (UDG). We suppose that nodes have the same range transmission and the radio signal
propagates according to the free space model. We define
n: the number of nodes in the network, n = |V |
ku: the degree of node u.
Γ: the maximum degree of graph.
N(u): the set of neighbors of node u, N(u) = {v ∈ V/v ̸= u ∧ (u, v) ∈ E}
Au,v: is the adjacency matrix of the network . It is defined as 1 if nodes u and v are connected,
otherwise it is 0.
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Each node u belongs to a community of interest denoted by Cu. The goal of this work is to
enable a node to reach all members of its community through an optimal route of the graph
of communication. Thereby, the proposed algorithm computes similarity between nodes using
the information contained in the network structure in order to design an efficient backbone
and ensure sufficient coverage of nodes that may participate at the same community. Similar-
ity can be calculated with many different ways. Here, we focus on the topological structure
measures [LW71].
Two nodes are structurally equivalent if they share many of the same network neighbors[New10].
The point is to take advantage of the topological perspective of the structural equivalence mea-
sure. Intuitively, nodes that have high structural weight maintain high coverage of nodes in
the network and nodes that are members in the same community have high probability to
have a common neighbors , thus, we will be able to design an efficient backbone of all nodes
that belong to the same community. Therefore, we define the structural equivalence:

Definition 11 Two nodes are structurally equivalent , in a network, if they are connected
and share many neighbors.

Formally, the structurally equivalent between two connected nodes u and v can be written
as:

σvu =

∑
(Au, ∗ A,v) ∗ Auv√

kukv
Au,v (5.1)

Thus, we define the structural weight for each node:

Su =
∑
v

σuv (5.2)

Figure. 5.1 shows an example of structural equivalence between two nodes u and v. They
have a direct wireless link and share two same neighbors.

Figure 5.1: Structural equivalence between two nodes.
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5.2.2 Neighbors detection

We assume that node u send a message to node v , with respect to direct transmission, the
minimum power required to send its message is written as follows:

Pt(u, v) = τdαu,v (5.3)

Where:
τdαu,v is the power transmission from node u to node v ,α is the path loss exponent,(2 ≤ α ≤ 4),
it depends on the characteristics of communication medium [R+96]. We assume that all nodes
have the same maximum transmit power and the wireless medium is symmetric. First, the
proposed algorithm identifies the list of neighbors with minimum transmit power. Initially,
each node u send a control message at maximum power, upon receiving the beacon from
a neighbor v, node u can compute the transmit power needed to reach v by comparing the
received power of the control message with the maximum transmit power. Then, the algorithm
selects the neighbors of node u with minimum transmit power and eliminates the neighbors
which requires a transmit power upper than a given threshold of transmit signal strength in
order to reduce the number of coordination and the energy consumption.

5.2.3 Clustering tree Algorithm

In this section, we discuss a clustering mechanism; clustering tree algorithm, that exploits the
set of privileged nodes to ensure sufficient coverage. Therefore, the algorithm constructs a
virtual topology that chooses a best set of nodes which dominate the remaining nodes with
a minimum number of links. After the neighbors detection phase, node u broadcasts locally
a message containing its ID and the list of its neighbors, upon receiving this message, each
neighbors v checks if it has efficient power link Pt(u, v) between its neighbors. If so, it adds
them to the set of its neighbors,then, every node updates the adjacency matrix , computes
and broadcasts its structural weight in local way. In the last step, the algorithm constructs
the clustering tree, which is a subgraph of G.

In order to perform a cluster formation, each node must have its view of the current cluster
configuration, thus, we define the state of nodes as follows:
stateu = CH, cluster head (CH).
stateu = SN , cluster member (Simple Node).
stateu = LN , cluster member (Leaf Node).

Several clustering approaches have been proposed; the Lowest-ID algorithm [GT95] gives
to each node a separate ID "identification" and periodically broadcasts a list of its neighbors.
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This algorithm has been improved in [CWLG97]. Basuet al [BKL01] introduced a metric
for mobility, for mobile ad hoc networks (MANET), based on the ratio between the received
power levels of successive transmissions measured at any node from all its neighboring nodes.
Thereby, the definition of a cluster should not be defined a prior by some fixed criteria, but
should reflect the density of the studied network [MBF04]. In our work, the principle idea
consists of selecting nodes that have a highest structural weight, as they are the best candidates
to cover a larger number of nodes and construct a clustering tree. Therefore, the cluster head
selection phase is as follows: let v ∈ N(u), each node u compares its structural weight with
its 1-neighbors N(u), if node u has the highest structural weight (S(u) > S(v)), it will be
selected as cluster head L(u) = u, otherwise the algorithm chooses a parent of node u with
highest structural weight D(u) = w. To this end, we have defined three cases to allow node u

to join its suitable cluster based on its structural weight:

• If the parent of node u (u’s parent) is a cluster head, u will join its parent w (D(u) =

L(u) = w).

• If u’s parent is not a cluster head, node u compares its structural weight with that of its
neighbors except its parent w ( this set is defined by M(u) = {u}∪N(u)∩{w}), in order
to join the nearest cluster head, thus, node u selects a new parent, and this process will
be iterated until that u will join its cluster head.

• If node u has a low degree (ku = 2) or is a leaf node it will join its parent w, then a
branch of the tree is extended till it joins its cluster head.

We remark that the procedure for constructing the topology, Construct(T, u, w) builds a
clustering tree gradually in which every node belongs to a cluster and the inter-clusters links
allow to exchange message between the nodes.

5.3 On construction of virtual community backbone

In this section, we describe the social-aware algorithm and how it builds a virtual community
backbone (see algorithm 2). Discovering this underlying structure help mobile devices to being
aware about users mobility.
The steps of the proposed algorithm are: a node s sends a search request (s, Cr) to its members
of cluster to discover in-demand community Cr. We assume that a request sent by a node is
received correctly in a finished time by all its members of cluster. Due to the fact that the
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cluster head are coverage nodes, they serve as a relay, and, consequently, they belong to the
backbone. Upon receiving such request by a node u, it sends a request reply indicating its
state in the cluster (NS,NF ).

For a node u that is a simple node, the steps of the algorithm are:

• if a node u belongs to the in-demand community, it responds by sending a request reply
RRep(u,M = 1,Mem = {(u, L(u))}, LB = {}) to D(u) , where:
u is the node identifier, the parameter M = 1 indicates that node u belongs to the
in-demand community , the set Mem = {(u, L(u))} contains the cluster head of node
u, and the set LB indicates all the nodes that have been identified as a member in the
backbone.

• Then, node u joins the local backbone covering by its cluster head L(u), we call a function
to build the backbone LocalBackbone(L(u)).

• After that, node u will broadcast the search request to the list of its subtrees of children
( u ’s children) NC = {v ∈ N(u)/D(v) = u} even if it does not belong to the in-demand
community in order to find the backbone members by sending Req(u,Cr) to the list
NC(u).

• Let v be in the list of subtree NC, node u processes all received requests
RRep(v,M(v),Mem,LB) from a node v ∈ NC(u), so, the algorithm will join node v to
the local backbone if M(v) = 1.

• If a leaf node u belongs to the in-demand community, it will send the responds to its
parent.

5.4 Results

The proposed approach builds an efficient backbone for the users of ad hoc networks with
respect to their communities of interest. We have first described a clustering topology phase,
where all the nodes get their neighborhood information, update their own data structure
(adjacency matrix, structural equivalence, structural weight), and , then, construct a virtual
backbone that ensures connectivity and results in a good coverage of members of communities.
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Data: G(E, V ), Pmax the maximum node transmit power.
1. Initialization
begin

N(u) = {}; D(u) = {}; L(u) = {}; M(u) = {};
end
2. Information exchange
begin

u sends beacon message at transmit power Pmax

end
3. Neighbors detection
begin

upon receiving message from node v

Compute the Pt(u, v)

if Pt(u, v) < Pthreshold(u,N(u)) then
N(u) = N(u) ∪ {v}

end
end
4. Constructing Clustering tree
begin

u broadcasts locally the list of its neighbor
Wait for stabilization time
Update Auv

Compute structural equivalence neighbors list(u)

Node u broadcast its structural weight in beacon message
while L(u) = {} do

if (∀v ∈ N(u), S(v) < S(u)) then
L(u) = u

Statutu = CH

Construct(T, (u,N(u)))

end
else

(∃w ∈ N(u), (∀v ∈ {u} ∪N(u), S(v) < S(w))

D(u) = {w}
L(u) = L(w)

if D(w) = L(w) = w then
Statutu = SN

if deg(u) = 1 then
Statutu = LN

end
Construct(T, u, w)

end
else

begin
if D(w) = L(w) ̸= w and deg(u) >= 3 then

M(u) = u ∪N(u) ∩ w

order(list(M(u)))
(∃z ∈M(u), (z = first(list(M(u))

if u=z then
L(u) = u

Statutu = CH

Construct(T, u,M(u))

end
else

D(z) = x, x ∈ N(z)

L(u) = L(z) = L(x) Iterated until that u is joined to its cluster head
end

end
else

if deg(u) < 3 then
D(w) = k, k ∈ N(w)

Statutu = SN

if deg(u) = 1 then
Statutu = LN

end
Construct(T, u, w)

L(u) = L(w) = L(k) Iterated until that u is joined to its cluster head
end

end
end

end
end

end
end
return ConstructClusteringTree(T,D(u), L(u))

Algorithm 1: Construction of clustering tree - phase 1
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Data: T, L(u), D(u)

Procedure CommunityDiscoveryBackbobne ()
begin

M : indicate if a node belongs to the requested community.
Cache: caching of node u

LB = {}
Upon receiving the request packet Req(s, Cr) from u node
if (statutu = NS) then

if (Cu = Cr) then
Send RRep(u,M = 1,Mem = {(u, L(u))}, LB = {u}) to D(u)

Add u to LocalBackbone(L(u))

end
NC = {v ∈ N(u)/D(v) = u}
Send Request packet Req(u,Cr) to NC(u)

time stabilization
for each received RRep(v,M(v),Mem,LB) from v ∈ NC(u) do

if (M(v) = 1) then
LB = LB ∪ {v ∈ NC(u)/M(v) = 1 ∧D(v) = u}
LocalBackbone = true

end
end
if (LocalBackbone = true)and(Cu = Cr) then

Send RRep(u,M = 1,Mem = {(u, L(u))}, LB) to L(u)

Add all nodes in LB to LocalBackbone(L(u))
end
if (Cu ̸= Cr)and(LocalBackbone = true) then

Send RRep(u,M = 0,Mem = {(u, L(u))}, LB) to L(u)

Add u to LocalBackbone(L(u))

Add all nodes in LB to LocalBackbone(L(u))

end
end
else

if (statutu = NF ) then
if (Cu = Cr) then

Send RRep(u,M = 1,Mem = {(u, L(u))}, LB = ϕ) to D(u)

Add u to LocalBackbone(L(u))

end
end

end
end
begin

Broadcast Req(s, Cr) to node member of cluster for 1 hop
CommunityDiscoveryBackbobne()

Send information for Update cache of node s

end
return GlobalBackbone(Cr)

Algorithm 2: Constructing Global Backbone Algorithm - phase 2
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Figure 5.2: Initial network

In Figure. 5.2, the network contains 23 nodes and 54 links. First, the algorithm eliminates
the non-efficient power links. Then, it computes the structural weight of each node. Table 5.1
gives the structural equivalence between nodes and the structural weight of each node. The
algorithm selects the leaders 1, 9,15, and 23 because they have the highest structural weight
2.19, 1.63, 1.64, and 1.83 respectively. During the construction of clusters the algorithm selects
the inter-cluster links with a strength connectivity link (red lines in figure 5.3). The result is
a clustering tree topology as is illustrated in figure 5.3(a).

The second phase of the algorithm selects the members of the virtual backbone. Figure
5.3(b). shows an example about how to discover a virtual community backbone (the backbone
of community (1) is presented by red line), for example, node s (id = 8) sends a request for
discovering its community members, upon receiving this request from the cluster head 9, node
s will broadcasts the search request to its cluster members, therefore, if the leaf nodes 10 and
11 belong to the in-demand community Cr = 1, they will send a reply to node 9 and so on.
The clustering tree algorithms generate several messages overhead. We compute the total of
the all exchanged message; when all nodes are looking at their community members by sending
a request to their cluster head, so, in this case, the message complexity is O(nΓ2), where Γ

is the maximum degree of graph. As a result of our approach, the topology are planar and
ensures connectivity.
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Table 5.1: Structural equivalence and structural weight of the studied network.
Nodes σi,j S
1 σ1,2(0,40) σ1,3(0,47) σ1,4(0,47) σ1,5(0,47) σ1,6(0,18) σ1,7(0,18) 2, 19

2 σ2,1(0,40) σ2,3(0,28) σ2,6(0,22) 0, 90

3 σ3,1(0,47) σ3,2(0,28) σ3,4(0,33) 1, 08

4 σ4,1(0,47) σ4,3(0,33) σ4,5(0,33) 1, 13

5 σ5,1(0,47) σ5,4(0,33) σ5,7(0,26) 1, 06

6 σ6,1(0,18) σ6,2(0,22) σ6,8(0,22) σ6,12(0,45) σ6,13(0,20) 1, 28

7 σ7,1(0,18) σ7,5(0,26) σ7,8(0,22) σ7,9(0,45) σ7,10(0,26) 1, 37

8 σ8,6(0,22) σ8,7(0,22) σ8,9(0,25) σ8,12(0,25) 0, 95

9 σ9,7(0,45) σ9,8(0,25) σ9,10(0,(58) σ9,11(0,35) 1, 63

10 σ10,7(0,26) σ10,9(0,58) σ10,11(0,41) 1, 24

11 σ11,9(0,35) σ11,10(0,41) 0, 76

12 σ12,6(0,45) σ12,8(0,25) σ12,13(0,5) σ12,23(0,22) 1, 37

13 σ13,6(0,20) σ13,12(0,45) σ13,14(0.18) σ13,21(0,45) σ13,23(0,40) 1, 68

14 σ13,14(0.18) σ14,15(0,20) σ14,18(0,41) σ14,19(0,24) σ14,21(0.20) 1.23

15 σ15,14(0,20) σ15,16(0,35) σ15,17(0,58) σ15,18(0,50) 1, 64

16 σ16,15(0,35) σ16,17(0.41) 0, 75

17 σ17,15(0,58) σ17,16(0,41) σ17,18(0,29) 1, 27

18 σ18,14(0,41) σ18,15(0,50) σ18,17(0,29) σ18,19(0,29) 1, 49

19 σ19,14(0,24) σ19,18(0,29) 0, 52

20 σ20,21(0,25) σ20,22(0,35) σ20,23(0,45) 1, 05

21 σ21,13(0,45) σ14,21(0.20) σ21,20(0,25) σ21,23(0,45) 1, 35

22 σ22,20(0,35) σ22,23(0,32) 0, 67

23 σ23,12(0,22) σ23,13(0,40) σ23,20(0,45) σ23,21(0,45) σ23,22(0,32) 1, 83

We have built our own simulator , in C++, to evaluate the performances of our scheme and
compare it with the results given when using MIS backbone algorithm [GHJS03]. We have
studied the quality of this proposed algorithm for finding efficient connected covering sets,
measuring the backbone nodes set size, and the network life time. We compare our approach
to the Minimum Independent Dominating Set algorithm proposed, and we have added to this
scheme a clustering steps to exchanging messages between each MIS nodes and its dominated
nodes. In our experiments, we generate random graphs repeatedly and run the two methods.
The size of the graphs ranges from 50 to 100 nodes, and to simulate the structure of ad hoc
networks, all nodes have the same transmission range and all nodes are deployed in a square
area.

Figure 5.3: An example illustrates the network topology:(a) a clustering tree network topology
.(b)the community backbone.
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As we can see from figure 5.4 (a), the size of backbone nodes of the in-demand community
Cr increases as the network size increases but it is smaller than the size of cluster head
nodes produced by MIS topology. This is due to the fact that our approach selects the best
nodes candidates for cluster head that covering larger number of nodes (cluster members and
members of communities). The simulation results show that the awareness of nodes , in our
approach, performs better in prolonging network lifetime (see figure 5.4 (b)).

Figure 5.4: Comparaison between MIS backbone and virtual community backbone. (a)The
size of backbone nodes .(b) Network lifetime.

5.5 Routing application and topology features

The issues of finding optimal topologies and investigating their features in the layers of the
protocol stack such as routing layer has been discussed in several works [San05]. In this sec-
tion, we aim to understand the interaction between routing layer and topology layer. For this
raison, we have proposed an improvement of the DSR protocol based on optimal topology of
relay region and enclosure graph, particularly, we discuss the potential advantages of using an
optimal topology in wireless networks to reduce node energy consumption [AD].

5.5.1 Key idea

In our work [DB13], we have proposed an extension for DSR protocol using an efficient en-
ergy technique. The basic idea is to use the concepts of relay-region and enclosure graph,
proposed for the control topology protocol, in the work of Rodoplu et Meng [RM99b]. The
authors illustrate that a simple local optimization scheme executed at each node guarantees
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strong connectivity of the entire network and attains the global minimum energy solution for
stationary networks.

5.5.2 Relay region

Let us consider an ad hoc wireless network presented by a graph G = (V,E), with V is the
set of nodes and E ⊆ V 2 is the set of communication edges, according to the unit disk graph
model (UDG).
We suppose that node u must send a packet to node v, which is at distance d (see figure 5.5).
Nodes have the same range transmission and the radio signal propagates with the free space
model. Thus, the power needed to send a message directly from u to v is proportional to d2.
If node w is in region relay of node u, the distance is given: d2 ≥ d21 + d22. In this case, using
the intermediate node w to relay u’s packet is preferable from the energy consumption’s point
of view.

Figure 5.5: Using a relay region: node u must send a packet to v, which is at distance d; using
the intermediate node w to relay u’s packet is preferable from the energy consumption’s point
of view.

The region relay of a pair transmitter-relay of node (u,w) identifies the set of points in the
plan for which the communication via the node relay is more efficient in energy conservation
than a direct communication [RM99b]. Formally, the region relay is defined:

RRu→v = {(x, y) ∈ R2 : Pu→w→(x,y) < Pu→(x,y)} (5.4)

where
Pu→(x,y): the power required to transmit from node u to node v.
Pu→w→(x,y): the power required to transmit from node u to node v through an intermediate
node w to relay u’s packet.

The enclosure of node u represents the region of the plane beyond which it is not energy
efficient for node u to search for one hop neighbors.
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5.5.3 Energy consumption model

We have discussed the available energy consumption models in [Dri], most of them including
transmitted power, received power and idle power. We suppose that node u wants to send a
message to node v , in case of direct transmission, the minimum power required to send the
message is written as follows:

Pu→v = τdαu,v (5.5)

Where:

τdαu,v: is the energy transmission from node u to node v, α is the path loss exponent,2 ≤
α ≤ 4, it depends on the characteristics of communication medium [R+96].
If node w is a relay node, the total transmit power is:

Pu→w→v = Pu→w + Pw→v + c (5.6)

Where:
c: is a constant term that accounts for the receiver power consumed at the relay node w.
The residential energy of a node u at time t is given in equation (5.7).

Eu(t) = Eu(current)− [Ptx + Crx + Iidle] (5.7)

Where:
Eu(current): is the current energy of the battery.
Ptx: is the total energy consumed by node u during packet transmission.
Crx: is the total energy consumed at node u during packet reception.
Iidle: represents the total energy consumed by each node when the state of the wireless channel
is idle.

5.5.4 Energy Aware Route Discovery Process

The Power Control Dynamic Source Routing algorithm (PCDSR) aims to minimize the power
consumption during the route construction phase and routing process. The structure of the
route request packet of DSR protocol has been modified to carry information of power level
and it will be updated periodically. The energy model takes into account the energy consumed
during packets transmission, packets reception, and power consumed in the idle phase. Initially
all nodes have the same initial energy. The main steps of the proposed algorithm are presented
in algorithm 3.
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In PCDSR mechanism, a node computes its relay region in order to relay packets through
intermediate nodes instead of using a long energy-inefficient edge. Therefore, nodes consume
minimal transmit power while detecting neighboring nodes. Further, the algorithm defines
weight to each link, and , upon receiving route reply, it calculates the total costs of the
discovered routing paths. Then, source node saves the routes discovered in the route cache
and select the best routing path.

1. Initialization:

N(u) = ∅ is the neighbor set of node u

N : total number of nodes

d: destination node.

γ(t): A threshold of remaining battery capacity at time t.

2. Forwarding the request packet:

A source node s forwards a Request packet

for each node u ̸= d that have received Request packet do
Update N(u)

Update routing Table

Update the weight field in the request packet weight(k, u)

let k ∈ N(u)

Compute remaining power Eu(t)

Eu(t) = Eu(current)− [Pk,u + Ck,u + Iidle]

Eu(current) = Eu(t)

if (Eu(t) > thresholdvalue) then
RelayRegion(u)

if ( ∃ ((k − u) and (k − f − u) in header of request packet) and (Pk→f→u < Pk→u) then
Node u ignore request packet with (k − u) path

u update its routing table and save (k − f − u) path.
end

Node u send a Request packet at minimum power Pminu

Compute the minimum weight of link : weight(u, ui+1) = Eu(current)− Pminu

end
end
3. Receive reply packet:

for each path ρi do
for each node u to destination node d do

Send reply packet

Compute the path power Cost:

Costpathρ =
∑h

i=0 weight(ui, ui+1)

end
end
Select the minimum path:

R = min(Costpathρ)

End
Algorithm 3: Power Control Dynamic Source Routing algorithm
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5.5.5 Results

We simulate our approach in NS-2 [[FV]. We give the following scenario: size of nodes = 20

nodes, the area of simulation is 1000mx1000m, simulation was performed in 1000seconds, and
we use Random Walk Mobility Model. The propagation model is Two ray ground model.
Figure 5.6 illustrates the total energy evolution in time when running the DSR and PCDSR.
Network lifetime always play a vital role in determining the network connectivity and network
capacity of energy constraints network, we remark that PCDSR gives better network lifetime
as compared to DSR.

Figure 5.6: Network lifetime

In figure 5.7, we highlight the relative performance of DSR and PCDSR protocols for total
received Packet with varying numbers of nodes. We observe that PCDSR protocol has better
performance than DSR protocol.

Figure 5.7: Rate of received packets of DSR vs PCDSR

The results show that the PCDSR protocol is more efficient than the DSR protocol in terms
of energy consumption. This analysis illustrates that investigating the potential advantages
of a virtual topology layer will increase the availability of resources and ensures a better
self-organization of mobile devices.
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5.6 Conclusion

Communication on a ad hoc wireless channel is characterized by scarce resource availability; in
particular, energy and network bandwidth are available in very limited amounts. Therefore,
we have proposed a new approach of constructing an efficient topology with respect of the
information of communities of mobile users that have been extracted from human mobility
analysis to provide the desired performance level and help mobile devices to being aware about
users mobility.

79



Chapter 6

A Pattern Extraction Methodology
for Mobility Paths

6.1 Introduction

The growing interest in mobile social networking inspired a lot of efforts for uncovering mo-
bility patterns from various mobility datasets, e.g., individual human mobility data [FHR09]
[LZX+08] [CLC10] [RSH+09], vehicle movement data [CMC05], and synthetic mobility data
[NP06]. Due to the enormous volume of high resolution positioning data, GPS data in partic-
ular, it becomes imperative to developed mining mobility patterns which are useful in many
application. Therefore, the extraction of mobility patterns from users travel history has been
well studied in the literature and many issues of individuals’ mobility have been proposed. User
similarity has also been explored for understanding the correlation between user behaviours.
In the work [PJZ+16], the authors studied human behaviors in terms of points of interests
(PoIs) which a user visits and they found their classes of relevance that indicate significant
locations of user during its daily movement. Zheng and al [ZX] proposed an Hypertext In-
duced Topic Search based inference model (HITS based inference model) to infer the interest
level of a location and a users ' travel experience based on GPS trajectories within a region,
this model shows that users ' travel experiences and the interests of location have a mutual
reinforcement relationship. However, the studying of a group who share a common interest or
a set of expected behaviors, with highly users correlation, is a new challenge for mobility data
analysis, and it would have a very relevant value to explore the social world around people
by mining the communities of mobile users. In this way focus moves from a single users to
study of statistical properties of the network as a whole [Newa], [Bar],[Nex]. Furthermore, it
is essential to observe the behaviors of users within their communities and analyze them to
find the kind and objectives of a community that may indicate the main driver of individual
movements. However, this raises several questions: which kind of mobile communities are
important for analyzing the users ' mobility? What role plays a common interest in predicting
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human mobility? How do communities provide accurate knowledge to analyze the different
forms of human mobility? We aim to answer to such questions by providing a simple but
effective methodology for efficiently identifying mobiles communities based on common inter-
ests. Firstly, we detect meaningful stays from individual’s traces. Further, these stay points
are clustered in order to understand the relationship between the geographic location and the
activities and to study the concept of interesting locations for people. Then, we introduce the
new concept of interest based mobile communities, and apply a community detection method
to extract the patterns of connections between users that share a common interest. Finally,
we study the community structure and analyze the role of these mobile communities to make
evidence of the added value of this novel concept. The discovered communities show that social
dimension is related to the contexts in which the human interactions occur. The evaluations
and test have been conducted on real dataset.

Therefore, in our work[DBSG17] , we produce the following relevant contributions:

• the introduction of the novel concept of interest based mobile communities that allows
to derive the following properties:

– people share common PoIs, but even more they share common interests;

– people tend to move toward common PoIs over specific period of time while they
can share a similar interest regularly or from time to time;

– we can assign each person to a interest based mobile community;

– most of the people tend to remain within their interest based mobile community;

• a methodology that allows to extract interest based mobile communities and to provide
an abstract level for understanding the relationship between people;

• the validation of the relevance of interest based mobile communities that confirms that:

– interest based mobile communities can provide an effective while simple way for
analyzing people mobility;

– simple classification of interests can suffice to a powerful classification;

The remainder of the our contribution is structured as follows. Section 2 explains the general
methodology. We detail stay point extraction in Section 3. In Section 4 we discuss the discov-
ery phase that gives a pattern mining algorithm, computes similarities and uses a community
detection method in order to analyze mobile communities. The experiments results and eval-
uation are described in Section 5. Conclusions and future work are presented in Section 6.
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6.2 Proposed Methodology

Contextual dimension of human interaction is increasingly mobilized by the impacts of various
mobile technologies and the growth of social networks. Our society is transforming itself into
a mobile society, where interaction itself is mobilized[SMK]. That’s why, in this work, we
are interested in behavioural aspects of individuals to discover groups which have a common
interest and have done similar activities according to the context of the visited places.

Further, it is important to determine the type of relation between users within each commu-
nities and clarify what is the meaning of the detected communities. Our idea revolves around
two observations: 1)The more similar location histories are shared by two users, the more
likely the two users belong to the same communities (friends, colleagues, family), 2) The main
reason that motivates individuals to choose to visit or attend a commonly frequented public
areas or a most interesting locations are their social preferences (social networks, individuals
with whom they share a common interest,...). We divide our work in three main steps: stay
point extraction, pattern discovery and pattern analysis. The focus is put on taking advan-
tage of user interests and preferences, which is actually more valuable than the interest for a
specific location. Furthermore, this contextual view of discovering communities based on user
graph provides a higher abstract level that allows to explore the relationship between people.
For this reason, we extract the location history of an individual using the individual ' s stay
points, and we identify PoIs to mine knowledge about the activities a user does practice within
a specific geographic area. Then we derive the similar interests among people at this level.
This allows us to further estimate the similarity between different individuals which induces
the extraction of their mobile communities patterns. Figure 6.1 recapitulates the structure of
our methodology.

6.3 Stay point extraction

In this section, we detect the stay points from a user ' s mobility path by seeking the spatial
region where the user stayed for a while. We have applied the algorithm that have been
proposed in [LZX+08] in order to extract the stay point that carries more semantic meaning
[ZKS].

Definition 12 A distinct individual 's mobility path mpi = ((p1, t1), ..., (pm, tm)) is a se-
quence of spatio-temporal points, with ti a timestamp and pi ∈ R2.

We can then define the mobility path:
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Figure 6.1: The Proposed Methodology for Stay point extraction, Pattern Discovery and
Analysis in mobile wireless networks

Definition 13 A mobility path mp is a sequence of distinct individual 's mobility paths
mp = {mp1,mp2, ...,mpn}.

We can give the definition of stay point:

Definition 14 Given a mobility path mp for a given user u, a stay point s is defined
according the duration and length of the stay. For each sequence of position points Pi =

{pv, pv+1, ..., pv+k} ∈ mp it exists a single stay point si, if ∀v <= v+k <= m, Distance(pv, pv+k) <=

Dmax and ∆t(pv ,pv+k) >= Tmax, and we have si = (M.lat,M.long), where the mean coordinates
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M.lat M.long represent the average latitude and longitude of the collection P .

And further define the set of stay points for a user.

Definition 15 Then the stay points of a user ui is the set S(i) such that
S(i) = {(s1, arvT1, levT1,mp1), (s2, arvT2, levT2,mp1),

..., ((sn, arvTn, levTn,mpn))} where arvTk and levTk are the arrival time and the leaving time
at sk.

The stay point extraction phase is presented in algorithm 1. We consider three aspects
when extracting stay points:

• When the threshold distance between two points pj and pk on a user’s mobility path is
greater than Dmax meters, we assume that this is a significant move to another location
that might be a stay point according to the stay duration that a user has spent to.

• Considering the period in which a user stays still in a place assuming the time span
between two points pj and pk greater or equal to Tmax minutes, therefore we have obtained
the user locations where he spent a significant time, mostly to practice regular activities
(work, shopping, sports, restaurant, ..,ect.).

• The algorithm operates on each mobile path separately in order to extract meaningful
stays.
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Data: Dmax, Tmax, U = {u1, u2, ..., unu},mp = {mp1,mp2, ...,mpn}

forall the user ui ∈ U do
forall the mobile paths mpi = ((p1, t1), ..., (pm, tm)) do

find← false

k ← 1

while k <= m do
j ← k + 1

while j <= m do
distance= Dist.twopoints(pk, pj)
30 if (distance > Dmax) then

∆t(pk,pj) = tj − tk

if ∆t(pk,pj) >= Tmax then
[M.lat,M.long]← mean({pl k <= l <= j})
sl ← (M.lat,M.long, alt, arvTk, levTj)

Insert.Table(ids, ui,mpi,M.lat,M.long, arvTk, arvTj)

k ← j

find← true

end
end
if find==true then

find← false

break();
end
j ← j + 1

end
k ← k + 1

end
end
return StayPointTable()

end
Algorithm 4: Stay points extraction

After the stay point extraction, we perform a filtering step to take into account the radius of
the representative movement area of a user. It has been observed that users exhibit significantly
different mobility behaviours, with respect to their radius of gyration[SQBB]. Therefore,
we will compute the radius of gyration, defined as the deviation of user positions from the
corresponding centroid position [GHB]. Radius of gyration is defined as follow

rg(t) =

√√√√ 1

n(t)

n∑
i=1

(distance(pi, pc))2 (6.1)

where pi represents a location at time t, and pc =
1
n

∑n
i=1 pi is the center of the mobile path.

n represents the number of points from the user' s observed mobility path up to time t.
distance() is a function calculating the minimum distance over the earth's surface between
the locations given in longitude and latitude. Here, we have applied the Vincenty's formulate
[Vin]. The individuals who make average or small radius of gyration are ordinary users and
thus they have a strong tendency to form communities with their colleagues, friends, family,..
ect, whereas those with large radius of gyration who have high mobility, they participates in
many communities. This means that a large radius of gyration provide an efficient way to
study the changes that occur in community memberships over time. In this work, we don’t
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consider the growth of communities over time, we leave such analysis for future work.

6.4 Pattern discovery

6.4.1 Defining point of interest

In this phase, we will identify clusters via a density-based clustering algorithm to define a point
of interest (PoI). First, a density-based clustering algorithm DBSCAN algorithm [EKS+] is
applied on extracted stay points. It require two parameters; ϵ represents the minimum number
of neighbors that a node must have to be considered in a cluster, and δ the maximum distance
such that two points are considered neighbors (in our tests we put ϵ = 7,δ = 10). As a result,
we get a group of users stay points that share common locations or are relatively close to each
other. Then, we aim to understand which activities does user practice within different clusters
and study how certain places are affected by human systematic mobility by evaluating the
visit frequency of PoI and looking at users behavior.
Unlike the work of Papandrea et al[PZG+13], [PJZ+16] that studies PoIs classification based
on their relevance, we are interested in PoIs for surrounding the contextual dimension. We
then analyze the users activities such as dining, shopping, enjoying sports/exercises, tourism,
and the like. So, we define five categories of activities as follows:

1. Regular activities: (Reg_Activity) that includes all the activities performed by a user
with some regularity as to spend time at home, to work, or to go to Gym; activities that
are performed in both MVP and OVP in the terminology of [PZG+13],

2. Food activities: (Food_activity) this relates to the time spent by a user in food-related
activities ( pubs, restaurants)

3. Shopping activities:(Shop_Activity) this includes all the activities like habitual shop-
ping, or other shopping related ones,

4. Exceptional activities:(Exc_activity)users occasionally go to hospital, bank, ect,

5. Tourism activities:(Tour_activity)this class is related to visiting leisure sites and tourism
places.

Thus, we start by modeling the users activities related to the users clusters in order generate
the user experiences.
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Definition 16 Let B be a set of activities, B = {a1, a2, a3, ..., aK} , each cluster r covers
a number of activities that a users does in his/her stay locations. We can model the user
experience, the individual's activities history, with a sequence of couples of cluster-activity:

ExpU = (r1, a1) → (r1, a2) → ...(rl, a2) → ... → (rl, aq) (6.2)

Where a sequence with k =
∑

j |aj| elements is denoted k−sequence and we indicate it also
with seq(k).

A cluster r can characterize different user’s activities ai ∈ B, for instance:
B = {Work1, Gym1, Restaurant, Tourism, ...}, it means the clusters cover the PoI where a
user has been at.
We use the couple (rl, a2) for differentiating activities especially when we find the same type
of activity at different geographical position

In addition, an affiliation User-Cluster matrix M is built, where rows denote the users
and columns denote the clusters as shown in Figure 6.8, where each entry Mij represents the
occurrence number of a user in a cluster. This matrix is used to construct the user's travel
experience database ExpU allowing us to extract relevant semantic between two users when
applying the frequent patterns mining algorithm.
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6.4.2 Frequent patterns mining

In this section, we analyze the frequent behaviour of users with similar interests whose are
likely to conduct similar activities at similar places. So, we design a frequent patterns mining
algorithm to find out the similar frequent k-sequences based on the level-wise algorithm and
the data mining principles [AIS], Aggrawal and al[APY] [Zak] [HPYM]. In the first step, the
algorithm reads the user's travel experiences (ExpUi, ExpUj), after that it generates recursively
the frequent q−sequences and checks their supports (sup(e) ) which gives the number of times
each sequence appears in the dataset intersection (Seqij) of two users, in that way we find
all similar k−sequences shared between them. We have used feature vector to compare users
activities in the user's travel experiences database. Two vectors Fi and F ′j that are closely
related will have a small distance and a large similarity. Even if this process is very expansive,
we use it only once, thus it does not really affects performances.

Figure 6.2: Illustration of the elements of Feature Vector

This algorithm can be expensive but here it scans once the dataset (ExpUi, ExpUj) and
then it finds the support of all k-sequences without need to scan again the database, due to
this fact the algorithm is efficient.
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Data: UExpi, where i ∈ 1...n

Output: F , Seq(k)ij where i, j ∈ 1...n

foreach user ui do
foreach (UExpj , where j! = i and j ∈ 1...n) do

Seq
(1)
ij ← listofsequenceswheresup > min

k ← 1

repeat
k ← k + 1

Seq
(k−1)
ij determine all the set of candidate k−sequences Candk

Seq
(k)
ij ← ∅

foreach e ∈ Candk do
Compute (sup(e))

if sup(e) > min then
Insert(e, Seq

(k)
ij )

Construct(Fi)
Construct(F ′j)

end
end

until Seq(k)ij ! = ∅;
Find_Sequence_Max(Seq(k)ij )

Computedistance (dij)
end

end
Algorithm 5: Finding out similar frequent k-sequences

6.4.3 Community discovery method

Communities are groups of nodes that probably share common properties and/or play similar
roles within the graph [BLM+]. The communities may be correspond , for example, to groups
of Web pages accessible over the Internet that have the same subject [FLGC], functional
modules as cycles and pathways in metabolic networks [GA] ,[PDFV05], subdivisions in the
food webs [Pim], [KFM+] and groups of people with some pattern of contacts or interactions
between them [GN], [LN]. Here, we focus on modeling the mobile communities based on the
users’ interest to be able to accurately identify the network structure.

Definition 17 let G = (V,E) be a weighted graph describing the connection between mobile
users, with V the set of nodes representing users and E the set of edges. An interest based
mobile community, denoted CMi

(VC , EC), ∀i ∈ 1..n, is a subgraph of nodes with strong similar
behaviour with respect to the spatial-temporel dimension, so that the adjacency matrix A of G
is defined as

A(i, j) =

{
wij if user i and user j share similar interests
0 otherwise.
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For our purpose, we compute the similarity matrix based on the dissimilarity index[Zho],
the distance between two nodes given by equation 3 corresponds to differences between users’
experience, then the distance matrix gives a perspective of the whole network taking any node
as a viewpoint. Formally, the similarity measure is written as

wij = 1−

√
n∑

k=!i,j

(dik − djk)2

(n− 2)
(6.3)

It follows that similarity measure will be large if i and j belong to the same community
and small if they belong to different communities.

There are different measures to quantify the quality of a graph clustering [For]. Modularity
[NG] is certainly the most widely used quality measure which can be described as the fraction
of edges in a community, minus the expected value of the same quantity in a network with
the same community divisions but random connections between the nodes. The modularity is
based on assortative mixing measure [Newb] and it is defined as

Q =
1

2m

∑
i,j

(Ai,j −
kikj
2m

)δ(CMi
, CMj

) (6.4)

where m denotes the total number of edges of the graph. The nodes are dived into communities
such that node i belongs to community Ci. The function δ yields one if nodes i and j are in
the same community, zero otherwise. We use modularity as a quality function and criterion
to specify the best partition may be found.

We use an agglomerative algorithms to detect communities. In order to illustrate the
relevance of our methodology, we apply three community detection methods:

6.4.3.1 Fast algorithm

defined in [LN] to identify community structure. Initially, the algorithm considers each node
as a single community. Then it merges the two communities that maximize modularity and
then updates the adjacency matrix A between this new community and all the other remaining
communities that are connected to it. In our case, this merging process is continued until all
the nodes are merged into interested based communities and modularity cannot be further
maximized.
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6.4.3.2 Random walk algorithm

Pons et al [PP06] have proposed an hierarchical agglomerative clustering method based on
random walks. The walk-trap algorithm introduces the intuitive report that if a walker is in
a community it has a strong probability to remaining in the same community at the following
stage. have defined distance metric which is related to the spectral approaches which are based
on the fact that two nodes belonging to the same community have similar components on the
principal eigenvectors. The algorithm computes the connected components, and applies then
an agglomerative algorithm which discovered communities separately on connected sub-graphs.

6.4.3.3 Community detection Algorithm based on Relevant Coefficient

We have proposed a community detection algorithm based on relevant coefficient that allows
extracting knowledge about users activities [SMD15]. To this end, we define a relevance coef-
ficient that computes the probability that two users share a same interest in the same place.
thus, relevance coefficient reflects how much they participate ,together, several times at the
same community.

We define a matrix L that This matrix expresses the behavior of users during his/her visits
of different locations. So the matrix Lij can be described as:

Li,j = Ai,j ∗ |sup(e)ij| (6.5)

Therefore, we define a factor that refers to the frequency of visit of user i and user j for
each k-travel sequence:

fi,j =
Li,j

Tsp∈(rl,aq)
(6.6)

Where Tsp ist he the total stay point visited given by (ExpUi ∪ ExpUj).

Our idea revolves around the basic principle of structure of community that a node has
a high tendency to being members in community if it represents a meaningful or pertinent
connection with a community. Now, we define a coefficient which we have called relevance
coefficient:
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λ(i, C) =

∑
j∈C

li,j∑
j∈V

li,j
(6.7)

=
∑
j∈C

fi,j (6.8)

The detection of inter-community links is here based on the fact that such links are in less
clustered areas. It is defined as the relevance value of node i in community c, divided by the
total number of such possible values of relevance to all communities. Then, we rewrite the
modularity in Eq. (6.9) as

Q =
1

2m

∑
c∈C

∑
i,j∈V

[Li,j −
kikj
2m

]λ(i, c)λ(j, c) (6.9)

Such as

0 ≤ λ(i,C) ≤ 1 (6.10)

The nodes are divided into communities such that if node i belongs to only one community
C, λ(i,C) is equal to 1; if node i does not belong to community C then λ(i,C) = 0.

We exploit the relevance coefficient to reveal the community structure of a network using
an agglomerative algorithm that we have defined in Algorithm 6.

Data: V

Initially P (0) = C
(0)
1 , C

(0)
2 , ..., C

(0)
n

repeat
Compute relevance coefficient between each pair of adjacent communities
Select the two communities C1 and C2 of P (k) maximize modularity
Create the new partition P (k+1)

Update Sij for all adjacent communities to the new community.
until have only one community;
Select the best partition in communities of the resulting dendrogram which maximizes the quality function.

Algorithm 6: Relevance coefficient based method

6.5 Experimental results

Finding a fundamental community structure is interesting in the sense that they can be useful
for a better understanding of the behaviour of users. In this study, the experimental results
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allows to discover the community distribution and properties. We carried out experiments on
the results obtained after applying pre-processing methods on GeoLife Dataset, as discussed
below.

6.5.1 GeoLife overview

In this work we use a very large dataset collected in GeoLife project and released by Microsoft
Research Asia [ZZXM] [Zhe]. The GeoLife dataset includes individuals movements in life
routines, such as go to work or go to home, and also outdoor and entertainment activities. It
contains trajectories taken with different GPS loggers and GPS phones in different sampling
rates and contains latitude, longitude and height of every sample. It contains 182 users and a
time period of five years from April 2007 till July 2012. In total, it contains 2153 trajectories.
Majority of the trajectories were recorded with a sampling rate of 1-5 seconds or 5-10 meters.
This dataset is wildly distributed in over 30 cities of China and even in some cities located in
the USA and Europe, the majority of the data was created in Beijing, China[ZLC+] [ZXM].
Table 1 summarizes the GeoLife characteristics. The available GeoLife dataset is a GPS log
files which are a textual files. In this work, our preprocessing method has been tested on a
final database that contains all explicit and implicit information that can be gained from the
log files that represents the collected trajectories , where each row represents an individual
GPS point, for each user we have an anonymized identifier, trajectories identifiers, latitude,
longitude,and timestamped 6.3. Over this database we can perform our data analysis.

Table 6.1: Characteristics of mobility dataset
GPS dataset Value
Time span 05 years
Subjects 182
Samples 24876978

Figure 6.3: Mobiles Paths Database
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6.5.2 Interest Based Mobile Communities Extraction

The stay point detection algorithm extracts the users whose position is tracked for one year
from 01-January-2009 to 31-December-2009, resulting in 70 users for which we have 23060

stay points. Figure 6.4 shows some GPS points of user having id = 0 and illustrates the
extracted stay points. It is clear that the algorithm omit some points like road crossing that
user regularly passed during his/ her daily movement. After that, we have characterized users
mobility according to their radius of gyration. Figure 6.5 presents the results of the radius of
gyration evaluation over the total duration of the traces, it shows that, in geolife, users travel
over limited neighbourhood, a few users regularly cover hundreds of kilometers.

Figure 6.4: GPS trajectory and the extracted stay points

• Users with rg <= 35km. They might be identified as urban mobile people as the diameter
of the Beijing periurban area is very approximately around 35km.

• Users with 50km <= rg <= 150km. Some users have travelled over 50km and/or outside
the suburban area of the city of Beijing.

For our purpose, we will select only the users whose radius gyration are less than or equal
to 150km, resulting in 42 users for which we have 10960 stay points.

Then, we apply the identification of PoIs process, described in Section 4.1. Figure 6.6 and
Figure 6.7 show a cumulative characterization of the activities in PoIs identified for two sam-
pled users and we plot their points of interest on the map. We notice the users tend to engage
in several type of activities, they practice regular activities (Reg_Activity) such as going home
and work, enjoying sport and gym, we also remark a several food activities (Food_activity)
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Figure 6.5: a)Empirical Cumulative Distribution of radius gyration of the extracted 70 users
b) The distribution of radius of gyration rg(t) for users during one year

such as dining in a restaurant, enjoying time in pub and caffé. Concerning shopping activities
(Shopp_Activity), users frequent use a specific commercial area or shopping places. The ex-
ceptional activities (Exc_activity) illustrate that users occasionally go to hospital, bank, etc...
At last, users (Tour_activity) travel far distances to visit cultural places, public attractions
and most interesting tourism places in Beijing like Summer palace, Bird’s Nest, Olympic park,
and so on, but such travels are occasional. In the example of the user 167 , we notice the
absence of shopping activities due to the fact of missing data in GPS trajectories. To deal
with this problem, we have generated the missing data using the algorithm proposed in [BE],
although it adds some inaccuracy.

Figure 6.6: a)Profiling of user 126 for different activities b)Points of interest for user 126

The semantic meaning of the obtained clusters reveals what a user can do at his/her PoIs
as shown in figure 6.8. In this dataset, we also observe that users share not only the interests,
but also some visited points. This happens, for example, for the most famous tourism location
in Beijing. Furthermore, in order to compare the frequent users activities behaviour contained
in the sequence pattern, we maintain the set of activities that a user can does at each cluster.
In this way, the detection of groups that share a common interest with respect to the special
dimension can be overcome.
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Figure 6.7: a)Profiling of user 167 for different activities b)Points of interest for user 167

Figure 6.8: An example about extracted activities does user practice within different clusters

Discovering frequent sequence patterns allows extracting knowledge about user’s activities.
As example, in figure 6.9,we illustrate how algorithm 2 identifies the same common pattern
between user i and user j by counting the number of occurrences registered as support, the
next step is to permute and find all the k-sequence using Find_Sequence_Max(Seq(k)ij ) which
can localize support counting and reduce the search space, and in each iteration we obtain
the Fi and F ′i elements, and thus the algorithm quantifies the distance between users, for
example, we have find that user 126 is more similar to user 167 (w = 0.43) than user 29

(w = 0.21) as user 126 shares more travel sequence with user 167. The extracted features are
fundamental for any prediction activity, either at user level or at community level, as discussed
in the conclusions.

In pattern discovery step, we have identified community structure and analysis the users
with similar interests. As a result, the extracted graph is a weighted and undirected graph in
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Figure 6.9: Frequent mining strategy to find similar users experiences.

which there are 42 nodes and 174 edges (See figure 6.10). Results shown in table 6.2 compare
the ratio between the sum of weights of intra-links (links connecting nodes that are placed
in the same community) and the sum of weights of inter-links (links connecting nodes from
different communities), when applying fast algotithm, in order to illustrate if communities
exhibits Radicchi strong or weak community property [RCC+].
The quality of partition of the three community detection algorithms illustrated in table 6.3.
The algorithm based on relevance coefficient finds 06 communities, with a maximum value of
modularity of 0.45. Fast algorithm discovers 06 communities and the modularity equals to
0.33. The random walk algorithm finds 05 community structure with a value of Qmax=0.28 .
All the methods detects a significant community structure. The method based on relevance
coefficient shows a significantly stronger increase in modularity than expected if we use fast
algorithm due to the fact that relevance coefficient provides more accuracy about the presence
of nodes with high frequency in a given community.

In what follows, we describe the discovered communities and their significance:

• The algorithm finds dense communities formed with almost every node strongly linked to
every node else: the interest based mobile communities. Figure 6.10 shows two interest
based mobile communities (community 5 (blue nodes) and community 1 (red nodes)),
where users are prospective tourists because they have visited some famous location in
Beijing. In our analysis, users have a strong correlation due to the similarity in their
tourism-related activities, for instance, in community 5 a user may do tourism activities
such as tourism → shopping → cultural activity → commercial area. Therefore we
observe the creation of communities sharing a common interest on tourist attraction and
public locations (Summer Palace, Bird Nest, Plazma center, Olympic park, ect ) that
have been visited by some of them. We can make the same observations in community 1

where the sequence of activities has the similar semantic but it is different regarding the
locations. Note that the average distances between the visited locations covered by the
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members of these communities is 38km, which explains their nature in terms of interests.

• Communities in which nodes exhibit high physical closeness, because they express the
existence of individuals who have practised similar activities in the same locations during
the studied period. Communities 6 and 2 (the nodes labeled by clear blue represent the
second community, and those labeled by yellow represent the sixth community) express
the closeness of participants or physical closeness which eventually results in better
interaction between them. In this kind of relations, users visited nearby locations, for
example, node 22 and node 26, in community 6 are closely related to each other due to
the fact that their PoIs are located in the same places which are "Tsinghua University"
and the nearby restaurants.

• Communities are of various nature as some nodes are bit close physically to each other
and they present an external contacts with others communities. Indeed, if we take the
example of community 3 (green nodes are belonging to this community) and community
4 (it contains 7 mauve nodes), in which users tend to react with similar behaviour since
they are found in the same locations of work as well as same common tourist attraction.

Figure 6.10: The results of detecting communities using Fast algorithm

So, as demonstrated with the GeoLife dataset, the proposed methodology allows discover-
ing mobile communities according to their location histories and their preferences or (activ-
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Table 6.2: Comparison of inner community edges and the inter community edges for the
network partition.

Communities Number of users Inner Outer
Community 1 9 10196 (93.60%) 696 (6.39%)
Community 2 5 1546 (92.02%) 134 (7.97%)
Community 3 7 9392 (97.23%) 267 (2.76%)
Community 4 7 4824 (94.66%) 272 (5.33%)
Community 5 12 25640 (97.39%) 685 (2.60%)
Community 6 2 432 (61.89%) 266 (38.10%)

Table 6.3: Qaulity of partition by applying Relevance coefficient algorithm, Fast algorithm,
and Random walk algorithm.

Community Method Communities number Q Function
Relevance coefficient 06 0.45

Fast algorithm 06 0.33

Random walk 05 0.28

ities), and to classify each user within a community according to her/his sequence of activities.

In Community 2, we can notice that users who have a very high physical proximity have
been at a common locations for regular activities and food activities. For that reason, the daily
movements of individuals are most often characterized by small distances. In Community 3,
we observe that members are users with similar interests and some common locations. We can
thus think that they may know each other and know the habits of other community members
(colleague, friends, family).
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6.6 Conclusion

In summary, our work aims to identify interest based mobile communities structure for mobile
users. We have proposed a mobility data mining methodology. Our methodology consists of
three main steps. First, we detect stay points from individuals’ traces and we characterize
users’ movement according to their radius of gyration measurement. In the second step, we
extract and categorize points of interest into several meaningful classes, using density-based
clustering algorithm and incorporating the semantic of users’ activities. We then present
a frequent mining algorithm to compare between users' travel experiences. In addition, we
compute the similarity measurement and employ a detection community method to identify
the community structure propriety of the network.

We demonstrated the validity of the proposed methodology to extract interest based mobile
communities in a real case. We were able to derive a meaningful description of existing mobile
communities, and to represent a different semantic relationships associated with users in the
network.

Indeed, the extracted features can be very beneficial for prediction. In particular, by
extracting the sequence of activities of a user and the share of interests with some other users,
we can predict the likelihood the user behave in a particular way and define the probability to
choose a nearest location to his group of interest. This can provide a good basis for applications
as recommendation or network management in complex networks of mobile users.
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Chapter 7

A Novel Prediction Method for
Analyzing Users Future Movement

7.1 Introduction

Predict individual’s next movements using his/her past history and also the history of people
related to him/her is one of the most interesting research areas in computational social science.
Wang et al [WPS+11] have studied and analyzed the trajectories and communication records
of 6 Million mobile phone users. The authors have proved, by combining the measurements of
network proximity and mobile homophily, that the similarity between two individual’s move-
ments is strongly correlated with their proximity in the social network. In [PZ15], Pang et al
have determined the check-in geographic regions and identified communities of user’s friend on
the tweeter network, and have demonstrated that communities’ influences on users’ mobility
are stronger than their friends’ and each user is only influenced by a small number of his/her
communities. Kamini and al [KMG16] proposed a new prediction algorithm based on users
interest profile and the mobility history of the community. They have illustrated that a single
user in his/her own visiting behaviour tends to be more conservative than looking at himself
whithin a croud of people and the overall community tends to deviate from its regularity more
easily than a single user.
In our previous work [DBSG17], we have identified Interest Based Mobile Communities, called
IMoComm, for mobile users. Interest that seems to be the main reason that motivates in-
dividuals to move from one place to another. In fact, the extraction of a user’s sequence of
activities and the share of interests with some other users allows to predict the likelihood that
the user will behave in a particular way and to define the probability of choosing a location
close to his/her group of interest. In this work, we aim to improve such prediction by exploiting
additional available information included in the IMoComm. Intuitively, an individual tends
to join a community of his/her interests that is varying over time but his/her move is strongly
connected to his/her social preferences, career goals, and daily life habits. Thereby, the extrac-
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tion of community link patterns helps predicting his/her future movement by incorporating
useful information conveyed by users communities ties while tracking his/her mobility history.
The link prediction problem has attracted immense interest in recent years, and a variety of
techniques that operate on the graph/hypergraph structure of social networks are proposed.
For a full review of the state of the art in link prediction in social networks, see Peng et
al[WXWZ15]. In our contribution [[dr17], we deal with such link prediction issue: we analyze
the dynamics of Interest Based Mobile Communities and we build our prediction model for
user’s future movement by exploiting the abstraction level of users correlation patterns and
their IMoComm.
The following of this chapter is structured as follows. Section 2 states the problem. Section 3
presents the preprocessing of data set used in our work, and general statistics. In section 4, we
introduce the prediction model based on community related features. In section 5 we discuss
the results of experiments made on the available individual trajectories. Finally, conclusions
are given in Section 6.

7.2 Problem statement

In daily life, people participate to various communities (colleagues, family, friends, ect). Their
mobility is driven by their interest and need to practice different activities with other people
depending on the type of the community they share (colleagues, friends, food, shopping,
tourism, sport, ect). Hence, we study the human mobility behaviors from the perspective of
network science, in particular the goal of this contribution is to study how to use the knowledge
gained from the IMoComm membership of each person and how it can be used to predict the
community evolution (future links). Firstly, we perform an unsupervised task to extract the
link pattern between people that distinguishes meaningful Interest Based Mobile Community
structures and expresses the individual mobility behavior while sharing a common interest
regularly or from time to time. We study then the link prediction problem using the resulting
learning graphs, and we formulate our problem as follows: we start from a weighted graph
G(V,E) where V and E are sets of nodes and links resulting from the IMoComm, respectively.
Let the subgraph G[t, t′] denotes a snapshot of the social network between two times t and t′,
such t < t′. We then predict the likelihood of a future connections between nodes and links
in the network G[t1, t′1]. In other words, the link prediction aims to infer which new mobile
community a user is likely to be at in the near future. So, predicting prospective links or
deleted links in IMoComm graph for a future period is fundamental. Thus, we develop an
approach to link prediction based on the analysis of community related features in the human
mobility context.

A graphical representation is given in figure 7.1, in which solid links indicate that a user
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was already member of an IMoComm during the period [t0, t′0], and dashed lines are used
to indicate links that might appear during the interval [t1, t′1] when users will move toward
different communities.

Figure 7.1: An example to explain the link prediction problem in Interest Based Mobile
Communities Graph

7.3 Data set preprocessing

Human trajectories systems make use of location extraction techniques from geospatial data to
identify locations that have meaning and importance to the users. Here, we have implemented
stay points extraction method [LZX+08] in order to extract meaningful stay of individual
who has spent a considerable time on a geographic region, for more details see [DBSG17].
The algorithm results in 23060 stay points for all users whose position is tracked in 2009.
Figure 7.2 shows the total number of stay points per week in 2009 and illustrates the number
of users having an accurately users’ tracked position during 2009, we remark the lack of some
users traces, although we have generated missing data using the algorithm proposed in [BE10].
Besides, we limit our analysis to GPS data collected in the region around Beijing. However,
the rate at which users provide a new location point is not constant and not all users are
present on all days (see Figure 7.4). It is therefore reasonable to select the active periods for
our experiments.
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Figure 7.2: Number of stay points per week in 2009.

Figure 7.3: Number of users per week in 2009

Figure 7.4: Users movments during 52 weeks

7.4 Location Prediction based on mobile communities

The goal of our model is to predict the next IMoComm with which the user is going to interact
at a certain day of the week, exploiting the learned visiting behavior of the user, his/her daily
activities, and his/her relation between some users that share a common interest.
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7.4.1 User’s communities pattern extraction

In order to achieve our ultimate goal, we start by discovering a learning graph that will be
used to predict future potential links. Firstly, we apply DBScan algorithm [EKS+96] on stay
points, the clustering parameters have been defined empirically ( minPoints = 3, ϵ = 0.02

dd), and we add semantics of location which imply the activities being carried out in each
cluster in order to understand the relationship between the geographic location and the users
activities. Basically, the individual’s activities history consists of a sequence of couples of
cluster-activity, thus

ExpU = (r1, a1) → (r1, a2) → ...(rl, a2) → ... → (rl, aq) (7.1)

where rj is the jth cluster covering a number of activities ai ∈ B,
B = {a1, a2, a3, ..., aK}, that a users does in his/her stay locations. We have shown [DBSG17]
that interesting locations for people can be grouped in several categories (regular activities,
food activities, exceptional activities, Shopping activities, and Tourism activities). This sug-
gests that people share common PoIs (points of interest where a user has been at), but even
more they share common interests. We thus mine the frequent behaviour of users with similar
interests [DBSG17] and compute the similarity of two users in terms of similar activities at
similar places using Ecludien distance between UExpi and UExpj. From figure 7.5 a) we see
that user of id = 0 and user id = 30 had revolved around similar PoIs in physical places, dur-
ing 06/04/2009 for a timestamp from 08 : 00 : 00am to 12 : 00 : 00pm, which result in social
ties weighted with similarity value equal to 0.49 and these users have formed one IMoComm,
especially in the specific timeline (timeline of work, or timeline of different daily activities).
Figure 7.5 b) shows correlation between users who visits the same tourist places in weekend
(many users have been around the very famous park of summer palace in same time during
the weekend 18/04/2009). The idea here is that users sharing more common interests with a
specific user should be more similar to him/her than users with less common interest.
Furthermore, we find an appropriate set of time intervals for the set of users since individuals
are most likely to belong at group in a given time step, and apply community detection algo-
rithm [LN] on each snapshot and matching communities applying the algorithm described in
[MLH02], therefore we find a fundamental community structure and extracted features about
development of human mobility and their IMoComm over time, we will discuss this finding in
section 7.5.1.

In this phase, we have created the learning graphs Gi = (Vi, Ei), ∀i ∈ 1..n, describing
the connection between mobile users, with Vi the set of nodes representing users and Ei

the set of edges, which distinguishes meaningful Interest Based Mobile Community structure
CMj

(VMi
, EMi

), ∀j ∈ 1..f .
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Figure 7.5: Illustration of users similarities

7.4.2 Community related features

The community information provided by the detected IMoComm provide powerful features
for predicting individual’s daily behaviors which are largely dependent on his/her preferences,
his/her activities and his/her social relations. As a matter of fact, in our work [DBSS16], we
are able to consider community features, which have interesting impact on the user’s mobility:

• two users are regularly linked (strongly related) within a community are more likely to
visit, in near future, the same IMoComm than two users who have no contact and/or
don’t share similar interest in similar place (weakly connected).

• Besides in communities that they attend regularly (such as communities of colleagues,
friends, family, etc.), users exhibit a large similarities with the members of other com-
munities they belong to, such communities are clearly more likely to affect more the
behaviour than a community visited occasionally.

• Some groups have weakly connected links, thus their members are very varying over time
(different community members in each snapshot).

• The more the same individuals form a community several times in specific period, the
more regular and social the community is considered to be.

Our model accommodates these aspects as discussed in the following sections.

106



Chapter 7: A Novel Prediction Method for Analyzing Users Future Movement

7.4.3 Prediction Model

Many methods for link prediction based on structural similarity between nodes have been
proposed since similar nodes are likely to have neighbors in common and they are more likely
to have the same relations in the near future[LNK07]. Therefore, in our work, we have used a
topological measure for weighted graph to calculate the likelihood score of any pair of nodes
u and v

scoreWeighted
(u,v) =

∑
w∈Γ(u)∩Γ(v)

√
Auw ∗ Avw∑

w∈Γ(u)Auw +
∑

w∈Γ(v) Avw

(7.2)

Where Γ(u) is the set of direct neighbors of node u in G[t0, t′0], Γ(u) ∩ Γ(v) is the set of
common neighbors of two nodes u and v in G[t0, t′0].

The prediction function P that indicates likelihood of nodes (u, v) being in Enew can be
used for ranking all possible edges according to their probability.

P(u,v) =

∑nbrday
i=1 scoreWeighted

(u,v)

nbrday
(7.3)

The number of days nbrday is set according to the selected training intervals.

Our prediction method is based on the assumption that human mobility is affected not only
by person’s travel experience but also by his/her movement towards Interest-Based Mobile
Communities. Initially, we divided the extracted pattern in two parts, Gleraning and Gtest,
respectively, and select a learning period. For a sequence of snapshot;
< G1[t0, t′0], G2[t1, t′1], ..., Gl[tl, t′l] >, in a given learning period, we compute the probability
list for each missing links or links to occur in future. The algorithm computes the likelihood
of nodes for each temporal graph and then generates the whole graph applying an aggregation
steps. The use of a graph aggregation produces the overall structure of the underlying graph
during the learning period and captures semantic knowledge not only about individual nodes
and their connections but also about groups of related nodes. Thus, we can recognize the times
a node has appeared in a community over time in order to make a decision about its community
type. For example, given two nodes u and v that belong to the same regular community reg1,
their link (u, v) has a strong chance to appear in next time. If these two nodes belong to
different regular communities reg1, reg2 the link might be formed in future time. Finally,
whereas if these two nodes belong to the same or two different occasional communities oc1 or
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oc1, oc2 respectively, they do not have a strong priority, and the link between them is most likely
won’t occur in next period. Using community attributes helps in predicting the IMoComm
that will may be visited during his/her next move. Finally, the algorithm takes the global
probability list and sort it in decreasing order of the likelihood P (u, v) and of the community
types features. So, the k links in the top are most likely to exist.

Data: < G1[t0, t′0], G2[t1, t′1], G3[t2, t′2], ..., Gl[tl, t′l] >, iduser ∈ U

Output: PredictList, L

1 Select the learning graphs :G1[t0, t′0],G2[t1, t′1], .., Gl−1[tm, t′m]

2 foreach Gi[ti, t′i] do
3 A← AGi

4 compute scoreWeighted
u,v

5 read (H) /* History of user’s communities

6 aggregate(G[t0, t′0],G[t1, t′1], .., Gl−1[tm, t′m])
7 compute(P(u,v)agg

)

8 CommunityTypes(u)← generate(assign(CommunityTypes, idu))
9 CommunityTypes(v)← generate(assign(CommunityTypes, idv))

10 compute Ewrong , Epositive in Gl−1[tl, tl′]
11 PredictList← Insert (P (u, v), idu,idv , CommunityTypes(u),CommunityTypes(v))
12 Sort PredictList in descending order of the likelihood P (u, v) and of the community types
13 L← Get top k links in PredictList

14 Validation using Gl[tl, t′l] for test

Algorithm 7: Link-Prediction Algorithm

7.5 Experiments

7.5.1 Communities and mobility

In order to study and predict the dynamics of individuals and investigate their communities
evolution in human mobility domain, it is essential at first to identify the evolution charac-
teristics of this complex network in particular the occurrence of new links and duration of
interaction of their entities. For example, citation networks have a small number of evolution
steps that is a snapshot per year, while the biological networks have more and specific details
of evolution. To this end, we have made several empirical tests to distinguish the dynamic
features and the social aspects related to the evolution of IMoComm. To the best of our knowl-
edge, this is the first work ,in human mobility area, that analyses users mobile communities
and their dynamics:

1. The time step for each snapshot have to be taken for different timing that are closely
related to the nature of the individuals interactions and their daily activities (according
to the time-line of works, food, meeting friends, ect).
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2. Relevant communities are created from the aggregation of all the links that appear and
reappear at least twice during successive week days,for different timing, for all the studied
period. This link type corresponds to regular human interactions, such as interactions
between colleagues in work. This aspect is present in the blue and the red communities
illustrated in Figure ‘7.6.

3. If two individuals perform the same activity in the same place only once, we consider
that they are weakly connected and their link is not presented in the aggregation graph.
However, we can take into account such links if they belong to public group and if
they will help to characterize social aspect of human mobility. Moreover, this link type
belongs sometimes to occasional IMoComm that exhibit a dense local structure around
public places (such as tourist and cultural places). As evidence of such property, we
have extracted a dense subgraphs during some weekend days; we have Q = 0.393 during
12/04/2009, Q = 0.534 during 19/04/2009, and Q = 0.33 in 26/04/2009.

4. The detection of IMoComm from the aggregate graph increases modularity and allows
to identify a set of relevant communities.

5. The detected disjoint subgraphs in steps of daily time permit to discover overlapped
communities on the aggregate graph. This is due to the fact that, in daily life, individuals
can belong to multiple IMoComm but their number remains limited (daily communities).
Figure 7.6 illustrates the disjoint groups for which we have selected few users who have
continuous data collected for at least three consecutive days. We limited our study to
the users that have continuous data collected during the selected period and we filter
isolated results (see movement of users in Figure 7.4).
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Figure 7.6: Dynamic of IMoComm over four days (from 07/04/2009 to 10/04/2009) and a day
of a week, the time period is from 08:00:00 am to 12:00:00 pm
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Table 7.1: Training and test periods for link prediction for three datasets
Datasets Phase Period Edges Nodes Comm

Temporal sequence
of graphs

Dataset1 Training phase
From: 01/04/2009

to: 10/04/2009
346 182 03 G1[01/04, 03/04],

G2[06/04, 10/04],
G3[13/04, 17/04]Testing phase

From: 13/04/2009

to: 17/04/2009
212 182 03

Dataset2 Training phase
From: 06/04/2009

to: 18/04/2009
420 182 04 G1[06/04, 10/04],

G2[13/04, 18/04],
G3[20/04, 25/04]Testing phase

From: 20/04/2009

to: 25/04/2009
246 182 04

Dataset3 Training phase
From: 10/04/2009

to: 25/04/2009
598 182 04 G1[10/04, 19/04],

G2[20/04, 25/04],
G3[26/04, 30/04]Testing phase

From: 26/04/2009

to: 30/04/2009
112 182 03

7.5.2 Prediction results

To predict a link, we select a training period and first extract the topological and commu-
nity features for the temporal graphs, and then build the prediction model. Hence, given
the selected temporal graphs G1[06/04, 10/04], G2[13/04, 18/04/], G3[20/04, 25/04], we parti-
tion them in training and test sets. The choice of intervals has been made in an empirical
way. We denote the training interval to be 11 days:[06/04,10/04] and [13/04,18/04/]. We
take G2[13/04, 18/04/] for labeling and we check that each pair (u, v) either represents a pos-
itive example (link exists) or a negative example (link does not exist). Thus the test graph
G3[20/04, 25/04] is used to validate if a link exist or not( see Table 7.1).
From our dataset, we combines three datasets with different characteristics: Dataset1 con-
siders only working days, datset2 includes a weekend day (Saturday), while dataset3 includes
four weekend days.

At the community level, our approach allow us to recognize the expected user’s commu-
nities at the next step and to understand how a user plans his/her next move from his/her
IMoComm’s perspective. As we can see from Figure 7.7, where we have used dataset1, mo-
bility history of user’s communities extracted with our approach indicates that, despite the
diversity of their travel history, humans follow, in most of case, simple reproducible pattern
and have small number of communities. Thus the prediction process, which recognizes the
most frequent communities of individual’s travels, can predict movement of users and allows to
characterize the common mobility behavior within his/her groups in the near future,( see Fig-
ure 7.7 b)). Figure 7.8 a) shows the type of predicted links between users using the IMoComm
based approach. For instance, the probability that user iduser = 38 will join his/her regular
community (RegIMoComm2) is equal to 0.446, and he/she may also move to RegIMoComm3 at
the next step with probability 0.369, while probability to move to OcIMoComm5 is 0.163 and
therefore it is not selected in the predicted list. This confirms that an individual move usu-
ally to some of his/her regular IMoComm, while it is unlikely that he/she will go to some
occasional communities.
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Thus, the proposed approach is very useful for predicting user’s mobile behavior with
regard to his/her next IMoComm. However, the algorithm needs more users attributes to be
able to recognize the formation of new groups in near future. We mention also the problem of
matching communities in dynamic complex networks which is an NP-Hard problem that we
don’t study it here.

Figure 7.7: a) Distribution of mobility history of user’s communities extracted when analyzing
the dynamic of IMoComm b) Prediction of users’ future link and thier excpecting IMoComm
from 13/04/2009 to 17/04/2009)

Figure 7.8: Community type for users ’future links.

To evaluate the proposed approach we use precision, recall, and F-measure evaluation
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Figure 7.9: Illustartion of next IMoComms for user 38.

metric as performance measure for link prediction which is defined as follows:

Precision =
Er

Epredict

(7.4)

Recall =
Er

Epredict−positive
(7.5)

F −measure =
2 ∗ Precision ∗Recall

Precision+Recall
(7.6)

Where Er, Epredict, and Epredict−positive represent the corrected predicted links, the total
predicted links, and the positive predicted links, respectively.
Our evaluation, for the three datasets shows that the average recall is 0.0.66, the average
precision is 0.53, and the average F-measure is 0.59 (see figure 7.10). In dataset1 we have an
accurate prediction expressed by the recall equal to 0.66; the high precision (0.53) indicates
significant prediction, thus we see that individuals exhibit regularity of belonging to their
regular communities, and this community type is qualified as stable groups which appear
and reappear in precise timing. The experiment with datset2 reveals still notable prediction
performance with a small decrease compared to dataset1. This is due to the formation of
irregular communities during the weekend days, which generates improbable links in our model
for the next users movement. Due to the presence of large number of weekends, in dataset3 the
movements of each single user do not appear as continuous. Therefore, in this case, it is more
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efficient to use other users attributes extracted from their complex networks (social media,
transportation networks, etc) in order to improve the prediction of the next users movement
and his/her IMoComm either regular or occasional one.

Figure 7.10: Performance of the prediction method for three social graphs during one month

The key challenge in evaluating the search space of prediction is how to train and make
prediction of all possible locations of a mobile user. Existing link prediction in dynamic social
networks studies focus on predicting edges between two static snapshots, this requires com-
puting all the features for O(|n2|− |E|) node pairs. Moreover, many location recommendation
algorithm for users have been proposed to minimize the computational complexity by reduc-
ing the set of candidate locations such as Location-Friendship Bookmark-Coloring Algorithm
(LFBCA)[WTM13] and REGULA algorithm [MG15]. In our work, we rely on the abstract
level of mobile users, due to this fact, we have made prediction in relation to dynamic mobile
communities (IMoComm prediction). Therefore, the search space of prediction indicates that
for each user, prediction is made by conditioning on its past history and all its daily com-
munities. The historical IMoComm can be absorbed by a fixed times of probability matrix,
while the analyzing dynamically of changes over time of this user because his/her communities
members are changing. The computational complexity in this case O(n × l′ × c), where l′ is
equal to |Gq| and c is the number of user’s communities, since c in practical is a small and
limited number and irrelevant to the number of nodes, the running time is O(n × l′). It is
clear that the set of candidate locations L selected from visited locations is greater than a
small number of friends l′ within one temporal community. Our new approach dramatically
reduces the search space for location candidates (see Table7.2).
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Table 7.2: Prediction search space
Prediction Method Computational complexity
Dynamic algorithm O(|n2| − |E|)
LFBCA algorithm (L2 × n+ n3 × E)

REGULA algorithm O(n× L)

IMoComm algorithm O(n× l′)

7.6 Conclusion

In this chapter, we have consider the problem of designing a link prediction model for location-
based services. We have analyzed the dynamic of individuals at community level over different
timing and thus have defined communities prediction features. We take advantage of these
user’s patterns and we therefore have investigated user’s Interest Based Mobile Communities
to reduce prediction space and then predict user mobility.
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Recalling the thesis proposal; it focus on studying the individuals’ mobility by considering
the three dimensional space of: time, location and interest. Therefore, we aim to extract
conclusions that can be applied to improve mobile networking applications. To confront this
challenge, our contributions deal with three principle parts. Each of these works leads to
several conclusions, that are summarized next.

The first part considered is the so-called topology optimization problem: nodes can self-
organized cooperatively, the goal is to choose links of communication in such a way that the
network is connected, and the energy-cost of the topology is minimized. In the literature,
several strategies have been proposed in order to use virtual dynamic topology to get a better
network organization and ensure an efficient quality of services. However, none of the existing
mechanism takes into account the structure of the real-world social network that the moving
users are embedded in. Thus, our ultimate goal is to construct meaningful topology based on
the social aspect and the common interest of the users for the ad hoc networks; we have pro-
posed a clustering tree topology based on structural equivalence. First, the algorithm builds
a set of privileged nodes and their clusters, and thereafter , we have defined a social aware
algorithm that connects only nodes in the clustering tree to nodes that are either in the same
community or they are covering at least one node of this community. This process allows
creating virtual backbone of in-demand community which can support an efficient broadcast
process and a searching space reduction. Moreover, constructing topology is efficient to adapt
quickly the routing information in ad hoc wireless networks. In an additional work, we have
illustrated the interaction between topology layer and routing layer, in fact, we have deployed
a routing mechanism based on topology organization, which results in fast convergence and
low communication overhead.

In the second part, we seek to introduce a new mobility model that consider the social
dimension and the daily individuals behaviour in order to improve mobile networking appli-
cations. However, we were struck at the beginning of the thesis by the fact that despite the
presence of several studies that had found community structure in many real technological,
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biological, physical, and social networks, none existed has deal with discovering communities
in human mobility context. For this reason, we tried to look at some available mobile data
set, and develop a community detection algorithm to quantify users similarities, but after
a careful analysis we realized that these data set don’t provide the interesting information
about the daily habits and the individuals movements in life routines such as go to work or go
home. Thankfully, things are changing with the arrival of some network traces from different
recent projects, some of them are not publicly like Nokia dataset, and others have been public
available like Geolife dataset. Thus, we have determined which mobility-related information
is Geolife dataset able to provide and their limitations [PZG+13] [PJZ+16]. Human mobility
analysis requires the design of efficient algorithms and specific models, so we have proposed a
mobility data mining methodology to derive more accurate conclusions about mobility. Our
methodology is divided in three steps: preprocessing, discovery and analysis patterns, indeed,
we have done empirical tests and retry our algorithms several times to find the suitable param-
eters for surrounding the social dimension. First, we have extracted the stay points, after that,
we have applied density-based clustering algorithm, and we have added semantics of location
to identify point of interest (PoIs). This suggests that people share common PoIs (points of
interest where a user has been at), but even more they share common interests. Thus, we
have mined the frequent behaviour of users with similar interests and computed the similar-
ity of two users in terms of similar activities at similar places using dissimilarity index. In
the last step, we have applied a community detection methods to find community structure.
Therefore, we were able to derive a meaningful description of existing mobile communities
so-called Interest based Mobile Community (IMoComm), and to represent different semantic
relationships associated with users in the network.

The last part is focused on extracting community related features to predict the likelihood
that the user will behave in a particular way and to define the probability of choosing a
location close to his/her group of interest. To the best of our knowledge, this is the first
work that analyses users mobile communities and their dynamics in human mobility research
field. To achieve this goal, we have made several empirical tests on different timing: year,
months, weeks, day, hours, and , indeed, theses empirical tests took more time. Thereby, we
conclude that we have to model our problem with respect to different timing which are closely
related to the nature of the individuals interactions and their daily activities (according to
the time-line of works, food, meeting friends, ect). Thus, we have distinguished the dynamic
features and the social aspects related to the evolution of IMoComm and we have proposed
a novel prediction method. Our novel method incorporates useful information conveyed by
users communities ties while tracking his/her mobility history which help us to increase the
fraction of right predictions and reduce dramatically the space of prediction. This finding will
increase the potential of wireless and pervasive applications.
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Perspectives

Despite having addressed all the objectives set at the beginning of this thesis, the work carried
out during the process has also opened many interesting paths to explore that can be considered
as new objectives to focus on.

• Modeling the extracted IMoComms and their evolution using a suitable mathematical
model which can express the dynamic of mobile communities over time and explore
the snapshot timing, thus, we will be able to provide a new social model that reflects
faithfully the real world people mobility.

• Improving the proposed topology with respect to the mobility features and our new
social model.

• Investigating the features of the proposed topology in the protocol stack using its po-
tential advantages to develop socially-aware wireless applications.

• Designing and deploying a software architecture based on our proposed models in order to
enable available resources to take decision at real-time. This highly social context-aware
architecture will provide a distinguishing features for mobile networking applications.
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